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#### Abstract

The bifurcation from equilibrium of periodic solutions of the Hodgkin and Huxley equations for the nerve impulse is studied. In earlier work singularity theory techniques were used to establish that these equations have a branch of periodic solutions undergoing two Hopf bifurcations, and the equations were conjectured to be equivalent to a member of a one-parameter family of generalized Hopf bifurcation problems. Here the invariants for equivalence to this family and the value of the modal parameter are computed (see [W. W. Farr et al., "Degenerate Hopf bifurcation formulas and Hilbert's 16th problem," SIAM J. Math. Anal., 20 (1989), pp. 13-30]). The value of this parameter determines the type of bifurcation, and in this way it is decided which of the proposed bifurcation diagrams are actually to be found. Thus a topological description of periodic orbits of the Hodgkin and Huxley equations near the equilibrium solution is obtained. In this way, a periodic solution branch is found that does not arise through a classical Hopf bifurcation.
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1. Introduction. It is well known [9] that many nerve cells generate trains of impulses as a response to a constant stimulus. In this paper we describe periodic solutions of the clamped Hodgkin and Huxley equations for the nerve impulse (HH), a system of four nonlinear ordinary differential equations, that contain several auxiliary parameters [5]. As in an earlier article [10], here we study the equations HH as a bifurcation problem, regarding the stimulus intensity $\mathbf{I}$ as a bifurcation parameter. We also describe the dependence of the periodic solutions on some of the other parameters involved in HH , such as the temperature $T$ and the maximum sodium conductance $\bar{g}_{\mathrm{Na}}$ that measures the maximum permeability of the nerve cell membrane to $\mathrm{Na}^{+}$ions.

Both here and in [10] we have studied the effect of varying $\bar{g}_{\mathrm{Na}}$ away from the value, here called normal, of $120 \mathrm{~m} . \mathrm{mho} / \mathrm{cm}^{2}$ obtained by Hodgkin and Huxley [5] in experiments on the squid giant axon; all other values of $\bar{g}_{\mathrm{Na}}$ are called perturbed and the HH equations with $\bar{g}_{\mathrm{Na}}$ different from normal are referred to as perturbed HH . The reader should not be deceived by the word normal; the actual value of $\bar{g}_{\mathrm{Na}}$ varies from cell to cell. Hodgkin and Huxley [5] report measurements of $\bar{g}_{N a}$ in the interval $[65,260] \mathrm{m} . \mathrm{mho} / \mathrm{cm}^{2}$ in normal giant squid axons. This variability may be largely due to difficulties in the measurement of $\bar{g}_{\mathrm{Na}}$ in experiments, but all the same it makes sense to ask what the equations yield for values different from the average of 120 $\mathrm{m} . \mathrm{mho} / \mathrm{cm}^{2}$. The maximum sodium conductance can also be modified by the experimental conditions; low concentrations of local anesthetics or tetrodoxin have the effect of lowering $\bar{g}_{\mathrm{Na}}$ and do not seem to affect the conductance of other ions (see [9, Chap. 11]).

In this article, we obtain qualitative amplitude diagrams for the periodic solutions of the perturbed HH (see Figs. 3 and 7) showing the response of a nerve cell to a steadily applied current. This corresponds to a usual experimental procedure ([9] and references therein).

[^0]In § 2 we describe the results of [10] on the temperature dependence of the amplitude diagrams and the conjecture presented there concerning the hidden organizing centre for HH ; we also give a naive description of the singularity theory concepts used (we refer the reader to [2] for the rigorous construction and for proofs).

The main results are presented in § 3 where the invariants for generalized Hopf bifurcation are evaluated numerically for HH . We determine which of the two possible cases conjectured in [10] takes place and we discuss the behavior near the hidden organizing center, thus obtaining a qualitative description of the amplitude of periodic solutions of HH . We also show that around a critical temperature $T_{\mathrm{c}}$, the HH equations must have a branch of periodic solutions that does not arise through a classical Hopf bifurcation. These solutions are not easy to find in a numerical integration of the equations-in order to find them we have to know where they are.

Amplitude diagrams for low $\bar{g}_{\mathrm{Na}}$ are described in $\S 4$, with a discussion of the possible form of transition from the hidden organizing center to this second family of bifurcation problems.
2. Preliminary results and definitions. In what follows we use the notation and sign conventions of [10]. The perturbed HH equations have a unique temperatureindependent, steady-state solution for each value of $\mathbf{I}$. This is only true for values of the ionic equilibrium voltages $\bar{V}_{\text {ion }}$ close to those determined in [5], as is shown in [6]. After a change of variables, we introduced in [10] a new bifurcation parameter $\lambda$, so that for all values of $\lambda$ the origin of $\mathbb{R}^{4}$ is a steady-state and $f(\lambda)=\mathbf{I}$ is a monotonically decreasing function. In this way we eliminate one error factor in numerical computations since we no longer compute the coordinates of the steady-state as a function of the parameters, and we may think of HH as a family of ordinary differential equations $\dot{y}=\mathrm{HH}(y, \lambda)$ with HH: $\mathbb{R}^{5} \rightarrow \mathbb{R}^{4}$ and $\mathrm{HH}(0, \lambda)=0$ where HH also depends on the parameters $T$ and $\bar{g}_{\mathrm{Na}}$.

For fixed $T$ and $\bar{g}_{\mathrm{Na}}$ and below a critical temperature $T_{c}\left(\bar{g}_{\mathrm{Na}}\right)$, there are two values $\lambda_{1}<\lambda_{2}$ of the bifurcation parameter where the linearization of HH at the origin has a pair of eigenvalues crossing the imaginary axis transversely. Therefore, by the Hopf bifurcation theorem [7], two distinct periodic solution branches emerge from the equilibrium solution at $\left(0, \lambda_{1}\right)$ and $\left(0, \lambda_{2}\right)$.

For $T>T_{c}$ no Hopf bifurcation was observed. At $T=T_{c}$ the two bifurcations coalesce at $\lambda_{1}=\lambda_{2}=\lambda_{c}$. We call ( $0, \lambda_{c}$ ) a generalized Hopf bifurcation point; at this point the linearization of HH has a pair of purely imaginary eigenvalues $\pm i \omega$; all other eigenvalues are real and negative, but some of the other hypotheses in the classical Hopf theorem [7] are violated.

Generalized Hopf bifurcation is studied in [1], [2] (see also [0]), for a system of ordinary differential equations

$$
\begin{equation*}
\dot{y}=g(y, \lambda), \quad g(0, \lambda)=0, \quad y \in \mathbb{R}^{n}, \quad \lambda \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

such that $D_{y} g(0,0)$ has simple eigenvalues $\pm i \omega$ and no other eigenvalues of the form $\pm i k \omega$ with $k \in \mathbb{Z}$. The Lyapunov-Schmidt reduction and symmetry considerations are used to represent periodic solutions of (2.1) as the solutions of an equation of the following form:

$$
\begin{equation*}
x \mathbf{a}\left(x^{2}, \lambda\right)=0, \quad \mathbf{a}: \mathbb{R}^{2} \rightarrow \mathbb{R}, \quad x \geqq 0 . \tag{2.2}
\end{equation*}
$$

Intuitively the reduction amounts to rewriting the original vector field locally in "polar coordinates" on a suitable $\lambda$-parametrized family of two-dimensional invariant submanifolds of $\mathbb{R}^{n}$, with periodic orbits corresponding, for each $\lambda$, to solutions of $\dot{r}=r \mathbf{a}\left(r^{2}, \lambda\right)=0$. The steady-state solution is represented by the $x=0$ solution of (2.2),
and points where periodic orbits bifurcate from it are multiple roots of (2.2) at $x=0$. The set $\left\{(x, \lambda): x \mathbf{a}\left(x^{2}, \lambda\right)=0\right\}$ is called a bifurcation diagram, and its graph represents a qualitative amplitude diagram for periodic solution branches.

As an example, a vector field (2.1) satisfying the hypotheses of the Hopf theorem [7] at $\lambda=\lambda_{c}$ after reduction yields a map $\mathbf{a}\left(x^{2}, \lambda\right)$ that for $u=x^{2}$ satisfies:

$$
\begin{equation*}
\mathbf{a}\left(0, \lambda_{c}\right)=0, \quad \mathbf{a}_{u}=\frac{\partial \mathbf{a}}{\partial u}\left(0, \lambda_{c}\right) \neq 0, \quad \mathbf{a}_{\lambda}=\frac{\partial \mathbf{a}}{\partial \lambda}\left(0, \lambda_{c}\right) \neq 0 . \tag{2.3}
\end{equation*}
$$

Therefore near $\left(0, \lambda_{c}\right)$ there is a unique solution $\varphi$ to the equation $\mathbf{a}(u, \varphi(u)) \equiv 0$ with $\varphi(0)=\lambda_{c}, \varphi^{\prime}(0)=-\mathbf{a}_{u} / \mathbf{a}_{\lambda}$; thus (2.2) has exactly two solution branches through $\left(0, \lambda_{c}\right)$ given by $x=0$ and by $\lambda(x)=\varphi\left(x^{2}\right)$. If $\varphi^{\prime}(0)<0$, then $\lambda(x) \leqq \lambda_{c}$ for $x$ near 0 and (2.1) has a periodic solution of nonzero amplitude near ( $0, \lambda_{c}$ ) for each $\lambda<\lambda_{c}$ (Fig. 1(a)). Thus the sign of $\varphi^{\prime}(0)$ determines the direction of bifurcation of periodic solutions of (2.1).
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Fig. 1. Examples of bifurcation diagrams for generalized Hopf bifurcation, ordinates always standing for amplitude (x): (a) Classical Hopf bifurcation (2.3). (b) Generic perturbation (unfolding) of the codimension 1 Hopf bifurcation (2.7) in the case $\mathbf{c}_{u}>0, \mathbf{c}_{\lambda}=0, \mathbf{c}_{\lambda \lambda}>0$. (c) Generic perturbation (unfolding) of the codimension 1 Hopf bifurcation in the case $h_{u}=0, h_{\lambda}>0, h_{u u}<0$.

The Lyapunov-Schmidt reduction uses the implicit function theorem in a suitable function space and therefore all the results on generalized Hopf bifurcation mentioned here are local both in the variables and in the parameters. In order to avoid repeating phrases like "in some neighborhood of the point $\left(0, \lambda_{c}\right)$," we refer to the germ of a map $f$ at a point $p$-the class of all maps that agree with $f$ in some neighborhood of $p$. Similarly, we may define the germ of $a$ set $S$ at $p$ as the class of all sets that coincide with $S$ in some neighborhood of $p$.

The germs at ( $0, \lambda_{c}$ ) of two maps a, $\bar{a}$ of the form (2.2), obtained by LyapunovSchmidt reduction, are called contact equivalent when there are smooth germs $T(x, \lambda)$, $X(x, \lambda)$ and $\Lambda(\lambda)$ transforming one into the other, i.e.,

$$
\begin{equation*}
x \mathbf{a}\left(x^{2}, \lambda\right)=T\left(x^{2}, \lambda\right) \circ\left[x \overline{\mathbf{a}}\left(X^{2}\left(x^{2}, \lambda\right) x, \Lambda(\lambda) \lambda\right)\right] \tag{2.4}
\end{equation*}
$$

with $T: \mathbb{R}^{2} \rightarrow \mathbb{R}, T(0,0) \neq 0, X(0,0)>0$, and $\Lambda(0)>0$. The new parameter $\Lambda$ does not depend on $x$, so two systems such as (2.1) reducing to a and $\bar{a}$ have the same number of periodic solutions near $y=0$ for corresponding values of $\lambda$ near $\lambda_{c}$. In other words,
if two equations reduce to contact equivalent maps, the sets of their periodic orbits can be smoothly transformed into each other (see [10]). For instance, any two germs at $(0,0)$ of maps $\mathbf{a}, \bar{a}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ satisfying (2.3) will be contact equivalent, provided their partial derivatives at $(0,0)$ have the same sign (see [1]).

Another concept used here is that of universal unfolding of a germ a, a parametrized family of germs that exhibit all the possible bifurcation diagrams present in a neighborhood of $\mathbf{a}$; the codimension of $\mathbf{a}$ is the minimum number of parameters necessary to obtain a universal unfolding. For rigorous singularity theory results and definitions we refer the reader to [1] and [2], where some methods for computing codimensions and unfoldings are given.

Using singularity theory techniques, the germs of problems of the form (2.2) have been classified up to contact equivalence in [1] and [2], where a representative in simple polynomial form is given for each contact class occurring generically in threeparameter families of generalized Hopf bifurcations and for its universal unfolding. Each contact class is characterized in [1] and [2] by necessary and sufficient conditions on the Taylor expansion of $\mathbf{a}\left(x^{2}, \lambda\right)$ around the bifurcation point $\left(0, \lambda_{c}\right)$. Explicit formulae for the calculation of derivatives of a up to third order from those of the original vector field can be found in [0].

For example, if the germ at $(0,0)$ of $\mathbf{a}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ satisfies

$$
\begin{align*}
& \mathbf{a}(0,0)=0 \quad \text { and for } u=x^{2},  \tag{2.5}\\
& \mathbf{a}_{u}=\frac{\partial \mathbf{a}}{\partial u}(0,0)>0, \quad \mathbf{a}_{\lambda}=\frac{\partial \mathbf{a}}{\partial \lambda}(0,0)=0, \quad \mathbf{a}_{\lambda \lambda}=\frac{\partial^{2} \mathbf{a}}{\partial \lambda^{2}}(0,0)>0,
\end{align*}
$$

then it can be shown [1], [2] that the germ of $\mathbf{a}\left(x^{2}, \lambda\right)$ is contact equivalent at $(0,0)$ to

$$
\begin{equation*}
\mathbf{c}\left(x^{2}, \lambda\right)=x^{2}+\lambda^{2} . \tag{2.6}
\end{equation*}
$$

Since $\mathbf{c}\left(x^{2}, \lambda\right)=0$ only when $x=\lambda=0$, the germ of the solution set of both $x \mathbf{c}\left(x^{2}, \lambda\right)=0$ and of $x \mathbf{a}\left(x^{2}, \lambda\right)=0$ is the $\lambda$-axis. If a has ben obtained from a system like (2.1), this means there are no periodic solutions near ( 0,0 ).

The contact class of (2.6) is not structurally stable. An arbitrarily small perturbation of the form

$$
\begin{equation*}
\mathbf{C}_{\alpha}\left(x^{2}, \lambda\right)=\mathbf{c}\left(x^{2}, \lambda\right)-\alpha=x^{2}+\lambda^{2}-\alpha, \quad \alpha \in \mathbb{R} \tag{2.7}
\end{equation*}
$$

is not contact equivalent to $\mathbf{c}$ for $\alpha \neq 0$; the set $\mathbf{C}_{\alpha}=0$ is either a circle of radius $\sqrt{\alpha}$ or the empty set. If $\mathbf{C}_{\alpha}$ is the reduced form of a vector field, then for each $\alpha>0$ it undergoes two classical Hopf bifurcations at $\lambda= \pm \sqrt{\alpha}$ (see Fig. 1(b)). For $\alpha<0$ the periodic solution set is still trivial (steady-state only) but $\mathbf{C}_{\alpha}=0$ has no solutions, and thus $\mathbf{C}_{\alpha}$ with $\alpha \neq 0$ is not contact equivalent to $\mathbf{c}$. Moreover, for $\alpha \neq 0$, each germ (2.7) is structurally stable and (2.6) is not. It can be shown [1] that the germ (2.6) has codimension 1 and the family of bifurcation problems $\mathbf{C}_{\alpha}$ is a universal unfolding for it. The one-parameter family of bifurcation problems (2.7) is structurally stable as a whole, although this is not true of any germ satisfying (2.5).

Let $x \mathbf{h}\left(x^{2}, \lambda\right)$ be the germ of the perturbed HH after reduction. We have computed the first-order derivatives of $h$ and established the following results, appearing in [10].
(A) At the critical temperature $T_{c}\left(\bar{g}_{\mathrm{Na}}\right)$ where the two bifurcation points coalesce, we have $\mathbf{h}_{\lambda}=\partial / \partial \lambda \mathbf{h}\left(0, \lambda_{c}\right)=0$ for every choice of $\bar{g}_{\mathrm{Na}}$ in the interval [85, 130] (we will omit units from now on). For normal HH if $h_{\lambda \lambda}>0$ then $h$ is equivalent to the generalized Hopf bifurcation germ (2.6). The effect of small temperature variations on the zero
set of $\mathbf{h}$ is the same as that of variations in the value of $\alpha$ over the zero set of (2.7), as in Fig. 1(b). Thus for $T<T_{c}$, HH has a single stable periodic solution branch undergoing two classical Hopf bifurcations.
(B) For normal HH , the direction of bifurcation changes at one of the Hopf bifurcation points $\left(0, \lambda_{2}\right)$ at a lower temperature, $T_{1}$, following a change in the sign of $\partial / \partial u \mathbf{h}\left(0, \lambda_{2}\right)=h_{u}$. The corresponding periodic solution branch loses stability. If at this temperature $\mathbf{h}_{u u} \neq 0$, then the system is contact equivalent to another generalized Hopf bifurcation germ, also of codimension 1. The study of its universal unfolding, as in the case above, provides the description of the amplitude of periodic solutions (Fig. 1(c) for the case $\mathbf{h}_{u u}<0, h_{\lambda}>0$ ) as $T$ is varied around $T_{1}$. Clearly, the neighborhood of the bifurcation point where the contact equivalence holds does not include the other (nondegenerate) Hopf bifurcation point of HH present at the same temperature.

In both cases above, the study of HH at the degenerate Hopf bifurcation points provides additional information about periodic solutions at nearby parameter values. In case (A) it shows that the two Hopf bifurcations involve the same periodic solution branch, a nontrivial observation in a four-dimensional phase space. In the second case, for $T<T_{1}$, the classical Hopf bifurcation theorem shows the existence of unstable periodic solutions for $\lambda<\lambda_{2}$. Thus the presence of a degeneracy not only explains the transition from one type of diagram to another, it also makes the analysis "more global." Here, a point in parameter space where a degenerate Hopf bifurcation occurs will be called an organizing center for the equations.
(C) For the perturbed HH the function

$$
\begin{equation*}
\bar{g}_{\mathrm{Na}} \rightarrow \mathbf{h}_{u}\left(\bar{g}_{\mathrm{Na}}\right)=\mathbf{h}_{u}\left(0, \lambda_{c}\right) \quad \text { at } T=T_{c}\left(\bar{g}_{\mathrm{Na}}\right) \quad\left(\text { where } \mathbf{h}_{\lambda}=0\right) \tag{2.8}
\end{equation*}
$$

changes sign twice in the interval [85, 130] and one of its zeros lies within ten percent of the normal value of $\bar{g}_{\mathrm{Na}}$. This point we called a hidden organizing center for the equations-it is hidden in the sense that HH had to be perturbed in order to find it.

Even if this value of $\bar{g}_{\mathrm{Na}}$ were never assumed in practice, we would expect the study of the degeneracy to bring together the two descriptions (A) and (B) above, in the same way local information about the two classical Hopf bifurcations in (A) was put together by the study of (2.7). At the hidden organizing center, HH should be equivalent after reduction to a germ containing the two original ones in its universal unfolding, i.e., a family of germs ( $\mathrm{A}_{\alpha}$ ) such that each first derivative of $\left(\mathrm{A}_{\alpha}\right)$ is zero for values of $\alpha$ arbitrarily close to zero. It is easy to see that this is possible only in a structurally stable family if the parameter $\alpha$ is at least two-dimensional.

The simplest (lowest codimension) problems containing in its universal unfolding both germs mentioned in (A) and (B) above are members of a family of codimension 3 problems. The family is characterized by zero first-order derivatives at the organizing center, by the signs of its second-order derivatives, as well as by the value of a modal parameter $\mathbf{b}$. We discussed the geometry of the periodic solution branches for different values of $\mathbf{b}$ when we conjectured in [10] that HH is contact equivalent to this family at the zero of $\mathbf{h}_{u}\left(\bar{g}_{\mathrm{Na}}\right)$ closest to the normal value of 120 .

In the next section we present the result of the numerical evaluation for HH of the nondegeneracy conditions for equivalence to the one-parameter family discussed above, and of the calculation of the modal parameter $\mathbf{b}$. Our goal is to obtain a description of all nonequivalent bifurcation diagrams that appear in HH at temperatures close to $T_{c}$, a subset of those on the universal unfolding of $\mathbf{h}$. As the value of the modal parameter determines the type of bifurcation appearing on the unfolding of $h$, in this way we decide which of the proposed bifurcation diagrams are actually to be found
in HH. This is discussed in $\S 3$ for the hidden organizing center, and in $\S 4$ for the second zero of $\mathbf{h}_{u}\left(\bar{g}_{\mathrm{Na}}\right)$.
3. Diagrams near the hidden organizing center. The hidden organizing center for HH is a point in parameter space where the reduction $h$ of the perturbed HH satisfies

$$
\begin{equation*}
\mathbf{h}\left(0, \lambda_{c}\right)=\mathbf{h}_{u}\left(0, \lambda_{c}\right)=\mathbf{h}_{\lambda}\left(0, \lambda_{c}\right)=0 \quad \text { with } u=x^{2} . \tag{3.1}
\end{equation*}
$$

We conjectured in [10] that around this point $h$ is equivalent to a member of the family

$$
\begin{equation*}
\mathbf{a}_{\mathbf{b}}(u, \lambda)=\varepsilon u^{2}+2 \mathbf{b} \lambda u+\delta \lambda^{2} \tag{3.2}
\end{equation*}
$$

studied in [1] and [12]. It is shown in [1] that a germ $\overline{\mathbf{a}}$ is contact equivalent to (3.2) if and only if it satisfies

$$
\begin{align*}
& \overline{\mathbf{a}}\left(0, \lambda_{c}\right)=\overline{\mathbf{a}}_{u}\left(0, \lambda_{c}\right)=\overline{\mathbf{a}}_{\lambda}\left(0, \lambda_{c}\right)=0, \\
& \overline{\mathbf{a}}_{u u}\left(0, \lambda_{c}\right)=\overline{\mathbf{a}}_{u u} \neq 0 \neq \overline{\mathbf{a}}_{\lambda \lambda}\left(0, \lambda_{c}\right)=\overline{\mathbf{a}}_{\lambda \lambda}, \quad \text { and } \\
& \mathbf{b}=\overline{\mathbf{a}}_{u \lambda} /\left|\overline{\mathbf{a}}_{u u} \overline{\mathbf{a}}_{\lambda \lambda}\right|^{1 / 2} \neq 0  \tag{3.3}\\
& \text { with } \delta \mathbf{b}^{2} \neq 1 \quad \text { where } \varepsilon=\operatorname{sign}\left(\overline{\mathbf{a}}_{u u}\right), \quad \delta=\operatorname{sign}\left(\overline{\mathbf{a}}_{\lambda \lambda}\right) .
\end{align*}
$$

The numbers $\varepsilon \delta$ and $\mathbf{B}=\varepsilon \mathbf{b}$ form a complete set of invariants for the family (3.2) under contact equivalence [11], i.e., two members of this family are contact equivalent if and only if $\varepsilon \delta$ and $\mathbf{B}$ are the same for them. The situation differs markedly from the example of $\S 2$, where a similar set of conditions defined a single contact equivalence class. Here each choice of signs in the second-order derivatives of ā defines a continuum of nonequivalent bifurcation problems.

Using the methods of [2] it can be shown that (3.2) has universal unfolding given by

$$
\begin{equation*}
A(u, \lambda, \alpha, \beta, \mathbf{b})=\varepsilon u^{2}+2 \mathbf{b} \lambda u+\delta \lambda^{2}+\operatorname{sign}(\mathbf{b}) \beta \lambda+\alpha . \tag{3.4}
\end{equation*}
$$

Therefore, for any sufficiently small perturbation of a germ satisfying (3.3) there are smooth changes of coordinates of the form (2.4) transforming it into one of the germs (3.4) for some choice of $\alpha, \beta$, and $\mathbf{b}$. At $\alpha=\beta=0$ the family (3.4) coincides with (3.2).

The definition of contact equivalence can be weakened so as to obtain a discrete classification of the family (3.2). We define topological contact equivalence in the same way as the (smooth) contact equivalence (2.4), with continuity substituted for smoothness (see [2]). Two germs belonging to the same equivalence class (called modal class) have homeomorphic bifurcation diagrams.

Let (3.2) $)_{ \pm}$be the family (3.2) with $\varepsilon \delta=+1$ or -1 , respectively. Under topological contact equivalence, (3.2)+ splits into four equivalence classes (called modal classes), corresponding to values of $\mathbf{B}$ in the intervals $]-\infty,-1[;]-1,0[;] 0,1[$, and $] 1,+\infty[$. The solutions of $A(u, \lambda, \alpha, \beta, b)=0$ are either ellipses or the empty set in the ( $u, \lambda$ )-plane for $0<|\mathbf{B}|<1$ (Fig. 2) or hyperbolas for $|\mathbf{B}|>1$ (Fig. 3). In the unfolding of (3.2) $)_{-}$, only two modal classes occur corresponding to $\mathbf{B}>0$ and $\mathbf{B}<0$, and the solution to $A(u, \lambda, \alpha, \beta, \mathbf{b})=0$ is always a hyperbola in the ( $u, \lambda$ )-plane (Fig. 7).

By comparing the bifurcation diagrams for (3.4) to the results summarized in § 2 as well as to those in [4] and [13], we conjectured that $\varepsilon \delta=+1$, and $\mathbf{B}<0$ for HH . Besides checking the conjecture numerically, we obtain here an estimate of $\mathbf{B}$, and thus of the modal class of $h$.

The derivatives $h_{\lambda}$ and $h_{u}$ are simultaneously zero for $\bar{g}_{\mathrm{Na}}=\bar{g}_{c}$ in the interval [109, 110], and around this point we have the values of Table 1.


Fig. 2. Bifurcation (or amplitude) diagrams for stable germs in the universal unfolding (3.4) of (3.2) with $-1<\mathbf{B}<0$, for the following parameter values: (a) $\alpha>\beta^{2} / 4$ or $\alpha>\beta^{2} / 4(\mathbf{B}-1)$ and $\beta<0$; (b) $\beta>0$ and $\beta^{2} / 4(\mathbf{B}-1)<\alpha<\beta^{2} / 4$; (c) $\beta>0$ and $0<\alpha<\beta^{2} / 4(\mathbf{B}-1)$; (d) $\beta<0$ and $0<\alpha<\beta^{2} / 4(\mathbf{B}-1)$; and (e) $\alpha<0$.


Fig. 3. The universal unfolding (3.4) of (3.2) $)_{+}$with $B<-1$. Each bifurcation (or amplitude) diagram is drawn inside the region in $(\alpha, \beta)$-plane where it occurs; the $\lambda$ axis is the steady-state in each case. Dotted lines represent HH as temperature-parametrized curves on the unfolding of (3.2) ${ }_{+}$, with temperature increasing as indicated by the arrows: (a) $\bar{g}_{\mathrm{Na}}>\bar{g}_{c}$; (b) $\bar{g}_{\mathrm{Na}}=\bar{g}_{c}$; and (c) $\bar{g}_{\mathrm{Na}}<\bar{g}_{c}$.

TAble 1

| $\bar{g}_{\mathrm{Na}}$ <br> $\mathrm{m} \cdot \mathrm{mho} / \mathrm{cm}^{2}$ | $\lambda_{c}$ <br> mV | $\mathbf{I}\left(\lambda_{c}\right)$ <br> $\mathrm{mA} / \mathrm{cm}^{2}$ | $T_{c}\left(\lambda_{c}\right)$ <br> ${ }^{\circ} \mathrm{C}$ |
| :---: | :---: | :---: | :---: |
| 109 | -15.97 | 74.06 | 26.278 |
| 110 | -16.01 | 74.22 | 26.546 |

Numerical estimates of the second-order derivatives of $h$ at $T_{c}\left(\bar{g}_{\mathrm{Na}}\right)$ were obtained for several values of $\bar{g}_{\mathrm{Na}}$, by using the formulae of [0], a correction to those of $\S 5$ of [1] for the case when the imaginary eigenvalues are $\pm i \omega$, with $\omega \neq 1$. Thus the numerical results of Table 1 differ both from the preliminary calculations presented in [2] and from those in [11], but the qualitative behavior remains the same. For $\bar{g}_{\mathrm{Na}}$ in the interval $[85,130]$ we have found the following:
(D) $h_{u \lambda}$ is always negative and decreases with $\bar{g}_{\mathrm{Na}}$ (Fig. 4).


Fig. 4. The derivative $\mathbf{h}_{u \lambda}$ at the point where there is a single generalized Hopf bifurcation, as a function of $\bar{g}_{\mathrm{Na}}$, for the perturbed Hodgkin and Huxley equations.


Fig. 5. The derivative $\mathbf{h}_{\lambda \lambda}$ at the point where there is a single generalized Hopf bifurcation, as a function of $\bar{g}_{\mathrm{Na}}$, for the perturbed Hodgkin and Huxley equations.
(E) $\mathbf{h}_{\lambda \lambda}$ is always positive and increases with $\bar{g}_{\mathrm{Na}}$ (Fig. 5).
(F) $\mathbf{h}_{u u}$ increases with $\bar{g}_{\mathrm{Na}}$ and changes sign for $\bar{g}_{\mathrm{Na}}$ in the interval ]96, 97[ (Fig 6).

We have confirmed the following conjecture presented in [10]: at the hidden organizing center, conditions (3.4) are satisfied, and therefore the perturbed HH , in reduced form, are equivalent to a member of the family (3.2) with $\varepsilon=+1=\delta$.

The modal parameter $\mathbf{b}$ was found to be $\mathbf{b}=-7.0$ at $\bar{g}_{\mathrm{Na}}=109.0$, and $\mathbf{b}=-6.8$ at $\bar{g}_{\mathrm{Na}}=110.0$, where both values are rounded to the number of digits shown, and all digits are believed to be correct. Thus we have also determined that at the hidden organizing center the reduced HH are in the modal class $\mathbf{B}<-1$ of the family (3.2) ${ }_{+}$.

For $\bar{g}_{\mathrm{Na}}$ and $T$ near $\bar{g}_{c}$ and $T_{c}\left(\bar{g}_{c}\right)$, respectively, the perturbed HH are equivalent to one of the germs (3.4). In this way we can visualize HH as a surface on $\mathbb{R}^{3}$ ( $(\alpha, \beta, \mathbf{b})$-space) fibered by the $T$-parametrized curves corresponding to fixed values of $\bar{g}_{\mathrm{Na}}$. A zero of $\mathbf{h}_{u}\left(\bar{g}_{\mathrm{Na}}, T_{c}\left(\bar{g}_{\mathrm{Na}}\right)\right)$ will correspond to a curve through the organizing


Fig. 6. The derivative $\mathbf{h}_{u u}$ at the point where there is a single generalized Hopf bifurcation, as a function of $\bar{g}_{\mathrm{Na}}$, for the perturbed Hodgkin and Huxley equations.
center ( $0,0, \mathbf{b})$, if we recall that $\mathbf{h}_{\lambda}\left(\bar{g}_{\mathrm{Na}}, T_{c}\left(\bar{g}_{\mathrm{Na}}\right)\right)$ is always zero. We have represented in Fig. 3 the perturbed HH as $T$-parametrized curves on the unfolding of (3.2) $)_{+}$for $\mathbf{B}<-1$. Each persistent bifurcation diagram is drawn inside the corresponding region in the $(\alpha, \beta)$-plane. The $\mathbf{B}$ direction has been omitted since bifurcation diagrams look the same along it, due to the topological contact equivalence.

The curves representing HH in Fig. 3 were obtained by inspecting the bifurcation diagrams for (3.2) $)_{+}$and comparing them to data on the direction of bifurcation from [10], [11], and [13] and were confirmed for $\bar{g}_{\mathrm{Na}}=100$.

We find that for $\bar{g}_{\mathrm{Na}}=\bar{g}_{c}$ only two persistent bifurcation diagrams are present. For $T<T_{c}$ there is a single periodic solution branch undergoing two nondegenerate Hopf bifurcations in the same direction as observed in (B) of § 2; this branch disappears at $T=T_{c}\left(\bar{g}_{c}\right)$. Both bifurcation diagrams contain a solution branch isolated from the trivial solution $x=0$.

The two persistent bifurcation diagrams described above occur for normal HH along with a third diagram where the periodic solution branches grow toward each other, corresponding to the situation described in (A) of § 2 . In this way our knowledge of the hidden organizing center allows us to put together the partial information of § $2,(A)$ and (B).

All diagrams for $\bar{g}_{\mathrm{Na}} \geqq \bar{g}_{c}$ contain a branch of solutions not connected to the trivial solution $x=0$, a characteristic of the modal classes $|\mathbf{B}|>1$ with $\varepsilon \delta=1$. Indeed it is natural to find two disconnected branches in some of the bifurcation diagrams since the zeros of $(3.4)_{+}$are hyperbolas in the $(u, \lambda)$-plane in this case. This is not possible for $|\mathbf{B}|<1$, where $A(u, \lambda, \alpha, \beta, \mathbf{b})=0$ on a bounded set.

The isolated solution branch has never been found in a numerical integration of HH. Since these solutions do not arise through a classical Hopf bifurcation, they could
easily be missed in a numerical tracing of the solutions. It is also possible, however, that at the normal value of $\bar{g}_{\mathrm{Na}}$ the isolated branch has either disappeared through some global bifurcation not captured by the Lyapunov-Schmidt reduction, or moved to a region of parameter space without physiological meaning. On the other hand, the presence of this solution branch may explain the damped oscillations observed both numerically [5], [8] and in experiments described in [8], [3].

For $\bar{g}_{\mathrm{Na}}<109$ the following two new types of diagram appear. As $T$ increases the two unconnected branches meet and form two periodic solution branches arising through Hopf bifurcation; a further increase of $T$ yields a change in the direction of bifurcation, before the two Hopf bifurcation points coalesce. This change of direction affects the first Hopf bifurcation point $\left(0, \lambda_{1}\right)$ in contrast to the findings of [10] for normal HH (cf. (B) of § 2). For $\bar{g}_{\mathrm{Na}}=100$ the first-order derivatives of $h$ at nondegenerate Hopf bifurcation points have been calculated, confirming the change in the direction of bifurcation and thus providing furher evidence for the position of the $T$ parametrized curve.

Changes in the direction of bifurcation would be observed experimentally as the appearance of hysteresis at the onset of periodic behavior around $\lambda=\lambda_{1}$. Recall that the parameter $\lambda$ is a decreasing function of stimulus intensity $\mathbf{I}$. When $\bar{g}_{\mathrm{Na}}<\bar{g}_{c}$, a cell under overstimulation would stop its repetitive activity at a value of $\mathbf{I}>f\left(\lambda_{1}\right)$ when $\mathbf{I}$ increases. If I were subsequently decreased, then firing would resume at $\mathbf{I}=f\left(\lambda_{1}\right)$. For $\bar{g}_{\mathrm{Na}} \geqq \bar{g}_{c}$ there is hysteresis at $T<T_{c}\left(\bar{g}_{\mathrm{Na}}\right)$, around $28^{\circ} \mathrm{C}$ for normal $\bar{g}_{\mathrm{Na}}$. For $\bar{g}_{\mathrm{Na}}<\bar{g}_{c}$, hysteresis is also obtained at high temperature values.

Hysteresis at the offset of repetitive firing for an overstimulated cell has been observed in experiments on squid axons bathed in low $\mathrm{Ca}^{++}$sea water [3]. The reduction in $\left[\mathrm{Ca}^{++}\right]$lowers the potential outside the cell membrane and is thus equivalent to the effect of depolarization; a smaller stimulus will be required in order to obtain the same response from the nerve cell [9]. The effective stimulus that can be applied without damaging the cell will be larger and high stimulation effects may become experimentally observable. However, the HH equations have to be modified if they are to describe the new experimental situation [8].
4. Bifurcation diagrams for small $\bar{g}_{\mathrm{Na}}$. The derivative $\mathbf{h}_{u}$, computed for each value of $\bar{g}_{\mathrm{Na}}$ at the temperature where the two Hopf bifurcation points coalesce, has a second zero for $\bar{g}_{\mathrm{Na}}$ in the interval ]89, 90 [. This singularity is probably of less significance for the nerve impulse than the one of the previous section, since $\bar{g}_{\mathrm{Na}}$ is far from the normal value, although it is still physiologically meaningful. At this point, the characteristics are (see Figs. 4-6):

$$
\begin{align*}
& \mathbf{h}_{u}=\mathbf{h}_{\lambda}=0,  \tag{4.1}\\
& \mathbf{h}_{u u}<0, \quad \mathbf{h}_{u \lambda}<0, \quad \mathbf{h}_{\lambda \lambda}>0 .
\end{align*}
$$

Again, $h$ is equivalent to a member of the family (3.2). Around this point the data are as shown in Table 2.

Table 2

| $\bar{g}_{\mathrm{Na}}$ <br> $\mathrm{m} . \mathrm{mho} / \mathrm{cm}^{2}$ | $\lambda_{c}$ <br> mV | $\mathbf{I}\left(\lambda_{c}\right)$ <br> $\mathrm{mA} / \mathrm{cm}^{2}$ | $T_{c}\left(\lambda_{c}\right)$ <br> ${ }^{\circ} \mathrm{C}$ | $\varepsilon$ | $\delta$ | $\varepsilon \delta$ | $\mathbf{B}=\varepsilon \mathbf{b}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 89 | -14.61 | 65.39 | 17.500 | -1 | +1 | -1 | +6.0 |
| 90 | -14.72 | 66.22 | 18.264 | -1 | +1 | -1 | +6.8 |

At this second zero $\bar{g}_{p}$ of $\mathbf{h}_{u}$, the perturbed HH are equivalent to a member of the family (3.2)_, in the modal class $\mathbf{B}>0$. The persistent bifurcation diagrams for the germs in the unfolding of (3.2)_ are shown in Fig. 7, where the perturbed HH are represented as a $T$-parametrized curve on $(\alpha, \beta)$-space for values of $\bar{g}_{\mathrm{Na}}$ near $\bar{g}_{p}$.


Fig. 7. The universal unfolding (3.5) of (3.2)_ with $\mathbf{B}>0$. Bifurcation diagrams are drawn inside the regions in $\alpha$ - $\beta$-space where they occur; the $\lambda$ axis is the steady-state in each diagram. Dotted lines represent HH as temperature-parametrized curves on the unfolding of (3.2), with temperature increasing as indicated by the arrows: (a) $\bar{g}_{\mathrm{Na}}>\bar{g}_{p}$; (b) $\bar{g}_{\mathrm{Na}}=\bar{g}_{p}$; and (c) $\bar{g}_{\mathrm{Na}}<\bar{g}_{p}$.

The diagrams present on the unfolding of (3.2)_ differ markedly from those discussed in § 2. First, most diagrams of Fig. 7 exhibit two Hopf bifurcations that generate disjoint periodic solution branches. Second, for all diagrams in the unfolding of $(3.2)_{+}$, the set of bifurcation parameter values for which the equation $\mathbf{a}(u, \lambda)=0$ has a nonzero solution is bounded below. This is not true of any diagram in Fig. 7, where in all cases there is a periodic solution branch that can be extended indefinitely in the $\lambda \rightarrow-\infty$ direction. These differences may be due to global bifurcations, but it is probable that they are simply an artifact of the local analysis; the methods used here provide a local description of the bifurcation diagrams but give no information as to the size and shape of the neighborhood where they can be applied. It is also clear that as $\bar{g}_{\mathrm{Na}}$ increases from 90 to 109 , the local behavior of HH is best explained by the analysis of last section.

The situation here is analogous to the results of [10]; initially we knew HH had two classical Hopf bifurcations at $\lambda_{1}<\lambda_{2}$ with the same direction of bifurcation and there was no a priori reason for the two periodic solution branches to meet. The proximity of a degeneracy, in the first case a change in the direction of bifurcation as described in (2.3) coinciding with the coalescence of the two bifurcation points given by (2.2), made the analysis "more global." The apparent lack of information about the periodic solution branches away from the bifurcation points was introduced by the local analysis.

The same discussion applies to the two hidden organizing centers presented here. Bifurcation diagrams appear either "capped off" or with an extended branch, depending on whether they are interpreted as part of the unfolding of (3.2) ${ }_{+}$or of (3.2) (cf. Figs. 3 and 7). Moreover, the unfolding of (3.2) $)_{+}$contains no germ equivalent to (3.2) $)_{-}$and vice versa.

Different bifurcation diagrams are obtained for (2.1) when it is studied on its own or as part of the unfolding of a more degenerate (i.e., higher codimension) germ. The presence of a degeneracy close by is extra information about the germ, and this is reflected in the diagrams we obtain for it. The only codimension 3 germs whose universal unfolding contains germs equivalent to (3.2) with $\mathbf{B} \rightarrow \pm \infty$ as they approach the origin of the unfolding space are defined by the following conditions (see [2]):

$$
\begin{align*}
& \mathbf{a}_{u u}=\mathbf{a}_{u}=\mathbf{a}_{\lambda}=0,  \tag{4.2}\\
& \mathbf{a}_{u \lambda}<0, \quad \mathbf{a}_{\lambda \lambda}>0, \quad \mathbf{a}_{u u u} \neq 0,
\end{align*}
$$

where each sign of $\mathbf{a}_{u u u}$ corresponds to a contact equivalence class.
It may be possible to perturb HH so as to satisfy (4.2), but the perturbation may introduce some further degeneracy into the problem. This is particularly crucial in the present case, since the zero of $\mathbf{a}_{u u}$ is very close to the minimum of the function $\bar{g}_{\mathrm{Na}} \rightarrow \mathbf{h}_{u}\left(\bar{g}_{\mathrm{Na}}\right)$ defined in (2.8).

The comments made above for the second zero of $h_{u}$ apply equally well to this hypothetical organizing center. Given the large number of parameters involved, it is natural to expect HH to have a high codimension. Calculations become more complicated as the codimension increases (see [0]), and therefore it only makes sense to look for a second organizing center if evidence of low $\bar{g}_{\mathrm{Na}}$ persistence of isolated periodic branches is found.

Acknowledgment. We thank W. Farr for the important correction mentioned in § 3.
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#### Abstract

This paper presents explicit formulas for the solution of degenerate Hopf bifurcation problems for general systems of differential equations of dimension $n \geqq 2$, with smooth vector fields. The main new result is the general solution of the problem for a weak focus of order 3. For bifurcation problems with a distinguished parameter, we present the formulas for the defining conditions of all cases with codimension $\leqq 3$. The formulas have been applied to Hilbert's 16th problem, yielding a new proof of Bautin's theorem, and correcting an error in Bautin's formula for the third focal value. The approach used is the LyapunovSchmidt method. A review of five other approaches is given, along with literature references and comparisons to the present work.
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1. Introduction. The Hopf Bifurcation Theorem has become the standard tool in applied mathematics for the study of the birth (or death) of a periodic solution of a differential equation at an equilibrium point. This is fitting, since the classical Hopf theorem states generic conditions on the differential equation for this bifurcation to occur, and also provides an explicit formula (or algorithm) for calculating the periodic solution and its stability. However, there is growing interest in degenerate cases, to which the classical Hopf formula does not apply. This paper is concerned with degeneracies in which multiple periodic solutions may coexist, as well as degeneracies in the dependence on a parameter. Explicit formulas are given for the defining conditions of all degeneracies having codimension $\leqq 3$, as defined in Golubitsky and Langford [14].

The main new result of this paper is the general solution of the focal values of a weak focus of order 3 , for a system of dimension $n \geqq 2$, and an arbitrary smooth vector field. A weak focus of order 3 implies the existence of up to three coexisting limit cycles, under small perturbations. Previously, only the focus of order 2 had been solved in this generality, and work on the weak focus of order 3 had been restricted to special cases, such as dimension $n=2$ and quadratic nonlinearities.

The formulas presented here are applicable to investigations of oscillations in chemical reactions (Farr and Aris [12]), biological systems (Labouriau [21], [22]), and many other fields. Admittedly, the formulas are long and complex. The authors feel that the effort involved in deriving and checking them is justified by the generality of the results. The formulas are explicit in terms of the Taylor coefficients of the original vector field. No preliminary transformations or reductions of the differential equations are required; for example, the equilibrium is not required to be "trivial" (i.e., identically zero), and the basic frequency need not be scaled to 1 . The formulas can be programmed

[^1]in a symbolic computation language, such as MACSYMA or Maple, to compute the bifurcation coefficients for specific examples conveniently and with minimal risk of error.

As a nontrivial application of these formulas, we consider the second part of Hilbert's 16th problem, concerning the number and position of limit cycles of planar (two-dimensional) differential equations with polynomial nonlinearities. This problem is still unsolved, even in the quadratic case (see the surveys of Coppel [9], [10], and references therein). Locally, the quadratic case was studied by Bautin in 1952 (see Bautin [4]), who proved, after a long calculation by the succession function method, that in a neighborhood of an equilibrium point of a planar quadratic system, there can be $0,1,2$, or 3 limit cycles and no more; otherwise the equilibrium point is a center. This paper presents the first new derivation of Bautin's results and corrects an error in one of Bautin's coefficients.

The approach used in this paper is the Lyapunov-Schmidt method, also known as the Fredholm Alternative Method, or Method of Alternative Problems. It is essentially the same method used by Hopf in his classic paper [18]. Recently, Golubitsky and Langford [14] combined singularity theory with the Lyapunov-Schmidt method to classify degenerate Hopf bifurcations and their unfoldings. They gave formulas for the bifurcation coefficients for some degenerate cases. This paper extends those results, giving formulas that are more readily applicable, and including the case of a weak focus of order three.

In the existing literature on degenerate Hopf bifurcation, we can identify six different methods of solution. These are: the method of Poincaré-Birkhoff normal forms; the method of Lyapunov constants; the method of the succession function; the method of averaging; the method of intrinsic harmonic balancing; and the LyapunovSchmidt method, which is the one used here. Unfortunately the literature on the six methods is nearly disjoint; there have been no comparative studies to guide the user to a choice among these methods. Therefore, in this paper we briefly describe all of the methods and relate them to the approach used here.

The plan of the paper is as follows. Section 2 briefly reviews the classical Hopf theorem, and defines and compares the six different methods listed above for degenerate Hopf bifurcation problems. Section 3 outlines the calculation and presents the new formulas for the degenerate Hopf bifurcation coefficients. Section 4 applies these formulas to a new proof of Bautin's theorem for Hilbert's 16th problem.
2. Degenerate Hopf bifurcations: alternative approaches. This section reviews six different methods that have been used in studies of degenerate Hopf bifurcation problems. Salient features of each of the methods are described; however, this review is not intended to be an exhaustive comparative analysis. References to more complete presentations of each of the methods are given. Most authors in the field have focused on only one of these methods and have not related their work to the other approaches. We hope this review may help reduce this fragmentation of the field and facilitate comparison of the results presented here with previous work, for example, on Hilbert's 16th problem.

First it is necessary to establish more precisely some terminology and notation, and to briefly review the classical Hopf theorem. Let us consider a parametrized family of differential equations

$$
\begin{equation*}
u^{\prime}=f(u, \mu) \tag{2.1}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{n}$, and $f$ is a smooth $\left(C^{\infty}\right)$ function of the state variables $u$ and parameters $\mu$, and $n \geqq 2, p \geqq 1$. For some applications it is important to preserve a
physical control parameter $\lambda$, in which case we define

$$
\begin{equation*}
\mu=(\lambda, \alpha) . \tag{2.2}
\end{equation*}
$$

Then $\lambda$ represents a distinguished bifurcation parameter, as in [14], and $\alpha$ represents additional "unfolding" or free parameters; not all authors make this distinction. We assume the existence of an equilibrium point, translated to the origin for convenience,

$$
\begin{equation*}
f(0,0)=0 \tag{2.3}
\end{equation*}
$$

and at this equilibrium, the derivative with respect to $u$,

$$
\begin{equation*}
\left.A \equiv\left(D_{u} f\right)\right|_{(0,0)} \tag{2.4}
\end{equation*}
$$

has a simple pair of imaginary eigenvalues $\pm i \omega_{0}$, and no others with zero real part. Then $\boldsymbol{A}$ is nonsingular, and the Implicit Function Theorem implies that the equilibrium (2.3) has a smooth extension $u(\mu)$ for $\mu$ near zero. Usually it is assumed that this branch of equilibria has been translated to the trivial solution $u \equiv 0$; however, to facilitate applications, we do not make this assumption here. Now the derivative $A$ has a smooth extension along the branch of equilibria,

$$
\begin{equation*}
\left.A(\mu) \equiv\left(D_{u} f\right)\right|_{(u(\mu), \mu)} \tag{2.5}
\end{equation*}
$$

and the simplicity of the imaginary eigenvalues implies that they too have smooth extensions along the branch, for $\mu$ near 0 ,

$$
\begin{equation*}
\sigma(\mu) \pm i \omega(\mu), \quad \sigma(0)=0, \quad \omega(0)=\omega_{0} \tag{2.6}
\end{equation*}
$$

The classical Hopf theorem assumes the Hopf transversality or crossing condition, with respect to a distinguished parameter $\lambda$ [18]

$$
\begin{equation*}
\sigma_{\lambda}(0) \neq 0 . \tag{2.7}
\end{equation*}
$$

(The consequences of the failure of this hypothesis have been explored in [14].) Then the main conclusion of the Hopf theorem is that there is a unique (up to phase) smooth branch of periodic solutions, in any small neighborhood of $u=0$, which can be parametrized by an amplitude of the periodic solution, here denoted $r$, and there is a smooth relationship between the parameters $\mu$ and the amplitude $r$, of the form

$$
\begin{equation*}
r\left[c_{0}+c_{2} r^{2}+c_{4} r^{4}+\cdots\right]=0 \tag{2.8}
\end{equation*}
$$

where $\cdots$ denotes higher-order terms in $r$. The coefficients $c_{0}$, $c_{2}$, etc. are functions of $\mu$. Hopf showed that (2.7) is equivalent to

$$
\begin{equation*}
\left(c_{0}\right)_{\lambda}(0) \neq 0 \tag{2.9}
\end{equation*}
$$

so that, by the Implicit Function Theorem, (2.8) can be solved uniquely for $\lambda$ as a function of $r>0$ near the origin. Hopf [18] also presented a formula for $c_{2}(0)$, in terms of the Taylor coefficients of $f$. The nondegenerate (or classical) case of Hopf bifurcation is that for which (2.7) holds and in addition

$$
\begin{equation*}
c_{2}(0) \neq 0 . \tag{2.10}
\end{equation*}
$$

Then it is clear that $(2.8)$ near $(0,0)$ defines a curve, asymptotically parabolic in shape, with a unique $r>0$ for each $\lambda$ of one sign, and no $r$ for $\lambda$ of the opposite sign. This curve is the classical Hopf bifurcation diagram. Additional parameters $\alpha$ do not qualitatively change this picture when (2.7) and (2.10) hold, but become important if either condition fails.

The computation of the coefficients $c_{2}, c_{4}, \cdots$ is one principal theme of this paper. In fact every one of the methods reviewed here can be described as a means of arriving at an equation of the form (2.8), and then computing the coefficients $c_{2 j}$.

Degenerate Hopf bifurcation occurs when either of conditions (2.7) or (2.10) fails. In this paper we are concerned mainly with (2.10). Then the problem is to calculate the first nonvanishing $c_{2 k}$ in (2.8) (only even powers of $r$ appear in any of the methods). Adopting the terminology used in much of the literature cited below, we will say that the differential equation has a weak focus of order $k$, if

$$
\begin{equation*}
c_{0}(0)=\cdots=c_{2(k-1)} \neq 0, \quad c_{2 k} \neq 0, \tag{2.11}
\end{equation*}
$$

and the constant $c_{2 j}(0)$ is the $j$ th focal value. When (2.11) holds we obtain multiple periodic solutions from the following standard result.

Theorem 2.1. Suppose that the differential equation (2.1) has a weak focus of order $k$. Then by generic perturbations involving $k$ parameters in the differential equation, it is possible to obtain $j$ limit cycles, in a neighborhood of $u=0$, for each $j$ satisfying $1 \leqq j \leqq k$, but not for any $j>k$.

A proof of Theorem 2.1 using singularity theory is given in [14], where a more explicit prescription of the "generic perturbations," as well as the effects of a distinguished parameter, can be found. Corresponding proofs for the other approaches to degenerate Hopf bifurcation can be found in the references given below.

Several of the methods to be described here are applicable only in the twodimensional case. In principle, under the above hypotheses, the Center Manifold Theorem can be used to reduce a system of dimension $n>2$ to a planar system. However, in practice this reduction is rarely easy to carry out explicitly, so such methods are severely limited. Let us proceed to the review of the methods.

Method of Poincaré-Birkhoff normal forms. This is one of the best-known methods. Excellent references are the books of Arnold [2] and Guckenheimer and Holmes [16]. After a reduction to two dimensions, a sequence of near-identity nonlinear transformations brings the differential equation to a normal form. Written in amplitude-phase coordinates ( $r, \theta$ ), the differential equation for $r$ has right-hand side of the form (2.8), up to a finite order, and the equation for $\theta$ has a similar form except it is even in $r$ instead of odd. Higher-order terms do not have this symmetry, but it can be shown that the nonsymmetric higher-order terms are not important, and Theorem 2.1 holds. It should be noted that the reduction to two dimensions and the transformation to normal form can be combined into one calculation for greater efficiency (see Bibikov [5], Coullet and Spiegel [11]). This method has been applied to Hilbert's 16th problem by Rousseau [28], who found that the calculation of the third focal value $c_{6}(0)$ for a particular example, using MACSYMA, strained the memory capacity of a modern minicomputer.

Method of Lyapunov constants. A good reference for this method is Göbber and Willamowski [13]. We begin with a two-dimensional system, and instead of transforming the system, we construct a positive definite Lyapunov functional $V(u, \mu)$ (as in Lyapunov's method for asymptotic stability) for which the derivative along trajectories is

$$
\begin{equation*}
V=\nabla V \cdot f=\sum v_{j} r^{2 j} \tag{2.12}
\end{equation*}
$$

The coefficients $v_{j}$ are called the Lyapunov constants and are functions of the parameters. There is an algorithm for constructing $V$ for which the leading $v_{j}$ 's are zero. The level curves of finite truncations of the series (2.12) define Poincaré-Bendixson domains, from which the existence of limit cycles is obtained. Recently, Bonin and Legault [6]
have shown that (2.12) is equivalent to (2.8), and have verified that Theorem 2.1 holds for this approach. They estimate that this approach is more efficient than the method of Poincaré-Birkhoff normal forms, mainly because it involves computing one Taylor series instead of two. The method was applied to the quadratic Liénard equation (a subcase of Hilbert's 16th problem) by Kohda, Imamura, and Oono [20].

Method of the succession function. A thorough exposition of this method can be found in the book of Andronov, Leontovich, Gordon, and Maier [1]. Again we assume a two-dimensional system, with a weak focus at the origin. We select a ray from the origin (typically the $x$-axis) and choose initial points on this ray. Sufficiently near the weak focus, the Poincaré map, which follows a solution from the ray back to the ray, is well defined. This map is called the succession function. Locally it can be expanded in a Taylor series in the coordinate along the ray, and this Taylor series can be put in the form (2.8). Zeros of the succession function correspond to periodic solutions, and again Theorem 2.1 holds for the succession function. This is the method used by Bautin [4] on Hilbert's 16th problem, and he proved Theorem 2.1 for that case. A formula for the first focal value, derived by this method, is given in Andronov et al. [1].

Method of averaging. There are many good references for the method of averaging as applied to bifurcation problems (see Chow and Hale [8], Guckenheimer and Holmes [16], Sanders and Verhulst [29]). In a two-dimensional system near a weak focus, the phase angle $\theta$ is a strictly monotone function of time $t$. Therefore it is possible to transform the independent variable from $t$ to $\theta$, and reduce the dimension of the system by one, but the new system is $2 \pi$-periodic in $\theta$, instead of autonomous. Integral averaging now leads to a vector field of the form (2.8), and Theorem 2.1 applies.

Method of intrinsic harmonic balancing. For this method, refer to Huseyin and Yu [19] and the references therein. Harmonic balancing involves formally expanding a trial solution in a Fourier series and matching coefficients. Certain inconsistencies that arise in the naive approach are overcome in the method of intrinsic harmonic balancing. It has only recently been applied to degenerate Hopf bifurcation problems.

Method of Lyapunov-Schmidt. We summarize the Lyapunov-Schmidt method, as used in [14]. For a thorough exposition, see Golubitsky and Schaeffer [15] and Vanderbauwhede [31]. The first step is to rescale the time in (2.1), to make the period constant and equal to $2 \pi$, by

$$
\begin{equation*}
s=\omega_{0}(1+\tau) t \tag{2.13}
\end{equation*}
$$

where the new parameter $\tau$ is the correction to the period, and is to be determined. Then (2.1) is rewritten

$$
\begin{equation*}
N(u, \lambda, \alpha, \tau) \equiv-\omega_{0}(1+\tau) \frac{d u}{d s}+f(u, \lambda, \alpha)=0 \tag{2.14}
\end{equation*}
$$

and we seek solutions to (2.14) in the space $C_{2 \pi}^{1}$ of continuously differentiable, $2 \pi$-periodic vector-valued functions.

The reader is warned that $N$ in (2.14) is defined with the opposite sign to the corresponding $N$ in [14]. As a result, many of the formulas in this paper have differences in sign from the formulas in the earlier paper. The motivation for this change is that it leads to eigenvalue and focal values with the same signs as in the traditional approaches described above, and so comparisons are made easier. We obtain the usual correspondence that negative values imply stability. This is a consequence of the fact that in (2.14), $N$ and $f$ have the same sign, so that eigenvalues and focal values computed from $N$ have the same sign as if they were computed directly from the vector field $f$.

The linearization of (2.14) is

$$
\begin{equation*}
L u \equiv\left[-\omega_{0} \frac{d}{d s}+A\right] u=0 \tag{2.15}
\end{equation*}
$$

with $A$ defined by (2.4). The kernel of $L$ is spanned by

$$
\begin{equation*}
\phi_{1}(s)=\operatorname{Re}\left(c e^{i s}\right), \quad \phi_{2}(s)=\operatorname{Im}\left(c e^{i s}\right) \tag{2.16}
\end{equation*}
$$

where $c$ is an eigenvector of $A$ satisfying

$$
\begin{equation*}
A c=i \omega_{0} c, \quad c^{*} c=2 \tag{2.17}
\end{equation*}
$$

Here * denotes complex conjugate transpose. Similarly, we define adjoint eigenfunctions $\psi_{1}$ and $\psi_{2}$ as the real and imaginary parts of $d e^{i s}$, where $d^{*}$ is the left eigenvector satisfying

$$
\begin{equation*}
d^{*} A=i \omega_{0} d^{*}, \quad d^{*} c=2 . \tag{2.18}
\end{equation*}
$$

The vectors $c$ and $d$ are needed in the formulas in the next section.
The Lyapunov-Schmidt method proceeds by projecting (2.14) onto $\operatorname{Ker}(L)$ and a complement, solving on the complement where $L$ is invertible, and substituting that solution into the equation in the kernel. The result is a two-dimensional map, called the bifurcation equation,

$$
\begin{equation*}
g: \mathbb{R}^{2} \times \mathbb{R}^{p} \times \mathbb{R} \rightarrow \mathbb{R}^{2}, \quad g(x, y ; \mu, \tau)=0 \tag{2.19}
\end{equation*}
$$

From the phase-shift symmetry of the periodic functions $g$ is $S^{1}$ equivariant. We may arbitrarily fix the phase and define an amplitude, for example, $y=0$ and $x \geqq 0$. Then the bifurcation equation has the form

$$
\begin{equation*}
g_{1}=p\left(x^{2}, \mu, \tau\right) x=0, \quad g_{2}=q\left(x^{2}, \mu, \tau\right) x=0 \tag{2.20}
\end{equation*}
$$

where $p(0)=q(0)=0$, and $q_{\tau}(0)=\omega_{0} \neq 0$. Periodic solutions correspond to nontrivial solutions of $p=q=0$. By the Implicit Function Theorem, the $q$-equation can be solved for $\tau$, which we then substitute into the $p$-equation, which gives the final equation

$$
\begin{equation*}
a\left(x^{2}, \mu\right) x=p\left(x^{2}, \mu, \tau\left(x^{2}, \mu\right)\right) x=0 . \tag{2.21}
\end{equation*}
$$

Now (2.21) has the form (2.8), and it has been shown that Theorem 2.1 holds once again. It remains to calculate the Taylor coefficients of $a$, which include the $c_{2 j}(0)$ in (2.8). This is accomplished by repeated implicit differentiation of (2.20)-(2.21), and the solution of linear differential equations in the complementary space. The results are presented in the next section.

Recall that $\mu=(\lambda, \alpha)$, where $\lambda$ is a distinguished parameter. The possible degeneracies involving the distinguished parameter $\lambda$ have not been discussed here, but are explored thoroughly in Golubitsky and Langford [14].
3. The bifurcation coefficients. In this section we present the explicit formulas for the Hopf bifurcation coefficients, for the cases of weak foci up to order 3 (as defined in § 2). The general solution for a weak focus of order 2 has been obtained by Golubitsky and Langford [14], and earlier by Hassard and Wan [17]. The weak focus of order 3 seems not to have been solved before, except in special cases; for example, Bautin [4] treated the case of a two-dimensional system with only quadratic nonlinearities.

Furthermore, the formulas presented here remove two simplifying assumptions that were made in [14]. From the theoretical point of view of that paper, there is no loss of generality in assuming that the imaginary eigenvalues are scaled to $\pm i$ and that even as $\mu$ varies the equilibrium solution remains fixed at the origin (i.e., is a trivial solution). In applications, however, these simplifying assumptions are rarely satisfied. The necessary extensions to the general case are presented here. Note also that our formulas include those necessary to determine degeneracies involving the distinguished parameter as defined in [14], as well as the focal values discussed in § 2. These formulas allow the calculation of the defining conditions of all possible degeneracies of codimension up to 3 , as defined in [14].

To avoid repetition, it is assumed that the reader is familiar with the notation and formulas in § 5 of [14]. However, the reader is warned that, since the nonlinear operator $N$ is defined here with a sign opposite to that in the earlier paper (for reasons explained in § 2), some of the formulas have signs reversed.

First we provide the formulas that remove the assumption of a trivial solution. Let $f(u, \lambda, \alpha)$ be the right-hand side of our set of ordinary differential equations, and assume that it does not have a trivial solution. (In this section we will suppress the dependence of $f$ on $\alpha$, the vector of free parameters, for convenience.) We define a function $G$ that has a trivial solution locally by

$$
\begin{equation*}
G(v, \lambda)=f(v+\hat{u}(\lambda), \lambda) \tag{3.1}
\end{equation*}
$$

where $\hat{u}(\lambda)$ satisfies

$$
\begin{equation*}
f(\hat{u}(\lambda), \lambda)=0, \tag{3.2}
\end{equation*}
$$

for $\lambda$ in some neighborhood of the Hopf bifurcation point. That is, $\hat{u}(\lambda)$ is the steady-state solution written as a function of the distinguished parameter $\lambda$. The formulas we will present below for the derivatives of the functions $p$ and $q$, as defined in (2.20), will be in terms of $G$; we present immediately below the formulas relating derivatives of $G$ to derivatives of the original vector field $f$. Our purpose in splitting up the calculations in this fashion is twofold. First, the subsequent formulas are simplified to a certain extent, and second, some applications will have trivial solutions and the most general formulas would entail quite a few needless calculations. Note first of all that $D_{v}^{k} G=D_{v}^{k} f$ for all $k$, where by $D_{v}^{k} G$ we mean the $k$ th derivative of $G$ with respect to $v$ thought of as a symmetric $k$-linear form. Thus if all we seek is the focal values of $\S 2$, it is irrelevant whether or not $f$ has a trivial solution. It is only when derivatives with respect to the distinguished bifurcation parameter occur that complications arise. The extension of our notation to mixed $v$ and $\lambda$ derivatives is trivial, since we are considering $\lambda$ to be a single real parameter. The formulas we will need are given below (in our calculations below all derivatives are to be evaluated at the Hopf point, so we will supply as arguments only the $k$ vectors on which the form is to act):

$$
\begin{aligned}
& D_{v} D_{\lambda} G(x)=D_{v}^{2} f\left(v_{1}, x\right)+D_{v} D_{\lambda} f(x), \\
& D_{v}^{2} D_{\lambda} G(x, y)=D_{v}^{3} f\left(v_{1}, x, y\right)+D_{v}^{2} D_{\lambda} f(x, y), \\
& D_{v} D_{\lambda}^{2} G(x)=D_{v}^{3} f\left(v_{1}, v_{1}, x\right)+D_{v}^{2} f\left(v_{2}, x\right)+2 D_{v}^{2} D_{\lambda} f\left(v_{1}, x\right)+D_{v} D_{\lambda}^{2} f(x), \\
& D_{v}^{3} D_{\lambda} G(x, y, z)=D_{v}^{4} f\left(v_{1}, x, y, z\right)+D_{v}^{3} D_{\lambda} f(x, y, z), \\
& D_{v}^{2} D_{\lambda}^{2} f(x, y)=D_{v}^{4} f\left(v_{1}, v_{1}, x, y\right)+D_{v}^{3} f\left(v_{2}, x, y\right)+2 D_{v}^{3} D_{\lambda} f\left(v_{1}, x, y\right)
\end{aligned}
$$

$$
\begin{aligned}
& +D_{v}^{2} D_{\lambda}^{2} f(x, y), \\
D_{v} D_{\lambda}^{3} G(x)= & D_{v}^{4} f\left(v_{1}, v_{1}, v_{1}, x\right)+3 D_{v}^{3} f\left(v_{1}, v_{2}, x\right)+D_{v} f\left(v_{3}, x\right) \\
& +3 D_{v}^{3} D_{\lambda} f\left(v_{1}, v_{1}, x\right)+3 D_{v}^{2} D_{\lambda} f\left(v_{2}, x\right)+3 D_{v}^{2} D_{\lambda}^{2} f\left(v_{1}, x\right) \\
& +D_{v} D_{\lambda}^{3} f(x), \\
D_{v}^{4} D_{\lambda} G(x, y, z, w)= & D_{v}^{5} f\left(v_{1}, x, y, z, w\right)+D_{v}^{4} D_{\lambda} f(x, y, z, w), \\
D_{v}^{3} D_{\lambda}^{2} f(x, y, z)= & D_{v}^{5} f\left(v_{1}, v_{1}, x, y, z\right)+D_{v}^{4} f\left(v_{2}, x, y, z\right)+2 D_{v}^{4} D_{\lambda} f\left(v_{1}, x, y, z\right) \\
& \quad+D_{v}^{3} D_{\lambda}^{2} f(x, y, z), \\
D_{v}^{5} D_{\lambda} G(x, y, z, w, t)= & D_{v}^{6} f\left(v_{1}, x, y, z, w, t\right)+D_{v}^{5} D_{\lambda} f(x, y, z, w, t),
\end{aligned}
$$

where $x, y, z, w$, and $t$ are vectors in $\mathbb{R}^{n}$, and the quantities $v_{i}$ are derivatives of $\hat{u}(\lambda)$ defined by

$$
\begin{align*}
v_{1}= & -\left(D_{v} f\right)^{-1}\left(D_{\lambda} f\right), \\
v_{2}= & -\left(D_{v} f\right)^{-1}\left(D_{v}^{2} f\left(v_{1}, v_{1}\right)+2 D_{v} D_{\lambda} f\left(v_{1}\right)+D_{\lambda}^{2} f\right), \\
v_{3}= & -\left(D_{v} f\right)^{-1}\left(D_{v}^{3} f\left(v_{1}, v_{1}, v_{1}\right)+3 D_{v}^{2} f\left(v_{1}, v_{2}\right)\right.  \tag{3.4}\\
& \left.+3 D_{v}^{2} D_{\lambda} f\left(v_{1}, v_{1}\right)+3 D_{v} D_{\lambda} f\left(v_{2}\right)+3 D_{v} D_{\lambda}^{2} f\left(v_{1}\right)+D_{\lambda}^{3} f\right) .
\end{align*}
$$

Next we present the formulas for the derivatives of $a(z, \lambda)$ in terms of the derivatives of $p$ and $q$ (we let $z \equiv x^{2}$, see (2.20)-(2.21)). The notation is that of [14], that is, we write

$$
\begin{equation*}
a(z, \lambda)=\sum a_{j k} z^{k} \lambda^{j} . \tag{3.5}
\end{equation*}
$$

Note that the derivatives of $a(z, \lambda)$ with respect to $z$, at $(z, \lambda)=(0,0)$, are equivalent to the focal values defined in § 2 .

The $p_{i j k}$ notation is a shorthand defined like that for the $a_{i j}$ coefficients, which we give below for completeness, although we assume readers of this paper are familiar with either the paper of Golubitsky and Langford [14] or the treatment given in Golubitsky and Schaeffer [15]. The notation depends on the two functions $g_{1}$ and $g_{2}$ defined above in $\S 2$ and the series expression

$$
\begin{equation*}
p(z, \lambda, \tau)=\sum p_{i j k} z^{i} \lambda^{j} \tau^{k} \tag{3.6}
\end{equation*}
$$

where $z=x^{2}$ as before. Hence $p_{i j k}$ is given by

$$
\begin{equation*}
p_{i j k}=\frac{1}{(2 i+1)!j!k!} \frac{\partial^{2 i+1+j+k} g_{1}(0,0,0)}{\partial x^{2 i+1} \partial \lambda^{j} \partial \tau^{k}} \tag{3.7}
\end{equation*}
$$

with analogous expressions for $q_{i j k}$ involving $g_{2}$. The formulas for the $a_{i j}$ coefficients are given below. Their derivation involves only elementary calculus, but they are given here because there are sign changes from [14] due to the new definition of $N$ and also because they are for the case $\omega_{0} \neq 1$ :

$$
\begin{align*}
a_{00}= & 0, \quad a_{10}=p_{100}, \quad a_{01}=p_{010}, \\
a_{20}= & p_{200}-p_{101} q_{100} / \omega_{0}, \quad a_{11}=p_{110}-p_{101} q_{010} / \omega_{0}, \quad a_{02}=p_{020}, \\
a_{30}= & p_{300}-p_{201} q_{100} / \omega_{0}+p_{102} q_{100}^{2} / \omega_{0}^{2}-p_{101}\left(q_{200} / \omega_{0}-q_{101} q_{100} / \omega_{0}^{2}\right) \\
a_{21}= & p_{210}-p_{111} q_{100} / \omega_{0}-p_{201} q_{010} / \omega_{0}+2 p_{102} q_{100} q_{010} / \omega_{0}^{2}  \tag{3.8}\\
& -p_{101}\left(q_{110} / \omega_{0}-q_{101} q_{010} / \omega_{0}^{2}\right) \\
a_{12}= & p_{120}-p_{111} q_{010} / \omega_{0}+p_{102} q_{010}^{2} / \omega_{0}^{2}-p_{101} q_{020} / \omega_{0}-p_{021} q_{100} / \omega_{0} \\
a_{03}= & p_{030}-p_{021} q_{010} / \omega_{0} .
\end{align*}
$$

Finally we present the formulas for the derivatives of $p$ and $q$. Deriving these formulas is straightforward though tedious, and the labor involved especially in the $p_{m 00}$ coefficients increases rapidly with $m$. The formulas assume that $G$ has a trivial solution, so for where this is not true and where we are using a distinguished bifurcation parameter, they should be modified according to the prescription above.

Computation of the coefficients proceeds in two steps. In the first step, linear algebra problems must be solved to obtain complex-valued vectors that actually are coefficients in a Fourier series for the function $w(x, \lambda, \tau)$, and in the second, these vectors are used to evaluate the $p$ and $q$ coefficients of the bifurcation equations. As shown in Golubitsky and Langford [14], certain coefficients are identically zero or have special values. These are

$$
\begin{align*}
& p_{00 j}=0, \quad j=0,1,2, \cdots, \quad q_{00 j}=0, \quad j=2,3,4, \cdots, \\
& q_{000}=0, \quad q_{001}=\omega_{0},  \tag{3.9}\\
& p_{01 j}=q_{01 j}=0, \quad j=1,2,3, \cdots .
\end{align*}
$$

The formulas for the first-order derivatives of $a(z, \lambda)$ at the origin have very simple forms. The set of vectors for the $p_{100}$ coefficient, which determines stability in the case of nondegenerate Hopf bifurcation, is found by solving

$$
\begin{equation*}
A a_{0}=-\frac{1}{2} D_{v}^{2} G(c, \bar{c}), \quad\left(A-2 i \omega_{0} I\right) a_{2}=-\frac{1}{4} D_{v}^{2} G(c, c) \tag{3.9}
\end{equation*}
$$

where $A$ is the Jacobian matrix of $F$ at the Hopf point and $c$ is the right eigenvector of $A$ corresponding to the eigenvalue $i \omega_{0}$, as in $\S 2$. In computations it is useful to form the intermediate PQ100 and PQ010 quantities, given by

$$
\begin{align*}
& \mathrm{PQ} 100=D_{v}^{2} G\left(c, a_{0}\right)+D_{v}^{2} G\left(\bar{c}, a_{2}\right)+\frac{1}{4} D_{v}^{3} G(c, c, \bar{c}), \\
& \mathrm{PQ} 010=D_{v} D_{\lambda} G(c), \tag{3.10}
\end{align*}
$$

before computing

$$
\begin{equation*}
p_{100}=\frac{1}{4} \operatorname{Real}\left(d^{*} \mathrm{PQ} 100\right), \quad p_{010}=\frac{1}{2} \operatorname{Real}\left(d^{*} \mathrm{PQ} 010\right) . \tag{3.11}
\end{equation*}
$$

The coefficients $q_{100}$ and $q_{010}$ are obtained by taking imaginary instead of real parts and inserting a minus sign. It is a simple matter to identify $p_{010}$ with $\sigma_{\lambda}(0,0)$, so that a nonzero value means the transversality condition is satisfied. If $p_{100}$ is not zero, then a negative value indicates a stable periodic orbit and vice versa.

Higher-order calculations become increasingly complex. We need eight more vectors to compute the second-order coefficients; six are obtained by solving:

$$
\begin{align*}
& \begin{array}{l}
\left(A-3 i \omega_{0} I\right) a_{3}=-\frac{3}{2} D_{v}^{2} G\left(c, a_{2}\right)-\frac{1}{8} D_{v}^{3} G(c, c, c), \\
A b_{0}=-2\left[D_{v}^{2} G\left(c, \bar{a}_{1}\right)+D_{v}^{2} G\left(\bar{c}, a_{1}\right)\right]-3 D_{v}^{2} G\left(a_{0}, a_{0}\right)-6 D_{v}^{2} G\left(a_{2}, \bar{a}_{2}\right) \\
\quad-3 D_{v}^{3} G\left(c, \bar{c}, a_{0}\right)-\frac{3}{2} D_{v}^{3} G\left(c, c, \bar{a}_{2}\right)-\frac{3}{2} D_{v}^{3} G\left(\bar{c}, \bar{c}, a_{2}\right)-\frac{3}{8} D_{v}^{4} G(c, c, \bar{c}, \bar{c}), \\
\left(A-2 i \omega_{0} I\right) b_{2}=-2 D_{v}^{2} G\left(c, a_{1}\right)-2 D_{v}^{2} G\left(\bar{c}, a_{3}\right)-6 D_{v}^{2} G\left(a_{0}, a_{2}\right) \\
\quad-3 D_{v}^{3} G\left(c, \bar{c}, a_{2}\right)-\frac{3}{2} D_{v}^{3} G\left(c, c, a_{0}\right)-\frac{1}{4} D_{v}^{4} G(c, c, c, \bar{c}), \\
\left(A-2 i \omega_{0} I\right) c_{2}=2 i \omega_{0} a_{2},
\end{array}  \tag{3.12}\\
& \begin{array}{c}
A d_{0}=-\frac{1}{2} D_{v}^{2} G\left(c, \bar{c}_{1}\right)-\frac{1}{2} D_{v}^{2} G\left(\bar{c}, c_{1}\right)-\frac{1}{2} D_{v}^{2} D_{\lambda} G(c, \bar{c})-D_{v} D_{\lambda} G\left(a_{0}\right) \\
\left(A-2 i \omega_{0} I\right) d_{2}=-\frac{1}{2} D_{v}^{2} G\left(c, c_{1}\right)-\frac{1}{4} D_{v}^{2} D_{\lambda} G(c, c)-D_{v} D_{\lambda} G\left(a_{2}\right) .
\end{array}
\end{align*}
$$

The remaining two vectors require some explanation, since the left-hand sides of the equations are singular. According to the Fredholm alternative, the solution exists and is unique if we specify that the solution be orthogonal to the eigenvector of the adjoint problem and if the right-hand side of the equation is orthogonal to the same eigenvector. This eigenvector $d$ is found from

$$
\begin{equation*}
\left(A^{*}+i \omega_{0} I\right) d=0 \tag{3.13}
\end{equation*}
$$

(where $A^{*}$ is the transpose of $A$ ) and normalized so that $d^{*} c=2$. The two remaining vectors thus are uniquely determined from

$$
\begin{array}{ll}
\left(A-i \omega_{0} I\right) a_{1}=-\frac{3}{2} \mathrm{PQ} 100+\frac{3}{4}\left[d^{*} \mathrm{PQ} 100\right] c, & d^{*} a_{1}=0,  \tag{3.14}\\
\left(A-i \omega_{0} I\right) c_{1}=-\mathrm{PQ} 010+\frac{1}{2}\left[d^{*} \mathrm{PQ} 010\right] c, & d^{*} c_{1}=0 .
\end{array}
$$

The next step in determining the second-order coefficients is to compute the following PQijk quantities, which will lead directly to the $p_{i j k}$ and $q_{i j k}$ quantities we desire:

$$
\begin{align*}
\mathrm{PQ} 101= & D_{v}^{2} G\left(\bar{c}, c_{2}\right), \quad \mathrm{PQ} 020=D_{v} D_{\lambda} G\left(c_{1}\right)+\frac{1}{2} D_{v} D_{\lambda}^{2} G(c),  \tag{3.15}\\
\mathrm{PQ} 110= & D_{v}^{2} G\left(c_{1}, a_{0}\right)+D_{v}^{2} G\left(\bar{c}_{1}, a_{2}\right)+D_{v}^{2} G\left(c, d_{0}\right)+D_{v}^{2} G\left(\bar{c}, d_{2}\right)+D_{v}^{2} D_{\lambda} G\left(c, a_{0}\right) \\
& +D_{v}^{2} D_{\lambda} G\left(\bar{c}, a_{2}\right)+\frac{2}{3} D_{v} D_{\lambda} G\left(a_{1}\right)+\frac{1}{4} D_{v}^{3} G\left(c, c, \bar{c}_{1}\right) \\
& +\frac{1}{2} D_{v}^{3} G\left(c, \bar{c}, c_{1}\right)+\frac{1}{4} D_{v}^{3} D_{\lambda} G(c, c, \bar{c}) \\
\mathrm{PQ} 200= & \frac{1}{2} D_{v}^{2} G\left(c, b_{0}\right)+\frac{1}{2} D_{v}^{2} G\left(\bar{c}, b_{2}\right)+2 D_{v}^{2} G\left(a_{0}, a_{1}\right)+2 D_{v}^{2} G\left(a_{2}, \bar{a}_{1}\right)+2 D_{v}^{2} G\left(\bar{a}_{2}, a_{3}\right) \\
& +\frac{1}{2} D_{v}^{3} G\left(c, c, \bar{a}_{1}\right)+D_{v}^{3} G\left(c, \bar{c}, a_{1}\right)+\frac{1}{2} D_{v}^{3} G\left(\bar{c}, \bar{c}, a_{3}\right) \\
& +3 D_{v}^{3} G\left(c, a_{2}, \bar{a}_{2}\right)+3 D_{v}^{3} G\left(\bar{c}, a_{0}, a_{2}\right)+\frac{3}{2} D_{v}^{3} G\left(c, a_{0}, a_{0}\right) \\
& +\frac{1}{4} D_{v}^{4} G\left(c, c, c, \bar{a}_{2}\right)+\frac{3}{4} D_{v}^{4} G\left(c, c, \bar{c}, a_{0}\right)+\frac{3}{4} D_{v}^{4} G\left(c, \bar{c}, \bar{c}, a_{2}\right) \\
& +\frac{1}{16} D_{v}^{5} G(c, c, c, \bar{c}, \bar{c}) .
\end{align*}
$$

The $p_{i j k}$ coefficients for $i+j+k=2$ are now obtained from the formulas

$$
\begin{array}{ll}
p_{101}=\frac{1}{4} \operatorname{Real}\left(d^{*} \mathrm{PQ} 101\right), & p_{020}=\frac{1}{2} \operatorname{Real}\left(d^{*} \mathrm{PQ} 020\right)  \tag{3.16}\\
p_{110}=\frac{1}{4} \operatorname{Real}\left(d^{*} \mathrm{PQ} 110\right), & p_{200}=\frac{1}{24} \operatorname{Real}\left(d^{*} \mathrm{PQ} 200\right)
\end{array}
$$

and the analogous $q_{i j k}$ coefficients, by changing the sign and taking the imaginary instead of the real part.

Computing the third-order coefficients is even more complicated, but proceeds in exactly the same way. We first compute 24 vectors; these vectors, along with the ten already computed, could be used to obtain approximations to the periodic orbits, but we have not done this. We will only use them to obtain the $p_{i j k}$ coefficients for $i+j+k=3$. As far as we know, these coefficients have not been obtained before.

The first set of vectors are required for the PQ300 quantity and are obtained by solving the following series of problems:
$\left(A-4 i \omega_{0} I\right) b_{4}=-3 D_{v}^{2} G\left(a_{2}, a_{2}\right)-2 D_{v}^{2} G\left(c, a_{3}\right)-\frac{3}{2} D_{v}^{3} G\left(c, c, a_{2}\right)-\frac{1}{16} D_{v}^{4} G(c, c, c, c)$,
$\left(A-i \omega_{0} I\right) e_{1}=-5 \mathrm{PQ} 200+\frac{5}{2}\left[d^{*} \mathrm{PQ} 200\right] c, \quad d^{*} e_{1}=0$,

$$
\begin{aligned}
& \left(A-3 i \omega_{0} I\right) e_{3}=-\frac{5}{2} D_{v}^{2} G\left(\bar{c}, b_{4}\right)-\frac{5}{2} D_{v}^{2} G\left(c, b_{2}\right)-10 D_{v}^{2} G\left(a_{0}, a_{3}\right)-10 D_{v}^{2} G\left(a_{2}, a_{1}\right) \\
& -5 D_{v}^{3} G\left(c, \bar{c}, a_{3}\right)-\frac{5}{2} D_{v}^{3} G\left(c, c, a_{1}\right)-15 D_{v}^{3} G\left(c, a_{0}, a_{2}\right) \\
& -\frac{15}{2} D_{v}^{3} G\left(\bar{c}, a_{2}, a_{2}\right) \\
& -\frac{15}{4} D_{v}^{4} G\left(c, c, \bar{c}, a_{2}\right)-\frac{5}{4} D_{v}^{4} G\left(c, c, c, a_{0}\right)-\frac{5}{32} D_{v}^{5} G(c, c, c, c, \bar{c}), \\
& A h_{0}=-3 D_{v}^{2} G\left(\bar{c}, e_{1}\right)-3 D_{v}^{2} G\left(c, \bar{e}_{1}\right)-15 D_{v}^{2} G\left(a_{2}, \bar{b}_{2}\right)-15 D_{v}^{2} G\left(\bar{a}_{2}, b_{2}\right) \\
& -15 D_{v}^{2} G\left(a_{0}, b_{0}\right) \\
& -20 D_{v}^{2} G\left(a_{1}, \bar{a}_{1}\right)-20 D_{v}^{2} G\left(a_{3}, \bar{a}_{3}\right)-\frac{15}{4} D_{v}^{3} G\left(\bar{c}, \bar{c}, b_{2}\right)-\frac{15}{4} D_{v}^{3} G\left(c, c, \bar{b}_{2}\right) \\
& -\frac{15}{2} D_{v}^{3} G\left(c, \bar{c}, b_{0}\right)-30 D_{v}^{3} G\left(\bar{c}, \bar{a}_{2}, a_{3}\right)-30 D_{v}^{3} G\left(c, a_{2}, \bar{a}_{3}\right) \\
& -30 D_{v}^{3} G\left(\bar{c}, a_{0}, a_{1}\right) \\
& -30 D_{v}^{3} G\left(c, a_{0}, \bar{a}_{1}\right)-30 D_{v}^{3} G\left(c, \bar{a}_{2}, a_{1}\right)-30 D_{v}^{3} G\left(\bar{c}, a_{2}, \bar{a}_{1}\right) \\
& -15 D_{v}^{3} G\left(a_{0}, a_{0}, a_{0}\right) \\
& -90 D_{v}^{3} G\left(a_{2}, \bar{a}_{2}, a_{0}\right)-\frac{5}{2} D_{v}^{4} G\left(\bar{c}, \bar{c}, \bar{c}, a_{3}\right)-\frac{5}{2} D_{v}^{4} G\left(c, c, c, \bar{a}_{3}\right) \\
& -\frac{15}{2} D_{v}^{4} G\left(c, \bar{c}, \bar{c}, a_{1}\right) \\
& -\frac{15}{2} D_{v}^{4} G\left(\bar{c}, c, c, \bar{a}_{1}\right)-\frac{45}{2} D_{v}^{4} G\left(\bar{c}, \bar{c}, a_{2}, a_{0}\right)-\frac{45}{2} D_{v}^{4} G\left(c, c, \bar{a}_{2}, a_{0}\right) \\
& -45 D_{v}^{4} G\left(c, \bar{c}, a_{2}, \bar{a}_{2}\right) \\
& -\frac{45}{2} D_{v}^{4} G\left(c, \bar{c}, a_{0}, a_{0}\right)-\frac{15}{4} D_{v}^{5} G\left(c, \bar{c}, \bar{c}, \bar{c}, a_{2}\right)-\frac{15}{4} D_{v}^{5} G\left(c, c, c, \bar{c}, \bar{a}_{2}\right) \\
& -\frac{45}{8} D_{v}^{5} G\left(c, c, \bar{c}, \bar{c}, a_{0}\right)-\frac{5}{16} D_{v}^{6} G(c, c, c, \bar{c}, \bar{c}, \bar{c}), \\
& \left(A-2 i \omega_{0} I\right) h_{2}=-3 D_{v}^{2} G\left(\bar{c}, e_{3}\right)-3 D_{v}^{2} G\left(c, e_{1}\right)-15 D_{v}^{2} G\left(\bar{a}_{2}, b_{4}\right)-15 D_{v}^{2} G\left(a_{0}, b_{2}\right) \\
& -15 D_{v}^{2} G\left(a_{2}, b_{0}\right)-10 D_{v}^{2} G\left(a_{1}, a_{1}\right)-20 D_{v}^{2} G\left(a_{3}, \bar{a}_{1}\right) \\
& -\frac{15}{4} D_{v}^{3} G\left(\bar{c}, \bar{c}, b_{4}\right)-\frac{15}{2} D_{v}^{3} G\left(c, \bar{c}, b_{2}\right) \\
& -\frac{15}{4} D_{v}^{3} G\left(c, c, b_{0}\right)-30 D_{v}^{3} G\left(c, \bar{a}_{2}, a_{3}\right)-30 D_{v}^{3} G\left(\bar{c}, a_{0}, a_{3}\right) \\
& -30 D_{v}^{3} G\left(\bar{c}, a_{2}, a_{1}\right)-30 D_{v}^{3} G\left(c, a_{0}, a_{1}\right)-30 D_{v}^{3} G\left(c, a_{2}, \bar{a}_{1}\right) \\
& -45 D_{v}^{3} G\left(a_{2}, a_{2}, \bar{a}_{2}\right) \\
& -45 D_{v}^{3} G\left(a_{2}, a_{0}, a_{0}\right)-\frac{15}{2} D_{v}^{4} G\left(c, \bar{c}, \bar{c}, a_{3}\right)-\frac{5}{2} D_{v}^{4} G\left(c, c, c, \bar{a}_{1}\right) \\
& -\frac{15}{2} D_{v}^{4} G\left(c, c, \bar{c}, a_{1}\right) \\
& -\frac{45}{4} D_{v}^{4} G\left(\bar{c}, \bar{c}, a_{2}, a_{2}\right)-45 D_{v}^{4} G\left(c, \bar{c}, a_{2}, a_{0}\right)-\frac{45}{2} D_{v}^{4} G\left(c, c, a_{2}, \bar{a}_{2}\right) \\
& -\frac{45}{4} D_{v}^{4} G\left(c, c, a_{0}, a_{0}\right) \\
& -\frac{45}{8} D_{v}^{5} G\left(c, c, \bar{c}, \bar{c}, a_{2}\right)-\frac{15}{4} D_{v}^{5} G\left(c, c, c, \bar{c}, a_{0}\right)-\frac{15}{16} D_{v}^{5} G\left(c, c, c, c, \bar{a}_{2}\right) \\
& -\frac{15}{64} D_{v}^{6} G(c, c, c, c, \bar{c}, \bar{c}) \text {. }
\end{aligned}
$$

PQ210 vectors:

$$
\begin{align*}
& A n_{0}=-D_{v} D_{\lambda} G\left(b_{0}\right)-2 D_{v}^{2} D_{\lambda} G\left(\bar{c}, a_{1}\right)-2 D_{v}^{2} D_{\lambda} G\left(c, \bar{a}_{1}\right)-3 D_{v}^{2} D_{\lambda} G\left(a_{0}, a_{0}\right)  \tag{3.18}\\
& -6 D_{v}^{2} D_{\lambda} G\left(a_{2}, \bar{a}_{2}\right) \\
& -\frac{3}{2} D_{v}^{3} D_{\lambda} G\left(\bar{c}, \bar{c}, a_{2}\right)-\frac{3}{2} D_{v}^{3} D_{\lambda} G\left(c, c, \bar{a}_{2}\right)-3 D_{v}^{3} D_{\lambda} G\left(c, \bar{c}, a_{0}\right) \\
& -\frac{3}{8} D_{v}^{4} D_{\lambda} G(c, c, \bar{c}, \bar{c}) \\
& -2 D_{v}^{2} G\left(\bar{c}, n_{1}\right)-2 D_{v}^{2} G\left(c, \bar{n}_{1}\right)-6 D_{v}^{2} G\left(\bar{a}_{2}, d_{2}\right)-6 D_{v}^{2} G\left(a_{2}, \bar{d}_{2}\right) \\
& -6 D_{v}^{2} G\left(a_{0}, d_{0}\right)-2 D_{v}^{2} G\left(a_{1}, \bar{c}_{1}\right)-2 D_{v}^{2} G\left(\bar{a}_{1}, c_{1}\right)-\frac{3}{2} D_{v}^{3} G\left(c, c, \bar{d}_{2}\right) \\
& -\frac{3}{2} D_{v}^{3} G\left(\bar{c}, \bar{c}, d_{2}\right)-3 D_{v}^{3} G\left(c, \bar{c}, d_{0}\right)-3 D_{v}^{3} G\left(\bar{c}, \bar{c}_{1}, a_{2}\right)-3 D_{v}^{3} G\left(c, c_{1}, \bar{a}_{2}\right) \\
& -3 D_{v}^{3} G\left(\bar{c}, c_{1}, a_{0}\right)-3 D_{v}^{3} G\left(c, \bar{c}_{1}, a_{0}\right)-\frac{3}{4} D_{v}^{4} G\left(\bar{c}, \bar{c}, c, c_{1}\right)-\frac{3}{4} D_{v}^{4} G\left(c, c, \bar{c}, \bar{c}_{1}\right), \\
& \left(A-i \omega_{0} I\right) n_{1}=-\frac{3}{2} \mathrm{PQ} 110+\frac{3}{4}\left[d^{*} \mathrm{PQ} 110\right] c, \quad d^{*} n_{1}=0, \\
& \left(A-2 i \omega_{0} I\right) n_{2}=-D_{v} D_{\lambda} G\left(b_{2}\right)-2 D_{v}^{2} D_{\lambda} G\left(\bar{c}, a_{3}\right)-2 D_{v}^{2} D_{\lambda} G\left(c, a_{1}\right)-6 D_{v}^{2} D_{\lambda} G\left(a_{2}, a_{0}\right) \\
& -3 D_{v}^{3} D_{\lambda} G\left(c, \bar{c}, a_{2}\right)-\frac{3}{2} D_{v}^{3} D_{\lambda} G\left(c, c, a_{0}\right)-\frac{1}{4} D_{v}^{4} D_{\lambda} G(c, c, c, \bar{c}) \\
& -2 D_{v}^{2} G\left(\bar{c}, n_{3}\right) \\
& -2 D_{v}^{2} G\left(c, n_{1}\right)-6 D_{v}^{2} G\left(a_{0}, d_{2}\right)-6 D_{v}^{2} G\left(a_{2}, d_{0}\right)-2 D_{v}^{2} G\left(a_{1}, c_{1}\right) \\
& -2 D_{v}^{2} G\left(a_{3}, \bar{c}_{1}\right)-3 D_{v}^{3} G\left(c, \bar{c}, d_{2}\right)-\frac{3}{2} D_{v}^{3} G\left(c, c, d_{0}\right) \\
& -3 D_{v}^{3} G\left(\bar{c}, c_{1}, a_{2}\right) \\
& -3 D_{v}^{3} G\left(c, \bar{c}_{1}, a_{2}\right)-3 D_{v}^{3} G\left(c, c_{1}, a_{0}\right)-\frac{3}{4} D_{v}^{4} G\left(c, c, \bar{c}, c_{1}\right) \\
& -\frac{1}{4} D_{v}^{4} G\left(c, c, c, \bar{c}_{1}\right), \\
& \left(A-3 i \omega_{0} I\right) n_{3}=-D_{v} D_{\lambda} G\left(a_{3}\right)-\frac{3}{2} D_{v}^{2} D_{\lambda} G\left(c, a_{2}\right)-\frac{1}{8} D_{v}^{3} D_{\lambda} G(c, c, c)-\frac{3}{2} D_{v}^{2} G\left(c, d_{2}\right) \\
& -\frac{3}{2} D_{v}^{2} G\left(a_{2}, c_{1}\right)-\frac{3}{8} D_{v}^{3} G\left(c, c, c_{1}\right) .
\end{align*}
$$

PQ201 vectors:

$$
\begin{align*}
& A k_{0}=-2 D_{v}^{2} G\left(\bar{c}, k_{1}\right)-2 D_{v}^{2} G\left(c, \bar{k}_{1}\right)-6 D_{v}^{2} G\left(\bar{a}_{2}, c_{2}\right)-6 D_{v}^{2} G\left(a_{2}, \bar{c}_{2}\right)  \tag{3.19}\\
& \quad-\frac{3}{2} D_{v}^{3} G\left(\bar{c}, \bar{c}, c_{2}\right)-\frac{3}{2} D_{v}^{3} G\left(c, c, \bar{c}_{2}\right), \\
& \left(A-i \omega_{0} I\right) k_{1}=-\frac{3}{2} \mathrm{PQ} 101+\frac{3}{4}\left[d^{*} \mathrm{PQ} 101\right] c+i \omega_{0} a_{1}, \quad d^{*} k_{1}=0, \\
& \left(A-2 i \omega_{0} I\right) k_{2}=2 i \omega_{0} b_{2}-2 D_{v}^{2} G\left(\bar{c}, k_{3}\right)-2 D_{v}^{2} G\left(c, k_{1}\right)-6 D_{v}^{2} G\left(a_{0}, c_{2}\right)-3 D_{v}^{3} G\left(c, \bar{c}, c_{2}\right), \\
& \left(A-3 i \omega_{0} I\right) k_{3}=3 i \omega_{0} a_{3}-\frac{3}{2} D_{v}^{2} G\left(c, c_{2}\right) .
\end{align*}
$$

PQ111 vectors:

$$
\begin{align*}
& A j_{0}=-D_{v}^{2} G\left(c, \bar{j}_{1}\right)-D_{v}^{2} G\left(\bar{c}, j_{1}\right), \\
& \left(A-i \omega_{0} I\right) j_{1}=\frac{1}{2} i \omega_{0} c_{1}, \quad d^{*} j_{1}=0,  \tag{3.20}\\
& \left(A-2 i \omega_{0} I\right) j_{2}=2 i \omega_{0} d_{2}-D_{v}^{2} G\left(c, j_{1}\right)-D_{v} D_{\lambda} G\left(c_{2}\right) .
\end{align*}
$$

PQ102 vector:

$$
\begin{equation*}
\left(A-2 i \omega_{0} I\right) m_{2}=4 i \omega_{0} c_{2} \tag{3.21}
\end{equation*}
$$

PQ120 vectors:
(3.22)

$$
\begin{aligned}
& A r_{0}=-D_{v}^{2} G\left(c_{1}, \bar{c}_{1}\right)-D_{v}^{2} G\left(c, \bar{r}_{1}\right)-D_{v}^{2} G\left(\bar{c}, r_{1}\right)-2 D_{v} D_{\lambda} G\left(d_{0}\right)-D_{v}^{2} D_{\lambda} G\left(\bar{c}, c_{1}\right) \\
& \quad-D_{v}^{2} D_{\lambda} G\left(c, \bar{c}_{1}\right)-D_{v} D_{\lambda}^{2} G\left(a_{0}\right)-\frac{1}{2} D_{v}^{2} D_{\lambda}^{2} G(c, \bar{c}), \\
& \left(A-i \omega_{0} I\right) r_{1}=-\mathrm{PQ} 020+\frac{1}{2}\left[d^{*} \mathrm{PQ} 020\right] c, \quad d^{*} r_{1}=0, \\
& \left(A-2 i \omega_{0} I\right) r_{2}=-D_{v}^{2} G\left(c, r_{1}\right)-\frac{1}{2} D_{v}^{2} G\left(c_{1}, c_{1}\right)-2 D_{v} D_{\lambda} G\left(d_{2}\right)-D_{v}^{2} D_{\lambda} G\left(c, c_{1}\right) \\
& -D_{v} D_{\lambda}^{2} G\left(a_{2}\right)-\frac{1}{4} D_{v}^{2} D_{\lambda}^{2} G(c, c) .
\end{aligned}
$$

Next we define analogous $\mathrm{PQ} i j k$ quantities for $i+j+k=3$.
$\mathrm{PQ} 300=\frac{1}{2} D_{v}^{2} G\left(\bar{c}, h_{2}\right)+\frac{1}{2} D_{v}^{2} G\left(c, h_{0}\right)+3 D_{v}^{2} G\left(\bar{a}_{2}, e_{3}\right)+3 D_{v}^{2} G\left(a_{0}, e_{1}\right)+3 D_{v}^{2} G\left(a_{2}, \bar{e}_{1}\right)$

$$
+5 D_{v}^{2} G\left(\bar{a}_{3}, b_{4}\right)+5 D_{v}^{2} G\left(\bar{a}_{1}, b_{2}\right)+5 D_{v}^{2} G\left(a_{1}, b_{0}\right)+5 D_{v}^{2} G\left(a_{3}, \bar{b}_{2}\right)
$$

$$
+\frac{3}{4} D_{v}^{3} G\left(\bar{c}, \bar{c}, e_{3}\right)+\frac{3}{2} D_{v}^{3} G\left(c, \bar{c}, e_{1}\right)+\frac{3}{4} D_{v}^{3} G\left(c, c, \bar{e}_{1}\right)+\frac{15}{2} D_{v}^{3} G\left(\bar{c}, a_{0}, b_{2}\right)
$$

$$
+\frac{15}{2} D_{v}^{3} G\left(\bar{c}, \bar{a}_{2}, b_{4}\right)+\frac{15}{2} D_{v}^{3} G\left(c, \bar{a}_{2}, b_{2}\right)+\frac{15}{2} D_{v}^{3} G\left(\bar{c}, a_{2}, b_{0}\right)
$$

$$
+\frac{15}{2} D_{v}^{3} G\left(c, a_{0}, b_{0}\right)
$$

$$
+\frac{15}{2} D_{v}^{3} G\left(c, a_{2}, \bar{b}_{2}\right)+5 D_{v}^{3} G\left(\bar{c}, a_{1}, a_{1}\right)+10 D_{v}^{3} G\left(\bar{c}, a_{3}, \bar{a}_{1}\right)
$$

$$
+10 D_{v}^{3} G\left(c, a_{1}, \bar{a}_{1}\right)
$$

$$
+10 D_{v}^{3} G\left(c, a_{3}, \bar{a}_{3}\right)+30 D_{v}^{3} G\left(a_{0}, \bar{a}_{2}, a_{3}\right)+30 D_{v}^{3} G\left(a_{2}, \bar{a}_{2}, a_{1}\right)
$$

$$
+15 D_{v}^{3} G\left(a_{0}, a_{0}, a_{1}\right)
$$

$$
+30 D_{v}^{3} G\left(a_{0}, a_{2}, \bar{a}_{1}\right)+15 D_{v}^{3} G\left(a_{2}, a_{2}, \bar{a}_{3}\right)+\frac{5}{8} D_{v}^{4} G\left(\bar{c}, \bar{c}, \bar{c}, b_{4}\right)
$$

$$
+\frac{15}{8} D_{v}^{4} G\left(c, \bar{c}, \bar{c}, b_{2}\right)
$$

$$
+\frac{15}{8} D_{v}^{4} G\left(c, c, \bar{c}, b_{0}\right)+\frac{5}{8} D_{v}^{4} G\left(c, c, c, \bar{b}_{2}\right)+15 D_{v}^{4} G\left(c, \bar{c}, \bar{a}_{2}, a_{3}\right)
$$

$$
+\frac{15}{2} D_{v}^{4} G\left(\bar{c}, \bar{c}, a_{0}, a_{3}\right)
$$

$$
+\frac{15}{2} D_{v}^{4} G\left(\bar{c}, \bar{c}, a_{2}, a_{1}\right)+15 D_{v}^{4} G\left(c, \bar{c}, a_{0}, a_{1}\right)+\frac{15}{2} D_{v}^{4} G\left(c, c, \bar{a}_{2}, a_{1}\right)
$$

$$
+15 D_{v}^{4} G\left(c, \bar{c}, a_{2}, \bar{a}_{1}\right)
$$

$$
+\frac{15}{2} D_{v}^{4} G\left(c, c, a_{0}, \bar{a}_{1}\right)+\frac{15}{2} D_{v}^{4} G\left(c, c, a_{2}, \bar{a}_{3}\right)+\frac{15}{2} D_{v}^{4} G\left(c, a_{0}, a_{0}, a_{0}\right)
$$

$$
+\frac{45}{2} D_{v}^{4} G\left(\bar{c}, a_{0}, a_{0}, a_{2}\right)
$$

$$
+\frac{45}{2} D_{v}^{4} G\left(\bar{c}, a_{2}, a_{2}, \bar{a}_{2}\right)+45 D_{v}^{4} G\left(c, a_{0}, a_{2}, \bar{a}_{2}\right)+\frac{5}{4} D_{v}^{5} G\left(c, \bar{c}, \bar{c}, \bar{c}, a_{3}\right)
$$

$$
+\frac{15}{8} D_{v}^{5} G\left(c, c, \bar{c}, \bar{c}, a_{1}\right)
$$

$$
+\frac{5}{4} D_{v}^{5} G\left(c, c, c, \bar{c}, \bar{a}_{1}\right)+\frac{5}{16} D_{v}^{5} G\left(c, c, c, c, \bar{a}_{3}\right)+\frac{15}{8} D_{v}^{5} G\left(\bar{c}, \bar{c}, \bar{c}, a_{2}, a_{2}\right)
$$

$$
+\frac{45}{4} D_{v}^{5} G\left(c, \bar{c}, \bar{c}, a_{0}, a_{2}\right)
$$

$$
+\frac{45}{8} D_{v}^{5} G\left(c, c, \bar{c}, a_{0}, a_{0}\right)+\frac{45}{4} D_{v}^{5} G\left(c, c, \bar{c}, a_{2}, \bar{a}_{2}\right)+\frac{15}{4} D_{v}^{5} G\left(c, c, c, a_{0}, \bar{a}_{2}\right)
$$

$$
+\frac{15}{16} D_{v}^{6} G\left(c, c, \bar{c}, \bar{c}, \bar{c}, a_{2}\right)
$$

$$
+\frac{15}{16} D_{v}^{6} G\left(c, c, c, \bar{c}, \bar{c}, a_{0}\right)+\frac{15}{32} D_{v}^{6} G\left(c, c, c, c, \bar{c}, \bar{a}_{2}\right)
$$

$$
+\frac{5}{128} D_{v}^{7} G(c, c, c, c, \bar{c}, \bar{c}, \bar{c})
$$

$$
\begin{align*}
\mathrm{PQ} 210=\frac{1}{5} D_{v} & D_{\lambda} G\left(e_{1}\right)+\frac{1}{2} D_{v}^{2} D_{\lambda} G\left(c, b_{0}\right)+\frac{1}{2} D_{v}^{2} D_{\lambda} G\left(\bar{c}, b_{2}\right)+2 D_{v}^{2} D_{\lambda} G\left(a_{2}, \bar{a}_{1}\right)  \tag{3.24}\\
& +2 D_{v}^{2} D_{\lambda} G\left(a_{0}, a_{1}\right)+2 D_{v}^{2} D_{\lambda} G\left(\bar{a}_{2}, a_{3}\right)+\frac{1}{2} D_{v}^{3} D_{\lambda} G\left(c, c, \bar{a}_{1}\right) \\
& +D_{v}^{3} D_{\lambda} G\left(c, \bar{c}, a_{1}\right) \\
& +\frac{1}{2} D_{v}^{3} D_{\lambda} G\left(\bar{c}, \bar{c}, a_{3}\right)+3 D_{v}^{3} D_{\lambda} G\left(c, a_{2}, \bar{a}_{2}\right)+\frac{3}{2} D_{v}^{3} D_{\lambda} G\left(c, a_{0}, a_{0}\right) \\
& +3 D_{v}^{3} D_{\lambda} G\left(\bar{c}, a_{2}, a_{0}\right) \\
& +\frac{1}{4} D_{v}^{4} D_{\lambda} G\left(c, c, c, \bar{a}_{2}\right)+\frac{3}{4} D_{v}^{4} D_{\lambda} G\left(c, c, \bar{c}, a_{0}\right)+\frac{3}{4} D_{v}^{4} D_{\lambda} G\left(c, \bar{c}, \bar{c}, a_{2}\right) \\
& +\frac{1}{16} D_{v}^{5} D_{\lambda} G(c, c, c, \bar{c}, \bar{c}) \\
& +\frac{1}{2} D_{v}^{2} G\left(c, n_{0}\right)+\frac{1}{2} D_{v}^{2} G\left(\bar{c}, n_{2}\right)+2 D_{v}^{2} G\left(a_{2}, \bar{n}_{1}\right)+2 D_{v}^{2} G\left(a_{0}, n_{1}\right) \\
& +2 D_{v}^{2} G\left(\bar{a}_{2}, n_{3}\right)+2 D_{v}^{2} G\left(a_{3}, \bar{d}_{2}\right)+2 D_{v}^{2} G\left(a_{1}, d_{0}\right)+2 D_{v}^{2} G\left(\bar{a}_{1}, d_{2}\right) \\
& +\frac{1}{2} D_{v}^{2} G\left(b_{2}, \bar{c}_{1}\right)+\frac{1}{2} D_{v}^{2} G\left(b_{0}, c_{1}\right)+\frac{1}{2} D_{v}^{3} G\left(c, c, \bar{n}_{1}\right)+D_{v}^{3} G\left(c, \bar{c}, n_{1}\right) \\
& +\frac{1}{2} D_{v}^{3} G\left(\bar{c}, \bar{c}, n_{3}\right)+3 D_{v}^{3} G\left(c, a_{2}, \bar{d}_{2}\right)+3 D_{v}^{3} G\left(c, a_{0}, d_{0}\right)+3 D_{v}^{3} G\left(c, \bar{a}_{2}, d_{2}\right) \\
& +3 D_{v}^{3} G\left(\bar{c}, a_{2}, d_{0}\right)+3 D_{v}^{3} G\left(\bar{c}, a_{0}, d_{2}\right)+D_{v}^{3} G\left(c, a_{1}, \bar{c}_{1}\right)+D_{v}^{3} G\left(c, \bar{a}_{1}, c_{1}\right) \\
& +D_{v}^{3} G\left(\bar{c}, a_{3}, \bar{c}_{1}\right)+D_{v}^{3} G\left(\bar{c}, a_{1}, c_{1}\right)+3 D_{v}^{3} G\left(a_{2}, a_{0}, \bar{c}_{1}\right) \\
& +3 D_{v}^{3} G\left(a_{2}, \bar{a}_{2}, c_{1}\right) \\
& +\frac{3}{2} D_{v}^{3} G\left(a_{0}, a_{0}, c_{1}\right)+\frac{1}{4} D_{v}^{4} G\left(c, c, c, \bar{d}_{2}\right)+\frac{3}{4} D_{v}^{4} G\left(c, c, \bar{c}, d_{0}\right) \\
& +\frac{3}{4} D_{v}^{4} G\left(c, \bar{c}, \bar{c}, d_{2}\right) \\
& +\frac{3}{4} D_{v}^{4} G\left(c, c, a_{0}, \bar{c}_{1}\right)+\frac{3}{4} D_{v}^{4} G\left(c, c, \bar{a}_{2}, c_{1}\right)+\frac{3}{2} D_{v}^{4} G\left(c, \bar{c}, a_{2}, \bar{c}_{1}\right) \\
& +\frac{3}{2} D_{v}^{4} G\left(c, \bar{c}, a_{0}, c_{1}\right) \\
& +\frac{3}{4} D_{v}^{4} G\left(\bar{c}, \bar{c}, a_{2}, c_{1}\right)+\frac{1}{8} D_{v}^{5} G\left(c, c, c, \bar{c}, \bar{c}_{1}\right)+\frac{3}{16} D_{v}^{5} G\left(c, c, \bar{c}, \bar{c}, c_{1}\right) ; \tag{3.25}
\end{align*}
$$

$\mathrm{PQ} 201=\frac{1}{2} D_{v}^{2} G\left(\bar{c}, k_{2}\right)+\frac{1}{2} D_{v}^{2} G\left(c, k_{0}\right)+2 D_{v}^{2} G\left(\bar{a}_{2}, k_{3}\right)+2 D_{v}^{2} G\left(a_{0}, k_{1}\right)+2 D_{v}^{2} G\left(a_{2}, \bar{k}_{1}\right)$

$$
+2 D_{v}^{2} G\left(\bar{a}_{1}, c_{2}\right)+2 D_{v}^{2} G\left(a_{3}, \bar{c}_{2}\right)+\frac{1}{2} D_{v}^{3} G\left(\bar{c}, \bar{c}, k_{3}\right)+D_{v}^{3} G\left(c, \bar{c}, k_{1}\right)
$$

$$
+\frac{1}{2} D_{v}^{3} G\left(c, c, \bar{k}_{1}\right)+3 D_{v}^{3} G\left(c, \bar{c}_{2}, a_{2}\right)+3 D_{v}^{3} G\left(\bar{c}, c_{2}, a_{0}\right)+3 D_{v}^{3} G\left(c, c_{2}, \bar{a}_{2}\right)
$$

$$
+\frac{3}{4} D_{v}^{4} G\left(c, \bar{c}, \bar{c}, c_{2}\right)+\frac{1}{4} D_{v}^{4} G\left(c, c, c, \bar{c}_{2}\right)
$$

$$
\mathrm{PQ} 111=\frac{1}{3} D_{v} D_{\lambda} G\left(k_{1}\right)+\frac{1}{2} D_{v}^{2} D_{\lambda} G\left(\bar{c}, c_{2}\right)+\frac{1}{2} D_{v}^{2} G\left(\bar{c}_{1}, c_{2}\right)
$$

$$
+D_{v}^{2} G\left(a_{2}, \bar{j}_{1}\right)+D_{v}^{2} G\left(a_{0}, j_{1}\right)+\frac{1}{2} D_{v}^{2} G\left(c, j_{0}\right)
$$

$$
+\frac{1}{2} D_{v}^{2} G\left(\bar{c}, j_{2}\right)+\frac{1}{4} D_{v}^{3} G\left(c, c, \bar{j}_{1}\right)+\frac{1}{2} D_{v}^{3} G\left(c, \bar{c}, j_{1}\right)
$$

$$
\begin{equation*}
\mathrm{PQ} 102=\frac{1}{2} D_{v}^{2} G\left(\bar{c}, m_{2}\right) ; \tag{3.27}
\end{equation*}
$$

$$
\begin{array}{rl}
\mathrm{PQ} 120=\frac{1}{2} D_{v}^{2} & G\left(\bar{c}, r_{2}\right)+\frac{1}{2} D_{v}^{2} G\left(c, r_{0}\right)+D_{v}^{2} G\left(a_{0}, r_{1}\right)+D_{v}^{2} G\left(a_{2}, \bar{r}_{1}\right)+D_{v}^{2} G\left(d_{0}, c_{1}\right)  \tag{3.28}\\
& +D_{v}^{2} G\left(d_{2}, \bar{c}_{1}\right)+\frac{1}{4} D_{v}^{3} G\left(c, c, \bar{r}_{1}\right)+\frac{1}{2} D_{v}^{3} G\left(c, \bar{c}, r_{1}\right)+\frac{1}{4} D_{v}^{3} G\left(\bar{c}, c_{1}, c_{1}\right) \\
& +\frac{1}{2} D_{v}^{3} G\left(c, c_{1}, \bar{c}_{1}\right)+\frac{2}{3} D_{v} D_{\lambda} G\left(n_{1}\right)+D_{v}^{2} D_{\lambda} G\left(\bar{c}, d_{2}\right)+D_{v}^{2} D_{\lambda} G\left(c, d_{0}\right) \\
& +D_{v}^{2} D_{\lambda} G\left(a_{0}, c_{1}\right)+D_{v}^{2} D_{\lambda} G\left(a_{2}, \bar{c}_{1}\right)+\frac{1}{2} D_{v}^{3} D_{\lambda} G\left(c, \bar{c}, c_{1}\right) \\
& +\frac{1}{4} D_{v}^{3} D_{\lambda} G\left(c, c, \bar{c}_{1}\right) \\
& +\frac{1}{3} D_{v} D_{\lambda}^{2} G\left(a_{1}\right)+\frac{1}{2} D_{v}^{2} D_{\lambda}^{2} G\left(\bar{c}, a_{2}\right)+\frac{1}{2} D_{v}^{2} D_{\lambda}^{2} G\left(c, a_{0}\right)+\frac{1}{8} D_{v}^{3} D_{\lambda}^{2} G(c, c, \bar{c}) ;
\end{array}
$$

$$
\begin{align*}
& \mathrm{PQ} 021=D_{v} D_{\lambda} G\left(j_{1}\right)  \tag{3.29}\\
& \mathrm{PQ} 030=D_{v} D_{\lambda} G\left(r_{1}\right)+\frac{1}{2} D_{v} D_{\lambda}^{2} G\left(c_{1}\right)+\frac{1}{6} D_{v} D_{\lambda}^{3} G(c) . \tag{3.30}
\end{align*}
$$

Finally we obtain the $p_{i j k}$ coefficients from

$$
\begin{array}{ll}
p_{300}=\operatorname{Real}\left(d^{*} \mathrm{PQ} 300\right) / 6!, & p_{210}=\operatorname{Real}\left(d^{*} \mathrm{PQ} 210\right) / 4!, \\
p_{201}=\operatorname{Real}\left(d^{*} \mathrm{PQ} 201\right) / 4!, & p_{111}=\operatorname{Real}\left(d^{*} \mathrm{PQ} 111\right) / 2, \\
p_{102}=\operatorname{Real}\left(d^{*} \mathrm{PQ} 102\right) / 4, & p_{120}=\operatorname{Real}\left(d^{*} \mathrm{PQ} 120\right) / 4,  \tag{3.31}\\
p_{021}=\operatorname{Real}\left(d^{*} \mathrm{PQ} 021\right), & p_{030}=\operatorname{Real}\left(d^{*} \mathrm{PQ} 030\right) / 2,
\end{array}
$$

and the analogous $q_{i j k}$ coefficients can be obtained by changing the sign and taking imaginary parts instead of real parts.
4. Application to Hilbert's 16th problem. There is a large literature on Hilbert's 16th problem; the reader is referred to the review articles of Coppel [9], [10] and Ye [32], [33]. As remarked in the Introduction, the maximum number of limit cycles of a quadratic system in the plane is still not known. The general quadratic system is

$$
\begin{equation*}
\frac{d x}{d t}=\sum_{i+j \leq 2} A_{i j} x^{i} y^{j}, \quad \frac{d y}{d t}=\sum_{i+j \leq 2} B_{i j} x^{i} y^{j} . \tag{4.1}
\end{equation*}
$$

Let $H_{2}(A, B)$ denote the total number of limit cycles of (4.1) for given $A_{i j}$ and $B_{i j}$. Then it is known that

$$
\begin{equation*}
H_{2}(A, B)<\infty, \quad \sup _{A, B} H_{2}(A, B) \geqq 4 . \tag{4.2}
\end{equation*}
$$

It was shown by Bamón [3] that $H_{2}(A, B)$ is finite, after several false proofs dating back to Dulac. Examples of (4.1) with 4 limit cycles were constructed only recently by Shi [30] and Chen and Wang [7]. Both of these examples employ Theorem 2.1, or what is known as Bautin's technique: perturbation of a weak focus to create multiple limit cycles locally. Shi's example has a weak focus of order 3 and a strong focus surrounded by a unique limit cycle; Wang's example has a weak focus of order 2 and a strong focus, each of which is surrounded by a finite limit cycle. These local arguments gain added significance in view of the following result.

Theorem (Li [24]). There is no limit cycle around a weak focus of order 3, for any quadratic system.

Thus it is not possible to construct an example of a quadratic system with 4 limit cycles about the same equilibrium, using Bautin's technique.

The remainder of this section is devoted to a new derivation of Bautin's formulas [4]. First we restate Bautin's results. Assuming that (4.1) has an equilibrium that is a focus, Bautin makes a linear transformation to the system

$$
\begin{gather*}
x^{\prime}=-y+\lambda_{1} x-\lambda_{3} x^{2}+\left(2 \lambda_{2}+\lambda_{5}\right) x y+\lambda_{6} y^{2} \\
y^{\prime}=x+\lambda_{1} y+\lambda_{2} x^{2}+\left(2 \lambda_{3}+\lambda_{4}\right) x y-\lambda_{2} y^{2} . \tag{4.3}
\end{gather*}
$$

Then the focal value $c_{0}(0)$ defined in $\S 2$ is clearly equal to $\lambda_{1}$, and corresponding to the focal values $c_{2}(0), c_{4}(0)$, and $c_{6}(0)$, Bautin calculated (by the method of the succession function) the following quantities:

$$
\begin{align*}
& v_{3}=-(\pi / 4) \lambda_{5}\left(\lambda_{3}-\lambda_{6}\right), \\
& v_{5}=(\pi / 24) \lambda_{2} \lambda_{4}\left(\lambda_{3}-\lambda_{6}\right)\left[\lambda_{4}+5\left(\lambda_{3}-\lambda_{6}\right)\right],  \tag{4.4}\\
& v_{7}=(25 \pi / 32) \lambda_{2} \lambda_{4}\left(\lambda_{3}-\lambda_{6}\right)^{2}\left[\lambda_{3} \lambda_{6}-2 \lambda_{6}^{2}-\lambda_{2}^{2}\right] .
\end{align*}
$$

The origin for (4.3) is a weak focus of order $k$, for $1 \leqq k \leqq 3$, if

$$
\begin{equation*}
\lambda_{1}=\cdots=v_{2 k-1}=0, \quad v_{2 k+1} \neq 0 . \tag{4.5}
\end{equation*}
$$

Moreover, Bautin showed that the origin is a center, if and only if

$$
\begin{equation*}
\lambda_{1}=v_{3}=v_{5}=v_{7}=0 . \tag{4.6}
\end{equation*}
$$

(Recently Li [23] has reformulated Bautin's results, in terms of the coefficients of the untransformed equation (4.1), for greater convenience in application.)

Now let us apply the formulas of $\S 3$ to (4.3), with $\lambda_{1}=0$. Note that there exists a trivial solution $(x, y)=(0,0)$, the frequency is scaled to be 1 , and all of the derivatives higher than second-order are zero, so the calculation is greatly simplified. We find

$$
\begin{gather*}
A=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right), \quad c=d=\binom{i}{1}, \\
a_{0}=\binom{0}{-\left(\lambda_{3}-\lambda_{6}\right)}, \quad a_{2}=(1 / 6)\binom{2\left(\lambda_{2}+\lambda_{5}\right)+i\left(\lambda_{4}-2 \lambda_{6}\right)}{3 \lambda_{3}+2 \lambda_{4}-\lambda_{6}+i\left(2 \lambda_{2}-\lambda_{5}\right)} . \tag{4.7}
\end{gather*}
$$

From this we obtain the first focal value

$$
\begin{align*}
a_{10}=p_{100} & =\frac{1}{4} \operatorname{Real}\left[d^{*}\left(D_{u}^{2} f\left(c, a_{0}\right)+D_{u}^{2} f\left(c, a_{2}\right)\right)\right]  \tag{4.8}\\
& =-\frac{1}{8} \lambda_{5}\left(\lambda_{3}-\lambda_{6}\right)
\end{align*}
$$

in agreement with Bautin's result, up to a scaling factor of $2 \pi$.
Before proceeding, we make a simplifying assumption. The second focal value is of interest only if the first focal value is 0 . Therefore we may assume that $a_{10}=0$ in (4.8). It can be shown directly that the origin is a center for (4.3) if

$$
\begin{equation*}
\lambda_{1}=\left(\lambda_{3}-\lambda_{6}\right)=0 . \tag{4.9}
\end{equation*}
$$

Therefore the only possibility for the origin to be a weak focus of order 2 for (4.3) is if

$$
\begin{equation*}
\lambda_{1}=\lambda_{5}=0, \tag{4.10}
\end{equation*}
$$

which we assume henceforth. Then for the second focal value the formulas in § 3 give

$$
\begin{equation*}
a_{20}=\frac{1}{48} \lambda_{2} \lambda_{4}\left(\lambda_{3}-\lambda_{6}\right)\left[\lambda_{4}+5\left(\lambda_{3}-\lambda_{6}\right)\right], \tag{4.11}
\end{equation*}
$$

again in agreement with Bautin, up to a scaling factor of $2 \pi$.
Before calculating $a_{30}$ we may assume that $a_{20}=0$, by the same argument. However, when (4.10) holds, the origin is again a center if either $\lambda_{2}=0$ or $\lambda_{4}=0$, so again there is only one choice, namely

$$
\begin{equation*}
\lambda_{4}=-5\left(\lambda_{3}-\lambda_{6}\right) \tag{4.12}
\end{equation*}
$$

which we assume, in addition to (4.10). After a long calculation, by the formulas of $\S 3$, the third focal value is obtained as

$$
\begin{equation*}
a_{30}=\frac{25}{64} \lambda_{2}\left(\lambda_{3}-\lambda_{6}\right)^{3}\left(\lambda_{3} \lambda_{6}-\lambda_{2}^{2}-2 \lambda_{6}^{2}\right) . \tag{4.13}
\end{equation*}
$$

Comparing this with Bautin's formula using (4.12), we find

$$
\begin{equation*}
v_{7}=-5(2 \pi) a_{30} . \tag{4.14}
\end{equation*}
$$

Thus the two formulas differ not only in scaling, but also in sign.
Evidence for a sign error in Bautin's formula came to light only recently, in the example of Shi [30] and in computer analysis by Qin and Liu [27]. The sign is important,
because it determines the stability of the weak focus of order 3, and also determines the signs of the perturbations necessary to produce the three limit cycles of Theorem 2.1.
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# THE INSTABILITY OF AXISYMMETRIC SOLUTIONS IN PROBLEMS WITH SPHERICAL SYMMETRY* 

PASCAL CHOSSAT $\dagger$ AND REINER LAUTERBACH $\ddagger$


#### Abstract

Among all possible equilibria that may bifurcate from the trivial state for one-parameter vector fields with $O(3)$-symmetry, one generically exists, whatever the (absolutely irreducible) representation of $O(3)$ is. This state is characterized by its group of symmetry, which includes rotations about a fixed axis, and for that reason is called "axisymmetric." Recall that invariant spaces under irreducible representations of $O(3)$ have dimension $2 l+1$ and are generated by spherical harmonics $Y_{m}^{l}(\theta, \phi),-l \leqq m \leqq l$. If $l$ is even, the instability of the axisymmetric solutions follows from a theorem of Ihrig and Golubitsky [Phys. $D$ (1984), pp. 1-33]. If $l$ is odd, this theorem fails because it requires a condition on the quadratic part of the Taylor expansion of the equivariant vector field, but in that case it must have a zero quadratic part. However, the linearized vector field along an axisymmetric solution is diagonal in this basis and the computation of its eigenvalues is easy once the equivariant structure of the vector field is known.

In this paper, using this idea, it is shown that two eigenvalues, namely those with eigendirections given by $m=2$ and $m=3$ in the basis of spherical harmonics, are simply related and have opposite signs whatever $l$.


Key words. differential equations, stability, bifurcation, spherical symmetry
AMS(MOS) subject classifications. $68 \mathrm{~F}, 74 \mathrm{D}$
Introduction. Bifurcations with spherical symmetry appear in a number of problems in mechanics, such as in models of the onset of convective flows inside planets and stars (Busse [1975]) and the buckling of a spherical shell (Knightly and Sather [1980]). These bifurcation problems also provide examples where the kernel $V$ of the linearized equations is forced by symmetry to be of "high" dimension. Indeed, for each $l$ there is a unique irreducible representation of $S O(3)$ having dimension $2 l+1$, and in general the group of symmetry acts irreducibly on $V$. For the lower-dimensional cases ( $l=1$ or 2 ), the stationary bifurcation problem has been solved completely, because they reduce to dimension one or two (Golubitsky and Schaeffer [1982], Chossat [1982]). For $l>2$, so far only partial results have been obtained, either by an explicit computation of the lowest-order coefficients of the bifurcation equation (for $l=3,4$, 6, see Busse [1975] and Busse and Riahi [1982]), or by means of group-theoretic methods (Sattinger [1983], Ihrig and Golubitsky [1984]), which imply the following: to each isotropy subgroup $\Sigma$ of $O(3)$ (having a one-dimensional fixed-point space in $V$ ), there corresponds a branch of bifurcated solutions whose symmetries are precisely $\Sigma$. Of course solutions in the same group orbit have isotropy subgroups conjugate to $\Sigma$. Then a study of the (conjugacy classes of) isotropy subgroups of $O(3)$ has led to a complete classification of solutions associated with such $\Sigma$ 's. In particular, for every $l \geqq 1$ there exists a branch of axisymmetric solutions, i.e, of solutions whose isotropy group contains $S O(2)$. This branch is the easiest to compute, and for a long time people dealing with the numerical solution of partial differential equations (PDE's) with spherical symmetry restricted themselves to spaces of axisymmetric functions. On the other hand, it was shown by Ihrig and Golubitsky [1984, Thm. 3.2B] that these solutions are unstable when $l$ is even. The crucial hypothesis in their result is that the

[^2]quadratic terms in the Taylor expansion of the bifurcation equation are not identically equal to 0 . However, when $l$ is odd the vector field must be odd and the quadratic terms are precisely null, so that the theorem does not apply in this case. On the other hand, a direct computation by Busse and Riahi [1982] of the eigenvalues of the Jacobian matrix at an axisymmetric solution in the case $l=3$ shows that at least one of these must be positive (they are real). Hence the axisymmetric solution is still unstable when $l=3$. Further calculations by hand (for $l=5 \cdots$ ) and by computer (MacIntosh) allowed us to verify the validity of this result up to $l=15$ (the limit of our computer's capability $\cdot \cdots$ ). This was enough to convince us that the instability of the axisymmetric solution must be true for every odd value of $l$. In the present paper we present a proof of this fact. More precisely, let
\[

$$
\begin{equation*}
\frac{d x}{d t}=F(x, \lambda) \tag{0.1}
\end{equation*}
$$

\]

be the equation in $V$ (it can, for example, derive from a PDE by the center manifold reduction). We make the following hypotheses.
(H1) $\quad O(3)$ acts absolutely irreducibly on $V$ by its natural odd representation: $\operatorname{dim} V=2 l+1$, $l$ odd, and the inversion $\mathbf{x} \rightarrow-\mathbf{x}$ in $O(3)$ acts as - ld on $V$. We recall that a real representation is absolutely irreducible if the only linear maps that commute with it are scalar multiples of the identity. We note this representation by $D^{l}$.

$$
\begin{equation*}
F(., \lambda) \text { is } O(3) \text {-equivariant, i.e., } F(g x, \lambda)=g F(x, \lambda) \text { for all } g \in O(3) \text {, } \tag{H2}
\end{equation*}
$$ $(x, \lambda) \in V \times \mathbf{R}$.

It follows from (H1)-(H2) that: (i) 0 is an equilibrium of (0.1) for every $\lambda$; and (ii) $L_{\lambda}=D_{x} F(0, \lambda)=c(\lambda) l d_{V}$.

We further assume the following:

$$
\begin{equation*}
c(0)=0 \text { and } c^{\prime}(0) \neq 0 \quad\left(\text { we can set } c^{\prime}(0)=1\right) \tag{H3}
\end{equation*}
$$

Hypothesis (H3) implies that the "equivariant branching lemma" holds (Cicogna [1981], Vanderbauwhede [1980]): given an isotropy subgroup $\Sigma$ of $O(3)$ and its fixed-point subspace $V^{\Sigma}=\{x \in V: \gamma x=x \forall \gamma \in \Sigma\}$, if $\operatorname{dim} V^{\Sigma}=1$ there exists a branch of solutions in $V^{\Sigma}$ (it is straightforward algebra to check that $V^{\Sigma}$ is invariant under equivariant $F$ 's).

Theorem. Let hypotheses (H1)-(H3) hold; then generically the axisymmetric equilibria of ( 0.1 ) bifurcating at $\lambda=0$ are unstable.

Remark. We make the "generic" condition precise in § 2.2, Lemma 2. In the two next sections we (1) recall some basic group-theoretic facts and construct the axisymmetric bifurcated solutions; and (2) study the linearized equations at an axisymmetric solution and show the instability result.

1. The existence of axisymmetric solutions. In this section we indicate which solutions of an $O(3)$-equivariant bifurcation problem are axisymmetric and we compute them using the equivariant branching lemma (stated in the Introduction).

For each odd number $n=2 l+1$ there exists (up to equivalence) precisely one absolutely irreducible representation of $S O(3)$ on an $n$-dimensional real vector space. It is equivalent to the natural representation on the space $V_{l}$ of spherical harmonics of order $l$, which are defined in spherical coordinates by

$$
Y_{m}^{l}(\theta, \phi)=P_{m}^{l}(\cos \theta) e^{m i \phi}, \quad-l \leqq m \leqq l,
$$

and the $P_{m}^{l}$ 's are the associate Legendre polynomials (Miller [1972]). For the group $O(3)$ there exist two representations on $V_{l}$ according to whether the inversion in $O(3)$ acts as ld or -ld on $V$. These representations are called the plus or minus representation of order $l$, respectively. For even $l$ the plus representation is the natural one to occur while the minus one is natural for odd $l$. Recall that a spherical harmonic $h(x)$ of order $l$ is a homogeneous polynomial on $\mathbf{R}^{3}$ of degree $l$ restricted to the 2 -sphere. Thus it is easily seen from the action of an element $\gamma$ on a spherical harmonic $h(x)$ by

$$
(\gamma h)(x)=h(\gamma x),
$$

where $x \in \mathbf{S}^{2}$ and $\gamma$ acts on $x$ by matrix multiplication, that $(-1 \mathrm{dd}) h(x)=(-1)^{l} h(x)$, and hence the natural representation of $O(3)$ is the one indicated above. We consider bifurcation problems

$$
F: V_{l} \times \mathbf{R} \rightarrow V_{l},
$$

which are $O(3)$ equivariant with respect to the natural action of $O(3)$ on $V_{l}$. The existence of axisymmetric solutions follows from the following remarks and the equivariant branching lemma (Ihrig and Golubitsky [1984]): if $l$ is even, all isotropy subgroups have the form $H \oplus\{-\mathrm{ld}\}$, where $H$ is a subgroup of $S O(3)$; therefore it suffices to look at representations of $S O(3)$. The subgroup $O(2)$ of $S O(3)$ has a one-dimensional fixed point space. It is a maximal closed subgroup of $S O(3)$ and therefore it is maximal with respect to the property of having a one-dimensional fixed point space. If $l$ is odd then $S O(2)$ has a one-dimensional fixed point space; however, it is not maximal with this property. The normalizer of $S O(2)$ in $S O(3)$ is $O(2)$ and it acts as minus identity on $V^{S O(2)}$. Therefore the product of an element in $O(2) \backslash S O(2)$ with -ld fixes $V^{S O(2)}$. The group generated by $S O(2)$ and this particular element is denoted by $O(2)^{-}$and is isomorphic to $O(2)$. The spherical harmonic, which is invariant under $S O(2)$, is given by $Y_{0}^{l}(\theta, \phi)$. In either case the equivariant branching lemma guarantees a unique branch with symmetry group $O(2)$ or $O(2)^{-}$, respectively. We call either of these solutions the axisymmetric solutions.

As was pointed out in the Introduction, the axisymmetric solutions are generically transcritical, therefore unstable, when $l$ is even. This result goes back to Busse [1975], whose method of proof was different. When $l$ is odd however, the branches of axisymmetric solutions are of pitchfork type, because the inversion in $O(3)$ acts as -ld in $V^{S O(2)}$. For $l=1$ the representation is equivalent to the action of $O(3)$ in $\mathbf{R}^{3}$, and every element in $V$ is axisymmetric. The problem, therefore, is similar to having a bifurcation from a simple eigenvalue, and the bifurcated solutions are stable if supercritical.

## 2. Instability for odd $l, l>1$.

2.1. Construction of the bifurcation equations. We briefly recall a method described in more detail in Sattinger [1979], to construct the lowest-order terms in the Taylor expansion of an equivariant bifurcation problem.

The Lie algebra so(3) is generated by the matrices

$$
L_{1}=\left|\begin{array}{rrr}
0 & 0 & 0  \tag{2.1}\\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right|, \quad L_{2}=\left|\begin{array}{rrr}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right|, \quad L_{3}=\left|\begin{array}{rrr}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right| .
$$

Using these operators, we define $J_{+}=L_{2}+i L_{1}, J_{-}=-L_{2}+i L_{1}$, and $J_{3}=-i L_{3}$. We further note

$$
\begin{equation*}
\gamma_{m}=\{(l-m)(l+m+1)\}^{1 / 2} . \tag{2.2}
\end{equation*}
$$

We then conclude from Theorem 5.21 in Sattinger [1979] that there exists a basis $\left\{\xi_{-l}, \cdots, \xi_{l}\right\}$ in the complexification of $V_{l}$ such that

$$
\begin{equation*}
J_{3} \xi_{m}=m \xi_{m}, \quad J_{+} \xi_{m}=\gamma_{m} \xi_{m+1}, \quad J_{-} \xi_{m}=\gamma_{-m} \xi_{m-1} \tag{2.3}
\end{equation*}
$$

Moreover, since $V_{l}$ is real, the $\xi_{m}$ 's must satisfy the relation (Sattinger [1979])

$$
\begin{equation*}
\xi_{m}=(-1)^{m} \bar{\xi}_{-m}, \quad-l \leqq m \leqq l . \tag{2.4}
\end{equation*}
$$

These relations allow us to compute the terms in the Taylor expansion of $F(., \lambda)$ up to any given order. First we observe that the linear term is $c(\lambda)$ ld. Second, the constant and quadratic terms are 0 because -ld commutes with $F$ ( $l$ is odd). Therefore we are interested in the third-order terms. We use coordinates $z_{j}$ in terms of the basis $\left\{\xi_{j}, j=-l, \cdots, l\right\}$. The third-order terms may be written in coordinates as

$$
\begin{equation*}
F_{m}^{(3)}=\sum_{-l \leqq r+s+t \leqq l} a_{m r s t} z_{r} z_{s} z_{t}, \quad-l \leqq m \leqq l . \tag{2.5}
\end{equation*}
$$

The infinitesimal generators $J_{3}, J_{+}, J_{-}$act as derivations on the $z_{j}$ 's; hence the following relations hold for the cubic terms:

$$
\begin{align*}
& J_{3}\left(z_{r} z_{s} z_{t}\right)=(r+s+t) z_{r} z_{s} z_{t}, \\
& J_{+}\left(z_{r} z_{s} z_{t}\right)=\gamma_{r} z_{r+1} z_{s} z_{t}+\gamma_{s} z_{r} z_{s+1} z_{t}+\gamma_{t} z_{r} z_{s} z_{t+1},  \tag{2.6}\\
& J_{-}\left(z_{r} z_{s} z_{t}\right)=\gamma_{-r} z_{r-1} z_{s} z_{t}+\gamma_{-s} z_{r} z_{s-1} z_{t}+\gamma_{-t} z_{r} z_{s} z_{t-1} .
\end{align*}
$$

Applying $J_{3}$ to $F_{m}^{(3)}$ we see that $a_{m r s t}=0$ if $r+s+t \neq m$. Acting with $J_{+}$on $F_{m}$ we get

$$
\begin{equation*}
J_{+} F_{m+1}=\gamma_{m} F_{m} \quad(-l \leqq m \leqq l-1), \quad J_{+} F_{l}=0 \tag{2.7}
\end{equation*}
$$

The latter equation gives a linear system for the coefficients $a_{\text {lrst }}$. It is underdetermined and can be solved with respect to a certain number $n(l)$ of parameters (independent coefficients).

Lemma 1. $n(l)=[l / 3]+1$.
Proof. Let $T(l, m)$ be the set of triples $t=(i, j, k)$ of integers $-l \leqq i, j, k \leqq l$ such that $i+j+k=m$ and $i \leqq j \leqq k$. We can view the equation $J_{+} F_{l}=0$ as a linear equation from $V_{l, l}$ to $V_{l, l+1}$, where we note $V_{l, m}$ the free vector space over $T(l, m)$. We want to prove that the kernel of the associated operator $A$ has dimension $n(l)=[l / 3]+1$. Let us first define an ordering in $T(l, m):\left(i_{1}, j_{1}, k_{1}\right)<\left(i_{2}, j_{2}, k_{2}\right)$ if $i_{1}<i_{2}$ or $i_{1}=i_{2}$ and $j_{1}<j_{2}$ or $i_{1}=i_{2}, j_{1}=j_{2}$ and $k_{1}<k_{2}$. Then there exists an integer $r$ such that $T(l, l+1)=$ $\left\{\tau_{1}, \cdots, \tau_{r}\right\}$ with $\tau_{i}<\tau_{i+1}, i=1, \cdots, r-1$. We write the system to solve in the coordinates along the basis elements $\tau=(i, j, k) \in T(l, l+1)$ : each coordinate equation has the form

$$
\gamma_{i-1} a_{l, i-1, j, k}+\gamma_{j-1} a_{l, i, j-1, k}+\gamma_{k-1} a_{l, i, j, k-1}=0 .
$$

We can now order the elements of $T(l, l)$ as follows:
(1) $\tau_{1}^{\prime}, \cdots, \tau_{r}^{\prime}$ where each $\tau^{\prime}$ is deduced from $\tau$ by taking $\tau^{\prime}=(i-1, j, k)$; (2) the remaining elements (in whatever order). Observe the following: (i) $\tau_{i}<\tau_{j} \Rightarrow \tau_{i}^{\prime}<\tau_{j}^{\prime}$, for all $i, j=1, \cdots, r$; and (ii) $\tau^{\prime}<(i, j-1, k)$ and $\tau^{\prime}<(i, j, k-1)$. It now follows that the matrix of $A$ in this basis, truncated to the first $r$ columns, is triangular and has only nonzero elements on its diagonal, which proves that $A$ is surjective.

To prove the lemma it remains to show that $\operatorname{dim} V_{l, l}-\operatorname{dim} V_{l, l+1}=[l / 3]+1$. Let $j^{+}(i, j, k)=(i, j, k+1)$ be a map from $T(l, l)$ to $T(l, l+1)$. It is not defined if $k=l$, and the image of $j^{+}$is complementary to set $\{(i, j, j) \in T(l, l+1)\}$. There are $l+1$ elements in $T(l, l)$ with $k=l$. On the other hand, the number of triples $(i, j, j) \in T(l, l+1)$ is equal to the number of integer solutions of

$$
i+2 j=l+1, \quad \text { where }-l \leqq i \leqq l / 3, \quad j>0 .
$$

If $l$ is odd, this equals the number of even integers between $-[l / 2]$ and $[(l+1) / 3]$, which is $[l / 2]+[[(l+1) / 3] / 2]+1$. From here we get

$$
n(l)=l+1-[(l+1) / 3]-[l / 2]+[[(l+1) / 3] / 2]-1=[l / 3]+1 .
$$

A similar argument works in the case of even $l$.
It follows that the size of the linear system derived from the equation $J_{+} F_{l}=0$ grows rapidly with $l$. Once the structure of $F_{l}^{(3)}$ is known, we apply $J_{-}$recursively to $F_{l}^{(3)}, \cdots, F_{1}^{(3)}$, in order to get the coefficients of $F_{l-1}^{(3)}, \cdots, F_{0}^{(3)}$. We remark that $F_{-m}$ is deduced from $F_{m}$ by means of (2.4). Also, it follows easily that all the coefficients $a_{\text {mrst }}$ are real.

From (2.1) we see that the one-parameter subgroup $\exp \left(t J_{3}\right)$ acts as a rotation on the two-dimensional subspace spanned by $\left\{\xi_{k}, \xi_{-k}\right\}$ for $k=1, \cdots, l$. Therefore it fixes the linear span of $\xi_{0}$ (i.e., $V^{S O(2)}=\operatorname{span}\left[\xi_{0}\right]$ ), and the branch of axisymmetric solutions can be computed by solving the equation in span $\left[\xi_{0}\right]$ :

$$
\begin{equation*}
c(\lambda) z_{0}+F_{0}^{(3)}\left(0, \cdots, z_{0}, \cdots, 0\right)=0 \tag{2.8}
\end{equation*}
$$

The leading part of the solution is determined by the third-order terms. In the following we set

$$
\begin{equation*}
\beta_{m}=a_{m m 00} \quad \text { for } m=0, \cdots, l . \tag{2.9}
\end{equation*}
$$

Then we have

$$
\left(\lambda+o(|\lambda|) z_{0}\right)+\beta_{0} z_{0}^{3}+o\left(\left|z_{0}\right|^{3}\right)=0
$$

the limits being taken for $\lambda, z_{0} \rightarrow 0$. After eliminating the trivial solution and applying the implicit function theorem, we can solve for

$$
\begin{equation*}
\lambda\left(z_{0}\right)=-\beta_{0} z_{0}^{2}+o\left(\left|z_{0}\right|^{2}\right) \tag{2.10}
\end{equation*}
$$

The next step is to express the eigenvalues of the linearization $D_{x} F$ along the branch of axisymmetric solutions in terms of the $\beta$ 's. We consider partial derivatives

$$
\begin{equation*}
\frac{\partial F_{m}^{(3)}\left(0, \cdots, z_{0}, \cdots, 0\right)}{\partial z_{k}}, \quad 0 \leqq k, \quad m \leqq l . \tag{2.11}
\end{equation*}
$$

If $r+k+t=m$ and $k \neq m$, at least one of the numbers $r$ or $t$ is nonzero and the expression in (2.11) is zero. Therefore the linearization of $f$ along the axisymmetric solution has diagonal form (this in fact is due to the form of the Cartan decomposition of $D^{\prime}$ into irreducible representation of $\left.O(2)^{-}\right)$. If $m=k$ the expression in (2.11) is the coefficient of $z_{0}^{2} z_{m}$, which is by definition $\beta_{m}$. Therefore the linearization near $\mathbf{z}=0$ along the axisymmetric solutions takes the form

$$
\begin{equation*}
-\beta_{0} z_{0}^{2} \operatorname{ld}+\operatorname{diag}\left(\beta_{-l} z_{0}^{2}, \cdots, 3 \beta_{0} z_{0}^{2}, \cdots, \beta_{l} z_{0}^{2}\right)+o\left(\left|z_{0}\right|^{2}\right) \tag{2.12}
\end{equation*}
$$

The eigenvalues are

$$
\begin{equation*}
\sigma_{m}=\left(\beta_{m}-\beta_{0}\right) z_{0}^{2}+o\left(\left|z_{0}\right|^{2}\right) \quad \text { for } m=-l, \cdots, l, \quad m \neq 0 \tag{2.13}
\end{equation*}
$$

and $\sigma_{0}=2 \beta_{0} z_{0}^{2}+o\left(\left|z_{0}\right|^{2}\right)$. If the quotient of two of the constants $\beta_{m}-\beta_{0}$ is negative, then the solution is unstable. Observe that two eigenvalues must be equal to 0 , since the orbit of axisymmetric solutions is two-dimensional (Chossat [1982]). These eigenvalues are $\sigma_{1}$ and $\sigma_{-1}$ since the tangent space to the orbit at $z_{0}$ is spanned by $\xi_{1}$ and $\xi_{-1}$. This program can be carried through numerically. We can compute $\left(\beta_{2}-\beta_{0}\right) /\left(\beta_{3}-\right.$ $\beta_{0}$ ) by solving the equation $j_{+} F_{l}^{(3)}=0$, applying $J_{-}$, and reading of the $\beta^{\prime}$ 's. The symmetry of the problem seems to stabilize the numerics since, for example, for $l=15$, the linear
equation is a $85 \times 85$ matrix, where the solution depends on five parameters and still the numerical results are very precise. We give a short list of the numerical results:

| $l$ | $\left(\beta_{2}-\beta_{0}\right) /\left(\beta_{3}-\beta_{0}\right)$ |
| ---: | :---: |
| 3 | -0.6667 |
| 5 | -2.6667 |
| 7 | -5.5556 |
| 9 | -9.3333 |
| 11 | -14.0000 |
| 13 | -19.5556 |
| 15 | -26.00 |

By the method of computation we obtain $n(l)$ numbers, which should be all equal. This numerical result gives a strong indication that all axisymmetric solutions should be unstable. The purpose of the next section will be to show that the quotient $\left(\beta_{2}-\beta_{0}\right) /\left(\beta_{3}-\beta_{0}\right)$ is always negative for $l>1$.

### 2.2. Computation of $\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{\mathbf{0}}$ and $\boldsymbol{\beta}_{\mathbf{3}}-\boldsymbol{\beta}_{\mathbf{0}}$.

Lemma 2. If the coefficient of $z_{-1}^{2} z_{2}$ in $F_{0}^{(3)}$ is not zero, we have

$$
\frac{\beta_{2}-\beta_{0}}{\beta_{3}-\beta_{0}}=\frac{6-l(l+1)}{9} .
$$

Remark. The hypothesis in this lemma is generic (it holds for a wide class of problems with $O(3)$-symmetry).

Proof. We need to compute the $\beta_{k}$ 's, $k=0,2,3$, in terms of the independent coefficients appearing in $F^{(3)}$. For this we proceed as follows: (1) determine those terms in $F_{0}^{(3)}$ that contribute to the $\beta_{k}$ 's by successive application of the operator $J_{+}$ to $F_{k}^{(3)}, k=0,1,2 ;(2)$ compute the equivariant relations between these terms, by means of the following expression (Miller [1972]):

$$
\begin{equation*}
J_{-} J_{+} F_{0}=l(l+1) F_{0} \tag{2.14}
\end{equation*}
$$

and (3) deduce from (1) and (2) the relations between the $\beta_{k}$ 's.
The part in $F_{0}^{(3)}$ that gives a contribution to $\beta_{k} z_{0}^{2} z_{k}$ in $F_{k}^{(3)}(k=1,2,3)$ by applying relations (2.7) is

$$
\begin{equation*}
a z_{-3} z_{0} z_{3}+b z_{-2} z_{-1} z_{3}+c z_{-3} z_{1} z_{2}+d z_{-2} z_{0} z_{2}+e z_{-1}^{2} z_{2}+f z_{-1} z_{0} z_{1}+g z_{0}^{3}+h z_{1}^{2} z_{-2} . \tag{2.15}
\end{equation*}
$$

Of course, we have $g=\beta_{0}$. In addition, the following terms are needed for computing the equivariant relations between the foregoing coefficients $a, \cdots, h$ in $F_{0}$, because they are generated by applying $J_{+} J_{-}$to (2.15):

$$
\begin{equation*}
r z_{-4} z_{0} z_{4}+s z_{-4} z_{1} z_{3}+t z_{-4} z_{2}^{2}+u z_{-3} z_{-1} z_{4}+v z_{-2}^{2} z_{4} . \tag{2.16}
\end{equation*}
$$

The terms in (2.15) are obtained in a straightforward way by applying formula (2.6) for $J_{-}$recursively, starting from $\beta_{3} z_{0}^{2} z_{3}$ in $F_{3}^{(3)}$. The terms in (2.16) are obtained by applying $J_{+} J_{-}$to (2.15), using (2.6). Now applying (2.14) to (2.15), we obtain a system of eight linear equations for the corresponding coefficients. Recall that the coefficients of the equivariant polynomial mappings are real, and that $\xi_{0}$ is a real vector. Therefore
the coefficients of $z_{i} z_{j} z_{k}$ and $z_{-i} z_{-j} z_{-k}(i+j+k=0)$ must be equal. Using these remarks and formula (2.2), we finally obtain the following eight equations:

$$
\begin{align*}
& b-c=0, \quad e-h=0, \\
& a\left(\gamma_{2}^{2}+\gamma_{3}^{2}\right)+2 b \gamma_{0} \gamma_{2}+d \gamma_{2}^{2}=-s \gamma_{-1} \gamma_{-4}-u \gamma_{-1} \gamma_{-4}-r \gamma_{-4}^{2}, \\
& a \gamma_{0} \gamma_{2}+b\left(2 \gamma_{1}^{2}+\gamma_{3}^{2}\right)+d \gamma_{0} \gamma_{2}+2 e \gamma_{1} \gamma_{2}=-u \gamma_{-3} \gamma_{-4}-2 v \gamma_{-2} \gamma_{-4}, \\
& a \gamma_{2}^{2}+2 b \gamma_{0} \gamma_{2}+d\left(\gamma_{1}^{2}+\gamma_{2}^{2}\right)+4 e \gamma_{0} \gamma_{1}+f \gamma_{1}^{2}=0,  \tag{2.17}\\
& b \gamma_{1} \gamma_{2}+d \gamma_{0} \gamma_{1}+e\left(\gamma_{1}^{2}+\gamma_{2}^{2}\right)+f \gamma_{0} \gamma_{1}=0, \\
& d \gamma_{1}^{2}+4 e \gamma_{0} \gamma_{1}+f\left(3 \gamma_{0}^{2}+\gamma_{1}^{2}\right)+6 g \gamma_{0}^{2}=0, \\
& f \gamma_{0}^{2}+2 g \gamma_{0}^{2}=0,
\end{align*}
$$

where the $\gamma_{m}$ 's are defined in (2.2). It is clear from this that only two coefficients can be chosen independently from the others. For example, choosing $d$ and $e$ as these coefficients, we get the relations

$$
\begin{gathered}
a=-d+2 e \gamma_{0} / \gamma_{1}\left(1-3 \gamma_{0}^{2} / \gamma_{2}^{2}\right), \quad b=c=3 e\left(\gamma_{0}^{2}-\gamma_{2}^{2}\right) / \gamma_{1} \gamma_{2} \\
h=d, \quad f=-d-4 e \gamma_{0} / \gamma_{1}, \quad g=-\underline{f} / 2 .
\end{gathered}
$$

It remains to apply $J_{+}$three times to $F_{0}$. We obtain successively

$$
\beta_{1}=\beta_{0}=d / 2+2 e \gamma_{0} / \gamma_{1}, \quad \beta_{2}=d / 2, \quad \beta_{3}=d / 2-\left(\gamma_{0} / \gamma_{1}-3 \gamma_{0}^{3} / \gamma_{1} \gamma_{2}^{2}\right) e,
$$

from which it follows that

$$
\begin{equation*}
\frac{\beta_{2}-\beta_{0}}{\beta_{3}-\beta_{0}}=\frac{6-l(l+1)}{9} \tag{2.18}
\end{equation*}
$$

provided

$$
\begin{equation*}
e \neq 0 . \tag{2.19}
\end{equation*}
$$

Thus, when $l \geqq 3,(2.19)$ is a generic condition implying that the eigenvalues $\sigma_{2}$ and $\sigma_{3}$ have opposite signs, and thus we have proved the theorem stated in the Introduction.
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#### Abstract

A method is discussed for reducing a nonlinear problem to a smaller (finite-dimensional) equivalent problem. The method is a generalization of the Lyapunov-Schmidt reduction, and provides a theoretical basis for more computationally convenient approaches. Our main results are on the equivalence of reduced problems obtained from various forms of this reduction procedure.
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1. Introduction. Nonlinear parameter dependent problems of the form

$$
\begin{equation*}
F(x, \lambda, \alpha)=0 \tag{1.1}
\end{equation*}
$$

arise in the study of the equilibrium states of many nonlinear systems. Here $x$, the state variable, lies in some Banach space $X, \lambda \in R$ is some distinguished parameter, which is called the bifurcation parameter, and $\alpha \in R^{p}$ is a vector of control parameters. It is assumed that the nonlinear function $F$ maps $X \times R \times R^{p}$ to $Y$, a Banach space, and is sufficiently smooth so that any necessary derivatives exist. In physical situations interest often centres on the critical points of (1.1), namely, the points ( $x_{0}, \lambda_{0}, \alpha_{0}$ ), say, at which $F_{x}^{0} \equiv F_{x}\left(x_{0}, \lambda_{0}, \alpha_{0}\right)$ is singular, since it is at such points that a physical system may lose stability (see, for example, [2], [3]).

The fundamental tools for the study of solutions of (1.1) in a neighborhood of a critical point are the Lyapunov-Schmidt reduction [7], [11], [13]-[15], and the closely related alternative method [1], [5]. No matter what the form of the original equation, provided these reduction processes can be applied, a reduced problem is obtained of the form

$$
\begin{equation*}
h(\varepsilon, \lambda, \alpha)=0, \quad h: R^{m} \times R \times R^{p} \rightarrow R^{m}, \tag{1.2}
\end{equation*}
$$

whose solutions are in a one-to-one correspondence with those of (1.1). Typically the dimension of the reduced problem is very small, say $m=1$ or 2 , and hence it can be readily analyzed using singularity theory. Recently this approach has led to significant advances in our understanding of nonlinear phenomena arising from a wide variety of problems (see [14] and the references cited therein). The reduction process we shall describe and discuss is a generalization of the Lyapunov-Schmidt reduction.

The standard Lyapunov-Schmidt reduction requires a precise characterization of both the null space of $F_{x}^{0}$ and the range of $F_{x}^{0}$, which we denote by $N\left[F_{x}^{0}\right]$ and $R\left[F_{x}^{0}\right]$, respectively. The particular form of the reduction process is determined by this knowledge along with choices for complementary spaces of $N\left[F_{x}^{0}\right]$ and $R\left[F_{x}^{0}\right]$. Different choices of the complementary spaces lead to different reduced problems. However, Golubitsky and Schaeffer [7] show that this nonuniqueness is unimportant in that all reduced problems derived from one original problem (through the use of

[^3]the Lyapunov-Schmidt procedure) are equivalent in the sense that their solutions exhibit the same qualitative behavior. Furthermore, the solutions of the finitedimensional reduced problem (1.2) are qualitatively similar (for a precise definition see § 3) to the solutions of the original problem (1.1). Therefore the local structure of solutions for (1.1) near a singular point ( $x_{0}, \lambda_{0}, \alpha_{0}$ ) can be studied by analyzing any reduced problem obtained through the Lyapunov-Schmidt procedure.

The motivation for this work arose in considering numerical techniques for computing the location and type of singular points for (1.1). It is hoped that these numerical techniques will form a bridge between the local results of singularity theory and the global properties often of interest in physical applications. In [9] the singularity theory of Golubitsky and Schaeffer [6] is used to derive numerically convenient defining equations for singularities arising in problems of the form (1.2) with $m=1$. In effect it is assumed in [9] that the reduced problem (1.2) is given explicitly, as in the example calculation described there. Clearly, an important extension is to develop numerical techniques for obtaining a suitable reduction for problems of the general form (1.1). Some preliminary ideas to this end are presented in [4] and [8], and a more complete treatment is given in [10].

The fact that it is not necessary to know $N\left[F_{x}^{0}\right]$ or $R\left[F_{x}^{0}\right]$ in order to carry out a successful reduction is described in [11, §22] and this observation leads to a generalised reduction process, described in $\S 2$, which provides more flexibility than the standard Lyapunov-Schmidt procedure. This additional flexibility is important in the numerical computation of singular points. The typical situation in this application is that some point ( $x_{1}, \lambda_{1}, \alpha_{1}$ ), near a singular point ( $x_{0}, \lambda_{0}, \alpha_{0}$ ) of a particular type, is known. The known point need not be a singular point of (1.1), in fact, usually it is not a solution point of (1.1). However, crude approximations to $N\left[F_{x}^{0}\right]$ and $N\left[\left(F_{x}^{0}\right)^{*}\right]$ (and therefore $R\left[F_{x}^{0}\right]$ ) are available. Given this starting data, the goal of the computation is to accurately locate $\left(x_{0}, \lambda_{0}, \alpha_{0}\right)$. In this paper we show that crude approximations of $N\left[F_{x}^{0}\right]$ and $N\left[\left(F_{x}^{0}\right)^{*}\right]$ are sufficient to calculate a suitable reduced problem of the form (1.2). This result is central in the development of computationally efficient and robust numerical techniques (see [8] and [10]). Finally, we mention that the generalised reduction might also be used to advantage in analytical calculations where the null vectors of $F_{x}^{0}$ and ( $\left.F_{x}^{0}\right)^{*}$ are not available in simple closed form.

In § 3 we prove our main result. In particular we show that all reduced problems of the form (1.2), obtained from one original problem using the generalised procedure, are equivalent. This is an extension of the result given in [7] for the Lyapunov-Schmidt reduction. (We are grateful to a referee of this paper for supplying a shorter proof of the result for the Lyapunov-Schmidt reduction, which is presented in the Appendix.) A simple form of this result appears without proof in [8]. Independently Beyn [4] has shown that if $F$ in (1.1) is finite-dimensional then, no matter how the generalised reduction is carried out, $F$ is equivalent to a nonsingular linear system together with the particular reduced equation obtained. The equivalence of the reduced problems, however, is not proved there.

Finally in § 4 we consider the nonlinear differential system

$$
\dot{x}+F(x, \lambda, \alpha)=0
$$

where $x \in X \times[0, \infty)$. If $\left(x_{0}, \lambda_{0}, \alpha_{0}\right)$ is an equilibrium solution with $F_{x}^{0}$ singular and all other eigenvalues have positive real part, then it is often important to ascertain the asymptotic stability of equilibrium solutions near $\left(x_{0}, \lambda_{0}, \alpha_{0}\right)$. If $F_{x}^{0}$ has zero as a simple eigenvalue Golubitsky and Schaeffer [7] show how this may be done by examination of the reduced equation derived using the Lyapunov-Schmidt reduction.

We show that the same stability information may be obtained from the generalised procedure.
2. The generalised reduction. In this section we describe the generalised reduction process as given in [11], and give necessary and sufficient conditions for its application (Theorem 2.10).

First we remark that, although in applications it is often important to keep $\lambda$ a distinguished parameter, here it is convenient to put $\lambda=\alpha_{0}$ and write (1.1) as

$$
\begin{equation*}
F(x, \alpha)=0, \quad \alpha=\left(\alpha_{0}, \cdots, \alpha_{p}\right) \in \mathbb{R}^{p+1} . \tag{2.1}
\end{equation*}
$$

Furthermore, without loss of generality, we take $\left(x_{0}, \alpha_{0}\right)=0 \in X \times \mathbb{R}^{p+1}$, so that

$$
\begin{equation*}
F(0,0)=0 . \tag{2.2}
\end{equation*}
$$

Throughout this paper we assume that the Frechet derivative $L \equiv F_{x}(0,0)$ satisfies

$$
\begin{equation*}
L: X \rightarrow Y \text { is a Fredholm operator of index zero, } \tag{2.3a}
\end{equation*}
$$

with

$$
\begin{array}{ll}
N[L]=\operatorname{span}\left\{\Phi_{1}, \cdots, \Phi_{l}\right\}, & \operatorname{dim} N[L]=l, \\
N\left[L^{*}\right]=\operatorname{span}\left\{\Psi_{1}^{*}, \cdots, \Psi_{l}^{*}\right\}, & \operatorname{dim} N\left[L^{*}\right]=l . \tag{2.3c}
\end{array}
$$

Here $L^{*}: Y^{*} \rightarrow X^{*}$ is the adjoint operator associated with $L$.
As was mentioned in the Introduction, the aim of a reduction process is to obtain a small (finite) system of equations which is, in some sense, equivalent to (1.1). The first step in the generalised reduction is to choose closed subspaces $X_{1}, X_{2} \subset X$ and $Y_{1}, Y_{2} \subset Y$ with

$$
\begin{array}{ll}
X=X_{1} \oplus X_{2}, & \operatorname{dim} X_{2}=m, \\
Y=Y_{1} \oplus Y_{2}, & \operatorname{dim} Y_{2}=m . \tag{2.4b}
\end{array}
$$

Here $m \geqq l$ is taken to be finite. Let $P$ and $Q$ be the projections

$$
\begin{array}{lll}
P: X \rightarrow X, & R[P]=X_{2}, & N[P]=X_{1}, \\
Q: Y \rightarrow Y, & R[Q]=Y_{2}, & N[Q]=Y_{1} . \tag{2.5b}
\end{array}
$$

The fundamental assumption is that the decompositions in (2.4a), (2.4b) are such that

$$
\begin{equation*}
N[P] \cap N[(I-Q) L]=\{0\} . \tag{2.6}
\end{equation*}
$$

Using the projections in (2.5) we rewrite (2.1) in the equivalent form

$$
\begin{align*}
& (I-Q) F\left(x_{1}+x_{2}, \alpha\right)=0 \in Y_{1},  \tag{2.7a}\\
& Q F\left(x_{1}+x_{2}, \alpha\right)=0 \in Y_{2}, \tag{2.7b}
\end{align*}
$$

where $x_{1} \in X_{i}$ for $i=1,2$. In particular, notice that (2.7b) is a system of dimension $m$. We emphasize that there is no need to restrict attention to reduced problems of dimension $l$, and reduced problems of dimension $m \geqq l$ may be considered if deemed necessary (for example, near a singularity of higher multiplicity).

The reduction proceeds by first solving (2.7a) for $x_{1}$ in terms of $x_{2}$ and $\alpha$, and, second, substituting this problem into (2.7b) to obtain

$$
\begin{equation*}
Q F\left(x_{1}\left(x_{2}, \alpha\right)+x_{2}, \alpha\right)=0 . \tag{2.8}
\end{equation*}
$$

The key step is the first, and the Implicit Function Theorem ensures that this is possible provided $A \equiv(I-Q) L(I-P)$ satisfies

$$
\begin{equation*}
A: X_{1} \rightarrow Y_{1} \text { is nonsingular. } \tag{2.9}
\end{equation*}
$$

Under assumption (2.6) $A$ is indeed nonsingular. In fact, we have Theorem 2.10.
Theorem 2.10. Let $L, P, Q$, and $A$ be as above. Then (2.6) is a necessary and sufficient condition for $A$ to be nonsingular.

The proof of Theorem 2.10 is given at the end of this section. The theorem shows that, under condition (2.6), the Implicit Function Theorem provides the existence and local uniqueness of a solution $x_{1}\left(x_{2}, \alpha\right)$ of (2.7a) for $\left(x_{2}, \alpha\right)$ near 0 , and with $x_{1}(0,0)=0$. At this point it is convenient to introduce bases $\left\{v_{i}\right\}_{i=1}^{m}$ and $\left\{w_{i}\right\}_{i=1}^{m}$ of $X_{2}$ and $Y_{2}$, respectively, and to let $V_{2}: \mathbb{R}^{m} \rightarrow X_{2}$ and $W_{2}: Y_{2} \rightarrow \mathbb{R}^{m}$ be defined by

$$
\begin{align*}
& V_{2} \varepsilon=\sum_{i=1}^{m} \varepsilon_{i} v_{i}, \quad \varepsilon \equiv\left(\varepsilon_{1}, \cdots, \varepsilon_{m}\right),  \tag{2.11a}\\
& W_{2}\left\{\sum_{i=1}^{m} \eta_{i} w_{i}\right\}=\eta \equiv\left(\eta_{1}, \cdots, \eta_{m}\right) . \tag{2.11b}
\end{align*}
$$

The final step in the reduction process is to obtain the reduced problem by writing (2.8) in terms of these bases, that is,

$$
\begin{equation*}
h(\varepsilon, \alpha) \equiv W_{2} Q F(\Omega(\varepsilon, \alpha), \alpha)=0, \tag{2.12a}
\end{equation*}
$$

where $h: \mathbb{R}^{m} \times \mathbb{R}^{p+1} \rightarrow \mathbb{R}^{m}$, and

$$
\begin{equation*}
\Omega(\varepsilon, \alpha) \equiv x_{1}\left(V_{2} \varepsilon, \alpha\right)+V_{2} \varepsilon . \tag{2.12b}
\end{equation*}
$$

The Lyapunov-Schmidt reduction is a special case of the above procedure; in particular, the decompositions in (2.4) are taken to satisfy

$$
\begin{array}{llll}
X=X_{1} \oplus X_{2}, & \operatorname{dim} X_{2}=l, & X_{2}=N[L], \\
Y=Y_{1} \oplus Y_{2}, & \operatorname{dim} Y_{2}=l, & Y_{1}=R[L] . \tag{2.13b}
\end{array}
$$

Notice that (2.5b) and (2.13b) imply that $I-Q$ projects onto $R[L]$. Therefore (2.6) becomes simply $N[P] \cap N[L]=\{0\}$, which follows from (2.13a). That is, the decompositions used in the Lyapunov-Schmidt reduction are sufficient to guarantee (2.6) and hence that $A$ is nonsingular. By contrast, in the generalised reduction we have more freedom in the choice of the decompositions of $X$ and $Y$; in effect, the only restriction is that the decompositions produce a nonsingular $A$.

A second reduction technique is the alternative method [1], [5]. For the case of Fredholm operators treated here it is natural to consider only reduced problems of the form (2.12). In this situation the alternative method assumes that the decompositions (2.4a), (2.4b) are chosen such that

$$
\begin{align*}
& X_{2}=N[(I-Q) L]  \tag{2.14a}\\
& L X_{2} \subset Y_{2}  \tag{2.14b}\\
& L(I-P): X_{1} \rightarrow Y_{1} \text { is nonsingular. } \tag{2.14c}
\end{align*}
$$

Therefore, if $L$ is a Fredholm operator of index zero, the alternative method is also a special case of the generalised reduction. However, it is important to note that the alternative method can also be applied to more general problems.

We end this section with the following proof.
Proof of Theorem 2.10. Define

$$
\begin{equation*}
\bar{A} \equiv(I-Q) L(I-P), \quad \bar{A}: X \rightarrow Y . \tag{2.15}
\end{equation*}
$$

Then $\bar{A}$ is the product of three Fredholm operators, each of which has index zero. Therefore it follows that (see [12]),

$$
\begin{equation*}
\bar{A} \text { is Fredholm with index zero. } \tag{2.16}
\end{equation*}
$$

Assume that (2.6) is satisfied, that is,

$$
\begin{equation*}
R[I-P] \cap N[(I-Q) L]=\{0\} . \tag{2.17}
\end{equation*}
$$

By (2.15) we have

$$
\begin{equation*}
N[\bar{A}]=N[I-P] \oplus\{R[I-P] \cap N[(I-Q) L]\} . \tag{2.18}
\end{equation*}
$$

Therefore, by (2.5a), (2.17), and (2.18),

$$
\begin{equation*}
N[\bar{A}]=X_{2}, \quad \operatorname{dim} X_{2}=m . \tag{2.19a}
\end{equation*}
$$

Furthermore, by (2.15), we have $R[\bar{A}] \subset R[I-Q]=X_{1}$. But by (2.16) and (2.19a) we have $\operatorname{codim} R[\bar{A}]=m$. It follows from (2.4b) and (2.5b) that $\operatorname{codim} R[I-Q]=m$, and hence

$$
\begin{equation*}
R[\bar{A}]=R[I-Q]=Y_{1}, \quad \operatorname{codim} R[\bar{A}]=m . \tag{2.19b}
\end{equation*}
$$

It now follows that $A=\left.\bar{A}\right|_{x_{1}}$ is one-to-one and onto $Y_{1}$. By the Closed Graph Theorem we conclude that $A$ is nonsingular, and therefore (2.6) is sufficient.

Conversely, suppose that $\phi \in N[P] \cap N[(I-Q) L], \phi \neq 0$. Then $\phi=(I-P) \phi$ and $A \phi=\bar{A} \phi=(I-Q) L \phi=0$. That is $\phi \in N[A]$, and hence (2.6) is necessary.
3. Equivalence of the reduced problems. The reduction processes discussed in § 2 all have the same goal, namely, the construction of a finite-dimensional reduced problem from (1.1). The type and unfolding behavior of a singular point of $F$ is to be determined by studying the singular behavior of the reduced problem. However, the reduction process is not unique; in particular there are infinitely many ways to choose the decompositions in (2.4) such that (2.6) is satisfied. The usefulness of the reduction process therefore lies, in part, in the fact that the singular behavior of the reduced problem depends only on the function $F$ and not on the details of the reduction. We make this precise through the use of the following notion of equivalence.

Definition 3.1. Suppose $h(\varepsilon, \alpha), g(\varepsilon, \alpha): \mathbb{R}^{m} \times \mathbb{R}^{p+1} \rightarrow \mathbb{R}^{m}$ are two smooth functions such that $h(0,0)=g(0,0)=0$. Then $h$ and $g$ are said to be equivalent, which we denote by $h \sim g$, if there exist smooth ( $C^{\infty}$ ) functions $T(\varepsilon, \alpha)$ and $E(\varepsilon, \alpha)$ such that

$$
\begin{equation*}
T(0,0) \text { is nonsingular, } \tag{3.2a}
\end{equation*}
$$

$$
\begin{equation*}
E(0,0)=0, \quad E_{\varepsilon}^{0} \equiv E_{\varepsilon}(0,0) \text { is nonsingular, } \tag{3.2b}
\end{equation*}
$$

and, for $(\varepsilon, \alpha)$ near $(0,0)$,

$$
\begin{equation*}
h(\varepsilon, \alpha)=T(\varepsilon, \alpha) g(E(\varepsilon, \alpha), \alpha) . \tag{3.3}
\end{equation*}
$$

For the case in which $F$ is $C^{\infty}$ in a neighbourhood of zero then (3.3) essentially states that $h$ and $g$ are contact equivalent in the sense of the singularity theory of Golubitsky and Schaeffer [6]. To be precise, (3.3) states that $h$ is contact equivalent to $R_{1} g\left(R_{2} \varepsilon, \alpha\right)$ for constant matrices $R_{1}$ and $R_{2}$ chosen so that $T(0,0) R_{1}^{-1}$ and $E_{\varepsilon}^{0} R_{2}$ are positive definite. These matrices are important when the dynamical stability of various steady states are investigated in § 4; however, we can ignore them for the moment. As discussed in [6], this notion of contact equivalence is an appropriate mathematical formulation of the statement that solutions of (3.2a) and (3.2b) show the same qualitative behavior near $(\varepsilon, \alpha)=(0,0)$. Our main result is Theorem 3.4.

Theorem 3.4 (Equivalence Theorem). Let

$$
\begin{array}{ll}
h(\varepsilon, \alpha)=0, & h: \mathbb{R}^{m} \times \mathbb{R}^{p+1} \rightarrow \mathbb{R}^{m}, \\
\hat{h}(\hat{\varepsilon}, \alpha)=0, & \hat{h}: \mathbb{R}^{\hat{m}} \times \mathbb{R}^{p+1} \rightarrow \mathbb{R}^{\hat{m}} \tag{3.4b}
\end{array}
$$

be two reduced problems obtained from (1.1) by the generalised reduction procedure with (2.6) satisfied in each case. Suppose $\hat{m} \leqq m$ and let $k: \mathbb{R}^{m} \times \mathbb{R}^{p+1} \rightarrow \mathbb{R}^{m}$ be the trivial extension of $\hat{h}$ given by

$$
\begin{equation*}
k(\varepsilon, \alpha)=\left(\hat{h}\left(\varepsilon_{1}, \cdots, \varepsilon_{\hat{m}}, \alpha\right), \quad e_{\hat{m}+1}, \cdots, \varepsilon_{m}\right) \tag{3.5}
\end{equation*}
$$

Then

$$
\begin{equation*}
h(\varepsilon, \alpha) \sim k(\varepsilon, \alpha) . \tag{3.6}
\end{equation*}
$$

Before proving the theorem we first note that a similar result has been proved in [7] for the case of the Lyapunov-Schmidt reduction applied to problems with onedimensional null spaces (i.e., (2.3) is satisfied with $l=1$ ). Our proof of the more general result is guided by the proof presented there.

Proof of Theorem 3.4. It is convenient to first consider the case in which the dimensions of the reduced systems are the same, that is, $\hat{m}=m$. In this case we need to show $h \sim \hat{h}$. It is obvious that if $h$ and $\hat{h}$ are obtained through the use of the same $P$ and $Q$ but with different choices of $V_{2}$ and $W_{2}$ in (2.9), then $h \sim \hat{h}$. (Use $T_{(\varepsilon, \alpha)}=T_{0}$ and $E(\varepsilon, \alpha)=E_{0} \varepsilon$ where $T_{0}$ and $E_{0}$ are constant $m \times m$ matrices.) An $h$ obtained from a particular choice of $P$ and $Q$ is denoted by $h_{P Q}$. Our first major task, then, is to show

$$
\begin{equation*}
h_{P Q} \sim h_{\hat{P} \hat{Q}} \tag{3.7}
\end{equation*}
$$

whenever $P, Q$ and $\hat{P}, \hat{Q}$ satisfy (2.4), (2.5), and (2.6) with the same value of $m$.
In order to prove (3.7) we first show that a third projection $\bar{P}$ exists such that $h_{\bar{P} Q}$ and $h_{\bar{P} \hat{Q}}$ can be constructed (see Lemma 3.8 below). Second, we show that $h_{P Q} \sim h_{\bar{P} Q}$ and $h_{\hat{P} \hat{Q}} \sim h_{\bar{P} \hat{Q}}$ (see Lemma 3.9). Finally (3.7) follows by showing that $h_{\bar{P} Q} \sim h_{\bar{P} \hat{Q}}$ (see Lemma 3.19).

Lemma 3.8. Assume that $P, Q$ and $\hat{P}, \hat{Q}$ are two pairs of projections with each projection having a range of dimension $m$, and with each pair satisfying (2.5) and (2.6). Then there is a continuous projection $\bar{P}: X \rightarrow X$ such that

$$
\begin{align*}
& \operatorname{dim} R[\bar{P}]=m,  \tag{3.8a}\\
& N[\bar{P}] \cap N[(I-Q) L]=\{0\},  \tag{3.8~b}\\
& N[\bar{P}] \cap N[(I-\hat{Q}) L]=\{0\} . \tag{3.8c}
\end{align*}
$$

Proof. Let $X_{3}=N[(I-Q) L]$, and similarly define $\hat{X}_{3}$ using $\hat{Q}$. In order to calculate $\operatorname{dim} X_{3}$, notice that $(I-Q) L$ is a product of two Fredholm operators with index zero, and hence $(I-Q) L$ is Fredholm with index zero. Therefore

$$
\operatorname{dim} X_{3}=\operatorname{codim} R[(I-Q) L] \geqq \operatorname{codim} R[I-Q]=m
$$

However, by (2.6), we have

$$
\operatorname{dim} X_{3} \leqq \operatorname{codim} X_{1}=m
$$

Therefore $\operatorname{dim} X_{3}=m$, and a similar argument with $\hat{Q}$ shows that $\operatorname{dim} \hat{X}_{3}=m$.
Now we choose $\bar{X}_{1}$ such that it is the simultaneous complement of $X_{3}$ and $\hat{X}_{3}$. To be precise, $\bar{X}_{1}$ is a closed subspace of $X$ such that

$$
X=\bar{X}_{1} \oplus X_{3}=\bar{X}_{1} \oplus \hat{X}_{3} .
$$

(To prove that such an $\bar{X}_{1}$ exists, consider $\bar{X}_{1}$ to be the direct sum of a finite-dimensional space and a complement of $X_{3} \oplus \hat{X}_{3}$. This reduces the problem to the finite-dimensional space $X_{3} \oplus \hat{X}_{3}$. We omit the remaining details.) Finally, let $\bar{X}_{2}$ be a complement of $\bar{X}_{1}$, say $X_{3}$, and define $\bar{P}$ to be the projection onto $\bar{X}_{2}$ along $\bar{X}_{1}$. Conditions (3.8a)-(3.8c) easily follow.

We remark that if $l=m$ then $\bar{P}$ can be taken to be the projection used in the standard Lyapunov-Schmidt procedure.

The generalised reduction procedure can be used to construct $h_{\bar{P} Q}$ and $h_{\bar{P} \hat{Q}}$, since Lemma 3.8 ensures that conditions (2.4) and (2.6) are satisfied for the appropriate pairs of projections. We now have Lemma 3.9.

Lemma 3.9. In the notation used above,

$$
\begin{align*}
& h_{P Q}(\varepsilon, \alpha) \sim h_{\bar{P} Q}(\varepsilon, \alpha),  \tag{3.9a}\\
& h_{\hat{P} \hat{Q}}(\varepsilon, \alpha) \sim h_{\bar{P} \hat{Q}}(\varepsilon, \alpha) . \tag{3.9b}
\end{align*}
$$

Proof. We begin by considering (3.9a). In order to obtain $h_{P Q}$ and $h_{\bar{P} Q}$ we must solve

$$
\begin{align*}
& (I-Q) F\left(x_{1}+x_{2}, \alpha\right)=0  \tag{3.10a}\\
& (I-Q) F\left(\bar{x}_{1}+\bar{x}_{2}, \alpha\right)=0 \tag{3.10b}
\end{align*}
$$

for $x_{1} \in X_{1}$ and $\bar{x}_{1} \in \bar{X}_{1}$, respectively. As was mentioned in $\S 2$, locally unique smooth solutions $x_{1}\left(x_{2}, \alpha\right)$ and $\bar{x}_{1}\left(\bar{x}_{2}, \alpha\right)$ can be obtained for ( $\left.x_{2}, \alpha\right)$ and ( $\left.\bar{x}_{2}, \alpha\right)$ near ( 0,0 ). With these solutions, define

$$
\begin{align*}
& u\left(x_{2}, \alpha\right)=(I-\bar{P})\left\{x_{1}\left(x_{2}, \alpha\right)+x_{2}\right\},  \tag{3.11a}\\
& \mu\left(x_{2}, \alpha\right)=\bar{P}\left\{x_{1}\left(x_{2}, \alpha\right)+x_{2}\right\} . \tag{3.11b}
\end{align*}
$$

The local uniqueness of $\bar{x}_{1}\left(\bar{x}_{2}, \alpha\right)$ as a solution of $(3.10 \mathrm{~b})$ can now be used to show that

$$
\begin{equation*}
u\left(x_{2}, \alpha\right)=\bar{x}_{1}\left(\bar{x}_{2}, \alpha\right) \quad \text { for } \mu\left(x_{2}, \alpha\right)=\bar{x}_{2} . \tag{3.12}
\end{equation*}
$$

Therefore, by (3.11) and (3.12) we have

$$
\begin{aligned}
Q F\left(x_{1}\left(x_{2}, \alpha\right)+x_{2}, \alpha\right) & =Q F\left(u\left(x_{2}, \alpha\right)+\mu\left(x_{2}, \alpha\right), \alpha\right) \\
& =Q F\left(\bar{x}_{1}\left(\mu\left(x_{2}, \alpha\right), \alpha\right)+\mu\left(x_{2}, \alpha\right), \alpha\right) .
\end{aligned}
$$

From this and (2.12) it follows that

$$
\begin{equation*}
h_{P Q}(\varepsilon, \alpha)=h_{\overline{P Q}}(E(\varepsilon, \alpha), \alpha), \tag{3.13a}
\end{equation*}
$$

with

$$
\begin{equation*}
E(\varepsilon, \alpha)=\bar{V}_{2}^{-1} \mu\left(V_{2} \varepsilon, \alpha\right) \tag{3.13b}
\end{equation*}
$$

Here $\bar{V}_{2}: \mathbb{R}^{m} \rightarrow \bar{X}_{2}$ is the coordinate function (see (2.11a)) used in constructing $h_{\bar{P} Q}$.
We are left with showing that $E_{\varepsilon}^{0}$ is nonsingular. To do this, notice that (3.13b) gives

$$
\begin{equation*}
\bar{V}_{2} E_{\varepsilon}^{0}=\mu_{x_{2}}^{0} V_{2} \tag{3.14a}
\end{equation*}
$$

Furthermore, by (3.11b) we find

$$
\begin{equation*}
\mu_{x_{2}}^{0}=\bar{P}\left\{\frac{\partial x_{1}}{\partial x_{2}}(0,0)+I\right\} . \tag{3.14b}
\end{equation*}
$$

Let $\phi \in N\left[E_{\varepsilon}^{0}\right]$; then by (3.14),

$$
\begin{equation*}
0=\bar{V}_{2} E_{\varepsilon}^{0} \phi=\bar{P}\left\{\frac{\partial x_{1}}{\partial x_{2}}(0,0)+I\right\} V_{2} \phi \tag{3.15}
\end{equation*}
$$

By differentiating (3.10a) with respect to $x_{2}$ we find

$$
\begin{equation*}
x(\phi) \equiv\left\{\frac{\partial x_{1}}{\partial x_{1}}(0,0)+I\right\} V_{2} \phi \in N[(I-Q) L] . \tag{3.16}
\end{equation*}
$$

Together, (3.8b), (3.15), and (3.16) imply

$$
x(\phi) \in N[\bar{P}] \cap N[(I-Q) L]=\{0\} .
$$

That is, $x(\phi)=0$ and therefore, by applying $P$ to (3.16), we obtain $V_{2} \phi=0$. Since $V_{2}$ is nonsingular we finally have $\phi=0$, and therefore $E_{\varepsilon}^{0}$ is nonsingular.

The proof of (3.9b) is similar, with (3.8c) being used in place of $(3.8 b)$.
We are left with proving that $h_{\bar{P} Q} \sim h_{\bar{P} \hat{Q}}$. To do this we will use the following proposition, which is the analogue of Proposition I, 4.2 in [7] for vector-valued functions.

Proposition 3.17. Let $g(\varepsilon, \alpha)$ and $\hat{g}(\varepsilon, \alpha)$ be two smooth functions, $g$, $\hat{g}: \mathbb{R}^{m} \times$ $\mathbb{R}^{p+1} \rightarrow \mathbb{R}^{m}$. Suppose

$$
\begin{equation*}
\operatorname{rank}\left\{\frac{\partial g(0,0)}{\partial(\varepsilon, \alpha)}\right\}=\operatorname{rank}\left\{\frac{\partial \hat{g}(0,0)}{\partial(\varepsilon, \alpha)}\right\}=m \tag{3.17a}
\end{equation*}
$$

and, for ( $\varepsilon, \alpha$ ) in a neighbourhood of zero,

$$
\begin{equation*}
g(\varepsilon, \alpha)=0 \text { implies } \hat{g}(\varepsilon, \alpha)=0 . \tag{3.17b}
\end{equation*}
$$

Then there exists a nonsingular $m \times m$ matrix $T(\varepsilon, \alpha)$ such that

$$
\begin{equation*}
\hat{\mathrm{g}}(\varepsilon, \alpha)=T(\varepsilon, \alpha) g(\varepsilon, \alpha) \tag{3.18}
\end{equation*}
$$

for $(\varepsilon, \alpha)$ in a neighbourhood of zero. Furthermore, $T(\varepsilon, \alpha)$ inherits the smoothness of $g$ and $\hat{g}$.

A proof of Proposition 3.17 can be obtained by a straightforward generalisation of the proof of Proposition I, 4.2 given in [7]. We omit the details. This proposition is used in the proof of Lemma 3.19.

Lemma 3.19. Let $h_{\bar{P} Q}$ and $h_{\bar{P} \hat{Q}}$ be as above. Then $h_{\bar{P} Q} \sim h_{\bar{P} \hat{Q}}$.
Proof. If $h_{\bar{P} Q}(\varepsilon, \alpha)=0$ then $F\left(\bar{x}_{1}\left(\bar{V}_{2} \varepsilon, \alpha\right)+\bar{V}_{2} \varepsilon, \alpha\right)=0$, and so $h_{\bar{P} \hat{Q}}(\varepsilon, \alpha) \equiv$ $\hat{W}_{2} \hat{Q} F\left(\bar{x}_{1}\left(\bar{V}_{2} \varepsilon, \alpha\right)+\bar{V}_{2} \varepsilon, \alpha\right)=0$. Therefore (3.17b) is satisfied for $g \equiv h_{\bar{P} Q}$ and $\hat{g} \equiv h_{\bar{P} \hat{Q}}$. In order to apply Proposition 3.17 we must arrange for (3.17a) to be satisfied.

Specifically, we unfold $F$ by writing

$$
\begin{equation*}
G(x, \alpha, \beta) \equiv F(x, \alpha)+B \beta=0, \tag{3.20}
\end{equation*}
$$

where $\beta \in \mathbb{R}^{m}$ and $B: \mathbb{R}^{m} \rightarrow Y$ is a bounded linear map. Let $g(\varepsilon, \alpha, \beta)$ and $\hat{g}(\varepsilon, \alpha, \beta)$ be the reduced functions obtained by using $\bar{P}, Q$ and $\bar{P}, \hat{Q}$, respectively, on problem (3.20). In particular, we have

$$
\begin{align*}
& g(\varepsilon, \alpha, 0)=h_{\bar{P} Q}(\varepsilon, \alpha),  \tag{3.21a}\\
& \hat{g}(\varepsilon, \alpha, 0)=h_{\bar{P} \hat{Q}}(\varepsilon, \alpha), \tag{3.21b}
\end{align*}
$$

for ( $\varepsilon, \alpha$ ) near 0 . Furthermore, from (3.20) it follows that

$$
\begin{equation*}
g_{\beta}^{0}=K B, \hat{g}_{\beta}^{0}=\hat{K} B, \tag{3.22}
\end{equation*}
$$

where $K, \hat{K}: Y \rightarrow \mathbb{R}^{m}$ are given by

$$
\begin{array}{ll}
K \equiv\left[-W_{2} Q F_{x}^{0} A_{\bar{P} Q}^{-1}(I-Q)+W_{2} Q\right], & A_{\bar{P} Q} \equiv(I-Q) F_{x}^{0}(I-\bar{P}), \\
\hat{K} \equiv\left[-\hat{W}_{2} \hat{Q} F_{x}^{0} A_{\bar{P} Q}^{-1}(I-\hat{Q})+\hat{W}_{2} \hat{Q}\right], & A_{\bar{P} \hat{Q}} \equiv(I-\hat{Q}) F_{x}^{0}(I-\bar{P}) . \tag{3.23b}
\end{array}
$$

We need to choose $B$ such that $g_{\beta}^{0}$ and $\hat{\mathrm{g}}_{\beta}^{0}$ are nonsingular. This can be done as follows. By (2.11b) and (3.23) we see that

$$
\begin{equation*}
K Y_{2}=W_{2} Y_{2}=\mathbb{R}^{m}, \quad \hat{K} \hat{Y}_{2}=\mathbb{R}^{m}, \tag{3.24}
\end{equation*}
$$

and

$$
\operatorname{codim} N[K]=m=\operatorname{codim} N[\hat{K}] .
$$

It is easily proved that there exists a simultaneous complement, $\bar{Y}_{2}$, such that

$$
\begin{align*}
& N[K] \oplus \bar{Y}_{2}=Y=N[\hat{K}] \oplus \bar{Y}_{2}, \\
& \operatorname{dim} \bar{Y}_{2}=m, \tag{3.25}
\end{align*}
$$

and hence we may define $B$ such that $R[B]=\bar{Y}_{2}$. It now follows from (3.22), (3.24), and (3.25) that

$$
\begin{equation*}
\operatorname{rank}\left[g_{\beta}^{0}\right]=\operatorname{rank}\left[\hat{g}_{\beta}^{0}\right]=m, \tag{3.26}
\end{equation*}
$$

as desired.
Now Proposition 31.7 implies that

$$
\begin{equation*}
\hat{g}(\varepsilon, \alpha, \beta)=T(\varepsilon, \alpha, \beta) g(\varepsilon, \alpha, \beta) \tag{3.27}
\end{equation*}
$$

for ( $\varepsilon, \alpha, \beta$ ) near zero. By setting $\beta=0$ it follows from (3.21) that

$$
h_{\bar{P} \hat{Q}}(\varepsilon, \alpha)=T(\varepsilon, \alpha, 0) h_{\bar{P} Q}(\varepsilon, \alpha)
$$

for ( $\varepsilon, \alpha$ ) near zero. Furthermore, by differentiating (3.27), it follows that $\hat{g}_{\beta}^{0}=T^{0} g_{\beta}^{0}$, with (3.26) ensuring that $T^{0}$ is nonsingular.

Lemmas $3.8,3.9$, and 3.19 complete the proof that $h_{P Q} \sim h_{\hat{P} \hat{Q}}$ when $\hat{m}=m$. That is, for a given $m \geqq l$ the particular choice of $P$ and $Q$ does not effect the qualitative behavior of the reduced equation near $(\varepsilon, \alpha)=0$.

The next major step is to show the equivalence of the reduced problems (3.4a), (3.4b) obtained with $\hat{m}<m$. In fact, it is sufficient to consider only the case $l=\hat{m}<m$, since all other cases can be derived from this case in a straightforward manner.

In view of the above results for $\hat{m}=m$, we are free to choose convenient projections $P, Q$ and $\hat{P}, \hat{Q}$ to define $h$ and $\hat{h}$. In particular, we take the splittings

$$
\begin{align*}
X & =X_{1} \oplus X_{2} \oplus X_{3}  \tag{3.28a}\\
Y & =Y_{1} \oplus Y_{2} \oplus Y_{3} \tag{3.28b}
\end{align*}
$$

where

$$
\begin{array}{ll}
N\left[F_{x}^{0}\right]=X_{3}, & \operatorname{dim} X_{2}=m-l, \\
R\left[F_{x}^{0}\right]=Y_{1} \oplus Y_{2}, & \operatorname{dim} Y_{2}=m-l, \\
Y_{2}=F_{x}^{0} X_{2} . & \tag{3.28e}
\end{array}
$$

We choose $\hat{P}$ and $\hat{Q}$ such that

$$
\begin{array}{ll}
\hat{P}: X \rightarrow X_{3}, & N[\hat{P}]=X_{1} \oplus X_{2} \\
\hat{Q}: Y \rightarrow Y_{3}, & N[\hat{Q}]=R\left[F_{x}^{0}\right]=Y_{1} \oplus Y_{2} \tag{3.29b}
\end{array}
$$

(which corresponds to the standard Lyapunov-Schmidt reduction). Similarly, we choose $P$ and $Q$ such that

$$
\begin{array}{ll}
P: X \rightarrow X_{2} \oplus X_{3}, & N[P]=X_{1}, \\
Q: Y \rightarrow Y_{2} \oplus Y_{3}, & N[Q]=Y_{1} \tag{3.30b}
\end{array}
$$

(which corresponds to the alternative method [1], [5]). It is straightforward to check that both pairs of projections satisfy (2.6), and therefore $h_{P Q}$ and $h_{\hat{P} \hat{Q}}$ exist. The proof of Theorem 3.4 is now completed by the use of Lemma 3.31.

Lemma 3.31. In the above notation

$$
\begin{equation*}
h_{P Q}\left(\varepsilon_{1}, \cdots, \varepsilon_{m}, \alpha\right) \sim\left(h_{\hat{P} \hat{Q}}\left(\varepsilon_{1}, \cdots, \varepsilon_{l}, \alpha\right), \varepsilon_{l+1}, \cdots, \varepsilon_{m}\right) . \tag{3.31}
\end{equation*}
$$

Proof. The reduced equation $h_{P Q}=0$ can be written as (see 2.12)

$$
\begin{equation*}
h_{P Q}(\sigma, \delta, \alpha) \equiv\binom{W_{2}(I-Q) Q}{W_{2} \hat{Q} Q} F(\hat{x}(\sigma, \delta, \alpha), \alpha)=0 \tag{3.32}
\end{equation*}
$$

where $\varepsilon=(\sigma, \delta), \sigma \in \mathbb{R}^{m-l}, \delta \in \mathbb{R}^{l}$, and

$$
\begin{array}{ll}
W_{2}: Y_{2} \rightarrow \mathbb{R}^{m-l}, & W_{3}: Y_{3} \rightarrow \mathbb{R}^{l}, \\
V_{2}: \mathbb{R}^{m-l} \rightarrow X, & V_{3}: \mathbb{R}^{l} \rightarrow X_{3},
\end{array}
$$

are nonsingular linear mappings. Furthermore, $\hat{x}(\sigma, \delta, \alpha)$ satisfies

$$
\begin{align*}
& (I-Q) F(\hat{x}(\sigma, \delta, \alpha), \alpha)=0,  \tag{3.34a}\\
& \hat{x}(\sigma, \delta, \alpha)=x_{1}(\sigma, \delta, \alpha)+V_{2} \sigma+V_{3} \delta, \quad x_{1} \in X_{1}, \tag{3.34b}
\end{align*}
$$

for ( $\sigma, \delta, \alpha$ ) near zero.
We claim that, with the above definitions,

$$
\begin{equation*}
h_{P Q}(\sigma, \delta, \alpha) \sim\binom{\sigma}{h_{0}(\delta, \alpha)} \tag{3.35}
\end{equation*}
$$

for some smooth function $h_{0}: \mathbb{R}^{l} \times \mathbb{R}^{p+1} \rightarrow \mathbb{R}^{l}$. Indeed, upon differentiating (3.32) with respect to $\sigma$, we find

$$
\begin{equation*}
H^{0} \equiv\left(\frac{\partial}{\partial \sigma} h_{P Q}\right)^{0}=\binom{W_{2}(Q-\hat{Q})}{W_{2} \hat{Q}} F_{x}^{0} V_{2} . \tag{3.36}
\end{equation*}
$$

Here we have used $\hat{Q} Q=\hat{Q}$ (see (3.29b), (3.30b)), and $\partial x_{1} / \partial \sigma(0,0,0)=0$ (see (3.28), (3.30), (3.34)). It is easy to verify that the top block of $H^{0}$, namely $W_{2}(Q-\hat{Q}) F_{x}^{0} V_{2}$, is a nonsingular $(m-l) \times(m-l)$ matrix. A standard argument now ensures the existence of a smooth coordinate transformation $(\sigma, \delta, \alpha) \rightarrow(D(\sigma, \delta, \alpha), \delta, \alpha)$ such that

$$
\begin{equation*}
D^{0}=0, \quad D_{\delta}^{0}=0, \tag{3.37a}
\end{equation*}
$$

$$
\begin{equation*}
D_{\sigma}^{0} \text { is nonsingular } \tag{3.37b}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{P Q}(D(\sigma, \delta, \alpha), \delta, \alpha)=\binom{\sigma}{W_{2} \hat{Q} F(\hat{x}(D(\sigma, \delta, \alpha), \delta, \alpha), \alpha)} \tag{3.38}
\end{equation*}
$$

for ( $\sigma, \delta, \alpha$ ) near zero. Finally it follows from (3.38) that there exists a nonsingular matrix $T_{1}(\sigma, \delta, \alpha)$ such that

$$
T_{1}(\sigma, \delta, \alpha) h_{P Q}(D(\sigma, \delta, \alpha), \delta, \alpha)=\binom{\sigma}{h_{0}(\delta, \alpha)}
$$

where

$$
\begin{equation*}
h_{0}(\delta, \alpha)=W_{2} \hat{Q} F(\hat{x}(D(0, \delta, \alpha), \delta, \alpha), \alpha) . \tag{3.39}
\end{equation*}
$$

That is, we have verified (3.35) for $h_{0}$ as in (3.39).

We are only left with relating $h_{0}$ to $h_{\hat{P} \hat{Q}}$. Note that (3.34) and (3.38) imply that $\hat{x}(D(0, \delta, \alpha), \delta, \alpha)$ satisfies

$$
(I-Q) F(\hat{x}, \alpha)=0 \quad \text { and } \quad(I-\hat{Q}) Q F(\hat{x}, \alpha)=(Q-\hat{Q}) F(\hat{x}, \alpha)=0 .
$$

Hence

$$
\begin{equation*}
(I-\hat{Q}) F(\hat{x}, \alpha)=0 . \tag{3.40a}
\end{equation*}
$$

In addition, we find from (3.34b) that

$$
\begin{equation*}
\hat{P} \hat{x}=V_{3} \delta . \tag{3.40b}
\end{equation*}
$$

These are precisely the equations that need to be solved to obtain $h_{\hat{P} \hat{Q}}$, and therefore it follows from (3.39) and (3.40) that

$$
\begin{equation*}
h_{0}(\delta, \alpha)=h_{\hat{P} \hat{Q}}(\delta, \alpha) \tag{3.41}
\end{equation*}
$$

(where $V_{3}$ and $W_{3}$ are used as the coordinate mappings in $h_{\hat{P} \hat{Q}}$ ). The equivalence (3.31) is a consequence of (3.35) and (3.41). This completes the proof of Lemma 3.31, and hence the proof of the Equivalence Theorem.
4. Linearized stability and the generalised reduction. Consider now the case that (1.1) arises in the study of the differential system

$$
\begin{equation*}
\dot{x}+F(x, \alpha)=0, \quad \alpha \in \mathbb{R}^{p+1} \tag{4.1}
\end{equation*}
$$

where $x=x(t) \in X, t>0$ and we again write $\lambda=\alpha_{0}$. It is convenient to take $X=Y$ a Hilbert space. Assume $(0,0)$ is an equilibrium solution. It is well known that the asymptotic stability of $(0,0)$ depends on the spectrum of $L=F_{x}(0,0)$ and that an equilibrium solution that is a singular point of $L$, with all other eigenvalues of $L$ having positive real part, lies on a stability boundary. Golubitsky and Schaeffer [7, §4, Chap. I] consider such a case with $L$ having zero as a simple eigenvalue and discuss the stability of an equilibrium solution ( $x, \alpha$ ) near ( 0,0 ). In particular, suppose $\Phi_{0}$ and $\Psi_{0}^{*}$ are the null vectors of $F_{x}^{0}$ and $\left(F_{x}^{0}\right)^{*}$, respectively, with

$$
\begin{equation*}
\Psi_{0}^{*} \Phi_{0}>0 . \tag{4.2}
\end{equation*}
$$

(Here and in the sequel we denote the inner product $\left\langle\Psi_{0}, \Phi_{0}\right\rangle$ by $\Psi_{0}^{*} \Phi_{0}$. ) Furthermore, suppose $h(\varepsilon, \alpha)$ is obtained from the Lyapunov-Schmidt reduction (use $W_{2}=\Psi_{0}^{*}$, $V_{2}=\Phi_{0}$ in §2); then it is shown in [7] that the solution $(x, \alpha)=(\Omega(\varepsilon, \alpha), \alpha)$ of (1.1) is stable if $h_{\varepsilon}(\varepsilon, \alpha)>0$ and unstable if $h_{\varepsilon}(\varepsilon, \alpha)<0$. The main result of this section is to show how the analogous stability results can be obtained from a reduced function computed through the use of the generalised reduction.

In the remainder of this section we assume that $\Psi_{0}^{*}$ and $\Phi_{0}$ are as above with $\Psi_{0}^{*} \Phi_{0} \neq 0$, but we do not assume (4.2) is satisfied. Then zero is a simple eigenvalue of $F_{x}^{0}$ and it follows (from the Implicit Function Theorem) that there are smooth functions $\Phi(\varepsilon, \alpha), \Psi(\varepsilon, \alpha)$, and $\mu(\varepsilon, \alpha)$ such that

$$
\begin{align*}
& F_{x}(\Omega(\varepsilon, \alpha), \alpha) \Phi(\varepsilon, \alpha)=\mu(\varepsilon, \alpha) \Phi(\varepsilon, \alpha),  \tag{4.3a}\\
& \Phi^{*} \Phi=1  \tag{4.3b}\\
& \Psi^{*} F_{x}(\Omega(\varepsilon, \alpha), \alpha)=\mu(\varepsilon, \alpha) \Psi^{*}(\varepsilon, \alpha)  \tag{4.3c}\\
& \Psi^{*} \Psi=1 \tag{4.3d}
\end{align*}
$$

with $\mu(0,0)=\mu^{0}=0, \Phi(0,0)=\Phi_{0}, \Psi(0,0)=\Psi_{0}$.
As discussed above, in order to determine the (linear) stability of the steady state $(x, \alpha)=(\Omega(\varepsilon, \alpha), \alpha)$ we need only know the sign of $\mu(\varepsilon, \alpha)$, which, in turn, is to be determined from the reduced function.

Suppose $h: \mathbb{R}^{m}+\mathbb{R}^{p+1} \rightarrow \mathbb{R}^{m}$ is a reduced function obtained from (1.1) through the use of the generalised reduction. Then the connection between the null spaces of $h_{\varepsilon}$ and $F_{x}$ is given in Lemma 4.4.

Lemma 4.4. For $\phi, \psi \in \mathbb{R}^{m}$ define

$$
\begin{align*}
& \Phi(\varepsilon, \alpha, \phi) \equiv \Omega_{\varepsilon}(\varepsilon, \alpha) \phi=(I-P) \Omega_{\varepsilon}(\varepsilon, \alpha) \phi+V_{2} \phi  \tag{4.4a}\\
& \Psi^{*}(\varepsilon, \alpha, \psi) \equiv \psi^{*} W_{2} Q\left[I-F_{x}(\Omega(\varepsilon, \alpha), \alpha)(I-P) A^{-1}(\varepsilon, \alpha)(I-Q)\right] . \tag{4.4b}
\end{align*}
$$

Here $A(\varepsilon, \alpha): X_{1} \rightarrow Y_{1}$ is defined by (cf. (2.9))

$$
\begin{equation*}
A(\varepsilon, \alpha) \equiv(I-Q) F_{x}(\Omega(\varepsilon, \alpha), \alpha)(I-P) . \tag{4.4c}
\end{equation*}
$$

Then, for $(\varepsilon, \alpha)$ near $(0,0)$,

$$
\begin{align*}
& N\left[F_{x}(\Omega(\varepsilon, \alpha), \alpha)\right] \subset \Phi\left(\varepsilon, \alpha, \mathbb{R}^{m}\right) \equiv\left\{\Phi(\varepsilon, \alpha, \phi) \mid \phi \in \mathbb{R}^{m}\right\},  \tag{4.5a}\\
& N\left[\left(F_{x}(\Omega(\varepsilon, \alpha), \alpha)\right)^{*}\right] \subset \Psi^{*}\left(\varepsilon, \alpha, \mathbb{R}^{m}\right) . \tag{4.5b}
\end{align*}
$$

Furthermore,

$$
\begin{align*}
& h_{\varepsilon}(\varepsilon, \alpha) \phi=0,  \tag{4.6a}\\
& \psi^{*} h_{\varepsilon}(\varepsilon, \alpha)=0, \tag{4.6b}
\end{align*}
$$

if and only if

$$
\begin{align*}
& F_{x}(\Omega(\varepsilon, \alpha), \alpha) \Phi(\varepsilon, \alpha, \phi)=0,  \tag{4.7a}\\
& \Psi^{*}(\varepsilon, \alpha, \psi) F_{x}(\Omega(\varepsilon, \alpha), \alpha)=0 . \tag{4.7b}
\end{align*}
$$

Proof. First note that $A(0,0)$ is precisely the $A$ used in (2.9), which is assumed to be nonsingular, and therefore $A^{-1}(\varepsilon, \alpha)$ exists for $(\varepsilon, \alpha)$ near $(0,0)$. Also, recall from $\S 2$ that $\Omega(\varepsilon, \alpha)$ is defined to be the solution of

$$
\begin{equation*}
(I-Q) F(\Omega(\varepsilon, \alpha), \alpha)=0, \tag{4.8a}
\end{equation*}
$$

$$
\begin{equation*}
P \Omega(\varepsilon, \alpha)=V_{2} \varepsilon, \tag{4.8b}
\end{equation*}
$$

and the reduced function is

$$
\begin{equation*}
h(\varepsilon, \alpha)=W_{2} Q F(\Omega(\varepsilon, \alpha), \alpha) . \tag{4.8c}
\end{equation*}
$$

By differentiating (4.7) we obtain

$$
\begin{align*}
& (I-Q) F_{x}(\Omega(\varepsilon, \alpha), \alpha) \Omega_{\varepsilon}(\varepsilon, \alpha)=0,  \tag{4.9a}\\
& P \Omega_{\varepsilon}(\varepsilon, \alpha)=V_{2},  \tag{4.9b}\\
& h_{\varepsilon}(\varepsilon, \alpha)=W_{2} Q F_{x}(\Omega(\varepsilon, \alpha), \alpha) \Omega_{\varepsilon}(\varepsilon, \alpha) . \tag{4.9c}
\end{align*}
$$

Equations (4.9a) and (4.9b) can be solved to give

$$
\begin{equation*}
\Omega_{\varepsilon}(\varepsilon, \alpha)=\left[I-(I-P) A^{-1}(\varepsilon, \alpha)(I-Q)\right] V_{2}, \tag{4.10}
\end{equation*}
$$

which we make use of below.
Now suppose (4.6) is satisfied. Then (4.7a) clearly follows from (4.4a), (4.6a), (4.9a), (4.9c), and the nonsingularity of $W_{2}$. In order to show that (4.7b) follows from (4.6b), we rewrite (4.7b) as

$$
\Psi^{*} F_{x}=\Psi^{*} F_{x}(I-P)+\Psi^{*} F_{x} P=0
$$

and consider the two components in the sum separately. By (4.4b) and (4.4c) we have

$$
\Psi^{*} F_{x}(I-P)=\psi^{*} W_{2} Q\left[F_{x}(I-P)-F_{x}(I-P) A^{-1} A(I-P)\right]=0 .
$$

Similarly, by (4.4b), (4.9), and (4.10)

$$
\begin{aligned}
\Psi^{*} F_{x} P & =\psi^{*} W_{2} Q F_{x}\left[P-(I-P) A^{-1}(I-Q) F_{x} P\right] \\
& =\psi^{*} W_{2} Q F_{x} \Omega_{\varepsilon} V_{2}^{-1} \\
& =\psi^{*} h_{\varepsilon} V_{2}^{-1} \\
& =0
\end{aligned}
$$

Therefore (4.7b) is satisfied.
The converse result, namely that (4.7) implies (4.6), can be obtained from (4.9) and (4.10) in a straightforward manner. We omit the details. Finally, we are left with showing (4.5), that is any null vector of $F_{x}(\Omega(\varepsilon, \alpha), \alpha)$ can be written in one of the forms in (4.4). Suppose $\Phi_{1} \in N\left[F_{x}(\Omega(\varepsilon, \alpha), \alpha)\right]$ for ( $\left.\varepsilon, \alpha\right)$ near ( 0,0 ). Then set $\phi_{1}=$ $V^{-1} P \Phi_{1}$. Moreover, we have $0=(I-Q) F_{x}(\Omega(\varepsilon, \alpha), \alpha)\left[(I-P) \Phi_{1}+P \Phi_{1}\right]$ and therefore $(I-P) \Phi_{1}=-A^{-1}(\varepsilon, \alpha)(I-Q) F_{x} V_{2} \phi_{1}$.

Now using (4.10), we obtain

$$
\Phi_{1}=P \Phi_{1}+(I-P) \Phi_{1}=\Omega_{\varepsilon}(\varepsilon, \alpha) \phi_{1} .
$$

Similarly, if $\Psi_{1}^{*} \in N\left[\left(F_{x}(\Omega(\varepsilon, \alpha), \alpha)\right)^{*}\right]$ then it can be shown that $\Psi_{1}^{*}=\Psi^{*}\left(\varepsilon, \alpha, \psi_{1}\right)$ where $\psi_{1}=W_{2} Q \Psi_{1}$.

From Lemma 4.4 we see that the assumption that $l=1$ implies $h_{\varepsilon}(0,0)$ has a one-dimensional null space, with right and left null vectors $\phi_{0}, \psi_{0}$ such that $\Phi_{0}=$ $\Phi\left(0,0, \phi_{0}\right), \Psi_{0}=\Psi\left(0,0, \psi_{0}\right)$. However, the zero eigenvalue of $h_{\varepsilon}^{0}$ need not be simple, that is, it is possible that $\psi_{0}^{*} \phi_{0}=0$. But the eigenstructure of $h_{\varepsilon}^{0}$ depends on the choice of basis elements used to define $V_{2}$ and $W_{2}$ in (2.11). Indeed we note from (4.9c) and (4.10) that

$$
h_{\varepsilon}(\varepsilon, \alpha)=W_{2}\left[Q F_{x}\left\{I-A^{-1}(I-Q)\right\}\right] V_{2} .
$$

Therefore, by reordering the basis vectors used to define $V_{2}$ and $W_{2}$, the rows and columns of $h_{\varepsilon}$ can be rearranged. Similarly, by changing the sign of a basis vector, the sign of a row or column of $h_{\varepsilon}$ can be reversed. The effect on $\psi_{0}$ and $\phi_{0}$ is, of course, that their elements can be permuted and reversed in sign. By choosing an appropriate rearrangement the condition

$$
\begin{equation*}
\psi_{0}^{*} \phi_{0} \neq 0 \tag{4.11}
\end{equation*}
$$

can be obtained. (For example, change all negative coefficients in $\psi_{0}$ and $\phi_{0}$ to positive coefficients, and then move the largest elements to the first position in each vector. Then (4.11) is a consequence of $\psi_{0}$ and $\phi_{0}$ being nonzero.) Finally, we note that when (4.11) is satisfied, zero is a simple eigenvalue of $h_{\varepsilon}^{0}$ and therefore there exist smooth functions $\phi(\varepsilon, \alpha), \psi(\varepsilon, \alpha)$, and $\bar{\mu}(\varepsilon, \alpha)$ such that

$$
\begin{equation*}
h_{\varepsilon} \phi=\bar{\mu} \phi, \psi^{*} h_{\varepsilon}=\mu \psi^{*} \tag{4.12a}
\end{equation*}
$$

for $(\varepsilon, \alpha)$ near $(0,0)$ with

$$
\begin{align*}
& \phi(0,0)=\phi_{0}, \psi(0,0)=\psi_{0},  \tag{4.12b}\\
& \bar{\mu}(0,0)=0 . \tag{4.12c}
\end{align*}
$$

We can now state the main result of this section.
Theorem 4.13. Suppose $l=1$ and $\Psi_{0}^{*} \Phi_{0} \neq 0$. Also, assume that $V_{2}$ and $W_{2}$ are such that (4.11) is satisfied. Then, for $(\varepsilon, \alpha)$ near $(0,0)$,

$$
\begin{equation*}
\mu(\varepsilon, \alpha)=a(\varepsilon, \alpha) \bar{\mu}(\varepsilon, \alpha) \tag{4.13a}
\end{equation*}
$$

for some smooth function $a(\varepsilon, \alpha)$. Moreover,

$$
\begin{equation*}
\operatorname{sign}\{a(0,0)\}=\operatorname{sign}\left\{\left(\psi_{0}^{*} \phi_{0}\right)\left(\Psi_{0}^{*} \Phi_{0}\right)\right\} . \tag{4.13b}
\end{equation*}
$$

Before proving Theorem 4.13 we remark that in the case $m=1$ the result can be rewritten as

$$
\mu(\varepsilon, \alpha)=a(\varepsilon, \alpha) h_{\varepsilon}(\varepsilon, \alpha)
$$

where

$$
\operatorname{sign}\{a(0,0)\}=\operatorname{sign}\left\{\Psi_{0}^{*} \Phi_{0}\right\} .
$$

This is the result obtained in [7] for the Lyapunov-Schmidt decomposition. In particular, it provides the desired stability information for $(\varepsilon, \alpha)$ near $(0,0)$ in terms of a reduced function obtained from the generalised reduction procedure. For the case $m>1$ the theorem illustrates how the stability information can be obtained from the behavior of the eigenvalue of $\boldsymbol{h}_{\varepsilon}(\varepsilon, \alpha)$ that passes through zero at $(\varepsilon, \alpha)=0$. In both cases the application of the theorem is trivial.

Proof of Theorem 4.13. Our proof is a simple modification of the proof of Theorem 4.1 presented in [7, p. 38]. It is clear from Lemma 4.4 that

$$
\begin{equation*}
\bar{\mu}(\varepsilon, \alpha)=0 \quad \text { implies } \mu(\varepsilon, \alpha)=0 . \tag{4.14}
\end{equation*}
$$

If $\nabla \mu^{0} \equiv \partial \mu(0,0) / \partial(\varepsilon, \alpha) \neq 0$ and $\nabla \bar{\mu}^{0} \neq 0$ then Proposition I.4.2 of [7] guarantees (4.13a) with a smooth (nonzero) $a(\varepsilon, \alpha)$.

Unfortunately, $\nabla \mu^{0}$ or $\nabla \bar{\mu}^{0}$ could be zero, in which case the proposition does not apply directly. It is convenient to add a new unfolding parameter to $F(x, \alpha)$ to ensure the applicability of Proposition I.4.2. of [7].

In particular, consider

$$
\begin{equation*}
\tilde{F}(x, \alpha, \beta) \equiv F(x, \alpha)+\beta \Psi_{0} \Phi_{0}^{*} x=0 . \tag{4.15}
\end{equation*}
$$

Then the same generalised reduction can be applied to (4.15). In particular, define $\tilde{\Omega}(\varepsilon, \alpha, \beta)$ to be the solution of (cf. (4.8a), (4.8b).

$$
\begin{gather*}
(I-Q) \tilde{F}(\tilde{\Omega}(\varepsilon, \alpha, \beta), \alpha, \beta)=0,  \tag{4.16a}\\
P \tilde{\Omega}(\varepsilon, \alpha, \beta)=V_{2} \varepsilon, \tag{4.16b}
\end{gather*}
$$

for $(\varepsilon, \alpha, \beta)$ near $(0,0,0)$. Then the reduced function is given by

$$
\begin{equation*}
\tilde{h}(\varepsilon, \alpha, \beta) \equiv W_{2} Q \tilde{F}(\tilde{\Omega}(\varepsilon, \alpha, \beta), \alpha, \beta) . \tag{4.17}
\end{equation*}
$$

Note that this construction implies

$$
\begin{equation*}
h(\varepsilon, \alpha)=\tilde{h}(\varepsilon, \alpha, 0) . \tag{4.18}
\end{equation*}
$$

With some abuse of notation we extend $\mu, \bar{\mu}, \Phi, \Psi$, to be functions of $(\varepsilon, \alpha, \beta)$.
Next consider $\partial \mu / \partial \beta(0,0,0) \equiv \mu_{\beta}^{0}$. By differentiating

$$
\tilde{F}_{x}(\tilde{\Omega}(\varepsilon, \alpha, \beta), \alpha, \beta) \Phi=\mu \Phi
$$

with respect to $\beta$ and evaluating at $(0,0,0)$, we find

$$
\begin{equation*}
\tilde{F}_{x x}^{0} \Phi_{0} \tilde{\Omega}_{\beta}^{0}+\tilde{F}_{x \beta}^{0} \Phi_{0}+\tilde{F}_{x}^{0} \Phi^{0}=\mu_{\beta}^{0} \Phi_{0} \tag{4.19}
\end{equation*}
$$

However, it follows from (4.16) that $\tilde{\Omega}_{\beta}^{0} \equiv 0$. Furthermore, from (4.15) we have $\tilde{F}_{x \beta}^{0}=$ $\Psi_{0} \Phi_{0}^{*}$. When we use these facts in (4.19), and apply $\Psi_{0}^{*}$, we are provided with

$$
\begin{equation*}
\left(\Psi_{0}^{*} \Psi_{0}\right)\left(\Phi_{0}^{*} \Phi_{0}\right)=\mu_{\beta}^{0} \Psi_{0}^{*} \Phi_{0} . \tag{4.20}
\end{equation*}
$$

In particular, $\mu_{\beta}^{0} \neq 0$ and $\operatorname{sign}\left(\mu_{\beta}^{0}\right)=\operatorname{sign}\left(\psi_{0}^{*} \Phi_{0}\right)$.

A similar calculation based on

$$
\tilde{h}_{\varepsilon} \phi=\bar{\mu} \phi
$$

shows that

$$
\begin{equation*}
\bar{\mu}_{\beta}^{0} \psi_{0}^{\top} h_{\varepsilon \beta}^{0} \phi_{0} . \tag{4.21}
\end{equation*}
$$

However, it follows from (4.17) and $\tilde{\Omega}_{\beta}^{0}=0$ that

$$
\tilde{h}_{\varepsilon \beta}^{0}=W_{2} Q\left\{\tilde{F}_{x \beta}^{0} \tilde{\Omega}_{\varepsilon}^{0}+\tilde{F}_{x}^{0} \tilde{\Omega}_{\varepsilon \beta}^{0}\right\} .
$$

By differentiating (4.16) twice we find

$$
A^{0}(I-P) \tilde{\Omega}_{\varepsilon \beta}^{0}=-(I-Q) \tilde{F}_{x \beta}^{0} \tilde{\Omega}_{\varepsilon}^{0}, \quad P \tilde{\Omega}_{\varepsilon \beta=0}^{0}
$$

By solving this expression for $\tilde{\Omega}_{\varepsilon \beta}^{0}$ and substituting the result into the above formula for $h_{\varepsilon \beta}^{0}$ we obtain

$$
\tilde{h}_{\varepsilon \beta}^{0}=W_{2} Q\left[I-F_{x}^{0}(I-P) A^{-1}(I-Q)\right] \tilde{F}_{x \beta}^{0} \Omega_{\varepsilon}^{0} .
$$

Here we have used $\tilde{F}_{x}^{0}=F_{x}^{0}, A=A^{0}$, and $\tilde{\Omega}_{\varepsilon}^{0}=\Omega_{\varepsilon}^{0}$.
Finally, from $\tilde{F}_{x \beta}^{0}=\Psi_{0} \Phi_{0}^{*}$ and (4.4), we have

$$
\psi_{0} \tilde{h}_{\varepsilon \beta}^{0} \phi_{0}=\Psi_{0}^{*} \tilde{F}_{x \beta}^{0} \Phi_{0}=\left(\Psi_{0}^{*} \Psi_{0}\right)\left(\Phi_{0}^{*} \Phi_{0}\right),
$$

and so (4.21) becomes

$$
\begin{equation*}
\bar{\mu}_{\beta}^{0}=\left(\Psi_{0}^{*} \Psi_{0}\right)\left(\Phi_{0}^{*} \Phi_{0}\right) /\left(\psi_{0}^{*} \phi_{0}\right) \neq 0 . \tag{4.22}
\end{equation*}
$$

Now Proposition 4.2 of [7, §4, Chap. I] ensures the existence of a smooth function $a(\varepsilon, \alpha, \beta)$ for $(\varepsilon, \alpha, \beta)$ near $(0,0,0)$ such that

$$
\begin{equation*}
\mu(\varepsilon, \alpha, \beta)=a(\varepsilon, \alpha, \beta) \bar{\mu}(\varepsilon, \alpha, \beta) \tag{4.23}
\end{equation*}
$$

By differentiating (4.23) and using (4.20), (4.22) we find

$$
\begin{equation*}
a(0,0,0)=\bar{\mu}_{\beta}^{0} / \mu_{\beta}^{0}=\frac{\psi_{0}^{*} \phi_{0}}{\left(\Psi_{0}^{*} \Phi_{0}\right)} \neq 0 . \tag{4.24}
\end{equation*}
$$

The theorem follows now from (4.24) by setting $\beta=0$ in (4.23).


#### Abstract

Appendix by A. Vanderbauwhede. In [7] Golubitsky and Schaeffer give a proof of the (contact) equivalence of the bifurcation functions that we obtain for different choices of the projections in a Lyapunov-Schmidt reduction. Here we give an alternative proof that, in our view, illustrates quite well the essential ideal of the Lyapunov-Schmidt reduction.


In the notation of $\S 2$, suppose that the projections $P$ and $Q$ satisfy (2.5) with

$$
X_{2}=N\left[F_{x}^{0}\right], \quad Y_{1}=R\left[F_{x}^{0}\right] .
$$

It follows that (2.6) is satisfied, and therefore there is a local solution, $x_{1}=\hat{v}\left(x_{2}, \alpha\right)$, to (2.7a). In fact, we find it more convenient to define $v: X_{2} \times Y_{1} \times R^{k} \rightarrow X_{2}$, where $k \equiv p+1$, and $v(u, w, \alpha)$ is the local solution of

$$
\begin{equation*}
(I-Q) F(u+v, \alpha)=w . \tag{A.1}
\end{equation*}
$$

Clearly $v(u, 0, \alpha)=\hat{v}(u, \alpha)$. Substitution of this solution into (2.7b) provides the bifurcation mapping $g: X_{2} \times R^{k} \rightarrow R[Q]$ defined by

$$
\begin{equation*}
g(u, \alpha) \equiv Q F(u+v(u, 0, \alpha), \alpha) \tag{A.2}
\end{equation*}
$$

For $P$ and $Q$ as above, this reduction provides one version of the Lyapunov-Schmidt procedure. The bifurcation mapping depends on the choice of projections $P$ and $Q$; however, as the following theorem shows, different choices lead to equivalent mappings.

Theorem. Let g: $X_{2} \times R^{k} \rightarrow R[Q]$ and $g_{1}: X_{2} \times R^{k} \rightarrow R\left[Q_{1}\right]$ be two bifurcation mappings, obtained by choosing projections ( $P, Q$ ) and ( $P_{1}, Q_{1}$ ), respectively, in the reduction described above. Then there exist smooth mappings

$$
\begin{gathered}
T: X_{2} \times R^{k} \rightarrow L\left(R\left[Q_{1}\right], R[Q]\right) \\
U: X_{2} \times R^{k} \rightarrow X_{2}
\end{gathered}
$$

such that

$$
\begin{equation*}
g(u, \alpha)=T(u, \alpha) g_{1}(U(u, \alpha), \alpha), \tag{A3a}
\end{equation*}
$$

$$
\begin{equation*}
T(0,0)=\left.Q\right|_{R\left[Q_{1}\right]} \tag{A3b}
\end{equation*}
$$

$$
\begin{equation*}
U(0,0)=0 \quad \text { and } \quad U_{u}(0,0)=I_{X_{2}} . \tag{A3c}
\end{equation*}
$$

Remark. All mappings in the statement and in the proof that follows are defined and smooth in a neighbourhood of the origin. The result shows that $g$ and $g_{1}$ are contact equivalent at the origin (see [7]).

Proof. With $v(u, w, \alpha)$ defined as above, we set $V: X_{2} \times Y_{1} \times R^{k} \rightarrow X \times R^{k}$ to be

$$
\begin{equation*}
V(u, w, \alpha) \equiv(u+v(u, w, \alpha), \alpha) . \tag{A4}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
V(0,0,0)=(0,0), \tag{A5a}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial V}{\partial u}(0,0,0)=I_{X_{2}}, \quad \text { and } \quad F_{x}^{0} \frac{\partial V}{\partial w}(0,0,0)=I_{Y_{1}} . \tag{A5b}
\end{equation*}
$$

Therefore, we easily see that $V$ is a local diffeomorphism. Moreover, from (A1), we have

$$
\begin{equation*}
F(V(u, w, \alpha))=w+G(u, w, \alpha) \tag{A6}
\end{equation*}
$$

for $G: X_{2} \times Y_{1} \times R^{k} \rightarrow R[Q]$ defined by

$$
\begin{equation*}
G(u, w, \alpha) \equiv Q F(V(u, w, \alpha)) \tag{A7}
\end{equation*}
$$

It is clear from the construction that

$$
\begin{equation*}
g(u, \alpha)=G(u, 0, \alpha) \tag{A8}
\end{equation*}
$$

Now, by replacing ( $P, Q$ ) by ( $P_{1}, Q_{1}$ ) we find a similar local diffeomorphism $V_{1}: X_{2} \times Y_{1} \times R^{k} \rightarrow X \times R^{k}$ and a mapping $G_{1}: X_{2} \times Y_{1} \times R^{k} \rightarrow R\left[Q_{1}\right]$ such that

$$
\begin{equation*}
F\left(V_{1}(u, w, \alpha)\right)=w+G_{1}(u, w, \alpha) \tag{A9}
\end{equation*}
$$

with

$$
\begin{equation*}
G_{1}(u, w, \alpha) \equiv Q_{1} F\left(V_{1}(u, w, \alpha)\right) . \tag{A10}
\end{equation*}
$$

A second bifurcation mapping is given by

$$
\begin{equation*}
g_{1}(u, \alpha)=G_{1}(u, 0, \alpha) . \tag{A11}
\end{equation*}
$$

Our task is to show that $g$ and $g_{1}$ are contact equivalent.
It is convenient to introduce $D: X_{2} \times Y_{1} \times R^{k} \rightarrow X_{2} \times Y_{1} \times R^{k}$ defined by $D \equiv$ $V_{1}^{-1} \circ V$. It follows that $D$ is a local diffeomorphism with $D(0,0,0)=(0,0,0)$. Furthermore, we define $U$ and $W$ by

$$
\begin{equation*}
D(u, 0, \alpha)=(U(u, \alpha), W(u, \alpha), \alpha) \tag{A12}
\end{equation*}
$$

Upon differentiating $V_{1} \circ D=V$ with respect to $u$ and evaluating the result at $(0,0,0)$, we find from (A5b) that

$$
\begin{equation*}
U_{u}(0,0)=I_{X_{2}} . \tag{A13}
\end{equation*}
$$

We are now left with showing that (A3a) and (A3b) are satisfied for this definition of $U(u, \alpha)$.

From (A6) and (A9) it follows that

$$
\begin{align*}
g(u, \alpha) & =F\left(V_{1} \circ D(u, 0, \alpha)\right)  \tag{A14}\\
& =W(u, \alpha)+G_{1}(U(u, \alpha), W(u, \alpha), \alpha)
\end{align*}
$$

But (A11) and a first-order Taylor expansion together imply

$$
\begin{equation*}
G_{1}(u, w, \alpha)=g_{1}(u, \alpha)+T_{1}(u, w, \alpha) w \tag{A15}
\end{equation*}
$$

for some smooth $T_{1}: X_{2} \times Y_{1} \times R^{k} \rightarrow L\left(Y_{1}, R\left[Q_{1}\right]\right)$. Since $\partial G_{1} / \partial w(0,0,0)=0$ we also have

$$
\begin{equation*}
T_{1}(0,0,0)=0 \tag{A16}
\end{equation*}
$$

Combining (A12), (A14), and (A15), we obtain

$$
g(u, \alpha)=W(u, \alpha)+g_{1}(U(u, \alpha), \alpha)+T_{1}(D(u, 0, \alpha)) W(u, \alpha) .
$$

Applying $Q$ and $(I-Q)$ to this equation gives

$$
\begin{aligned}
& g(u, \alpha)=Q g_{1}(U, \alpha)+Q T_{1}(D) W \\
& \left(I_{Y_{1}}+(I-Q) T_{1}(D)\right) W=-(I-Q) g_{1}(U, \alpha),
\end{aligned}
$$

for $U=U(u, \alpha), W=W(u, \alpha)$, and $D=D(u, 0, \alpha)$. Solving the second equation for $W$, and substituting the result into the first equation, provides (A3a) with

$$
T(u, \alpha)=\left.Q\right|_{R\left[Q_{1}\right]}-\left.Q T_{1}(D)\left(I_{Y_{1}}+(I-Q) T_{1}(D)\right)^{-1}(I-Q)\right|_{R\left[Q_{1}\right]}
$$

Equation (A3b) now follows from (A16).
The central idea of the Lyapunov-Schmidt reduction is clearly revealed in (A6). Since $V$ is a local diffeomorphism, we see from (A4) and (A5) that $F(x, \alpha)=0$ is contact equivalent to

$$
\begin{equation*}
w+G(u, w, \alpha)=0 . \tag{A17}
\end{equation*}
$$

Applying $Q$ and $(I-Q)$ to this equation, we find that (A17) is equivalent to solving the reduced equation $g(u, \alpha) \equiv G(u, 0, \alpha)=0$.
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# VORTEX RINGS WITH SWIRL: AXISYMMETRIC SOLUTIONS OF THE EULER EQUATIONS WITH NONZERO HELICITY* 
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#### Abstract

This work introduces a new class of steady solutions of the axisymmetric Euler equations for an incompressible inviscid fluid. Each solution represents a three-dimensional vortex flow whose azimuthal components of vorticity and velocity are nonzero inside a toroidal region determined by the solution. The governing free-boundary problem is solved by variational techniques. The underlying variational principle is formulated from the natural invariants associated with the evolution equations for axisymmetric flows, and involves a family of invariants that generalizes the standard angular impulse and helicity integrals. A direct method is employed to prove the existence of steady solutions in a bounded domain and steadily translating solutions in space. Qualitative properties of these vortices are discussed and concentrated vortex rings with large swirl are shown to constitute a desingularization of the classical circular vortex filament.


Key words. Euler fluid dynamical equations, vortex, helicity, variational methods, free-boundary problems

AMS(MOS) subject classifications. $76 \mathrm{C} 05,49 \mathrm{H} 05$
Introduction. In this paper we examine a new class of steady solutions of the Euler equations governing the motion of an ideal fluid in three dimensions. The solutions that we consider are axisymmetric: they define flows that are invariant under rotation about the $z$-axis, when expressed in cylindrical coordinates $(z, r, \theta)$. Furthermore, each solution has the property that there is a (solid) toroidal region inside of which the $\theta$-components of velocity $u^{\theta}$ and of vorticity $\omega^{\theta}$ are nonzero, and outside of which the flow is irrotational. Therefore, we shall refer to these solutions, and the flows that they represent, as "vortex rings with swirl."

The objectives of our work are, first, to establish the existence of these steady solutions in a general and physically natural setting, and second, to derive some of their qualitative and asymptotic properties. We obtain our results by appealing to a variational formulation of the free-boundary problem satisfied by these solutions. The variational principle underlying our analysis of steady flows follows directly from the structure of the evolution equations governing the dynamics of axisymmetric vortex flows, which we express as a nonlinear, nonlocal system of equations for the quantities $\zeta=\omega^{\theta} / r$ and $\gamma=r u^{\theta}$. It is based on the reformulation of the steady equations in terms of $\zeta$ alone, which is accomplished easily through the elimination of $\gamma$. In this way we obtain a constrained maximization problem in $\zeta$, the solutions of which define the desired steady vortex rings with swirl, and which is readily treated analytically and numerically. We utilize this approach to study both steady solutions in a bounded (axisymmetric) domain and steadily translating solutions in all of space.

An alternate variational characterization to ours has been given by Arnold [1], who considers fully three-dimensional flows, as well as by Benjamin [4], who specializes it to axisymmetric flows expressed in terms of $\zeta$ and $\gamma$. In this approach the variational principle is derived from the (noncanonical) Hamiltonian structure of the equations governing $\zeta$ and $\gamma$, and is formulated in the class of so-called isovortical variations of a given (extremal) flow. The resulting variational problem, though it arises very naturally

[^4]from the dynamical problem, is, unfortunately, highly nonconvex, and so is not amenable to the standard methods of analysis. Our variational problem, on the other hand, is designed to avoid such difficulties; instead, we take a wider class of competing functions, and compensate for this by adding to the objective (energy) functional certain terms that are invariant under all isovortical variations. These additional terms are constructed from the angular impulse (momentum) and helicity integrals. In fact, the construction involves a family of integrals generalizing the classical helicity integral; consequently, we are lead to introduce a family of conserved quantities-certain functionals of $\zeta$ and $\gamma$ that we call "generalized angular impulse" and "generalized helicity integrals"-valid for evolving axisymmetric flows, which have not been used before in the literature. In turn, the variational principle that we give serves to clarify the role played by these generalized conserved quantities in determining the nature of steady axisymmetric flows.

The outline of the paper is as follows. In § 1, we discuss the axisymmetric Euler equations and the various conserved quantities associated with these equations. We begin § 2 by reviewing the general variational principles that characterize steady flows, and we conclude it by formulating the specific constrained maximization problem that we use in the further analysis. Section 3 is devoted to proving our main existence theorems for vortex rings with swirl. Finally, in § 4 we summarize some qualitative and asymptotic properties of the solutions found in §3. In particular, we indicate how the parameters defining the angular impulse and helicity integrals determine the structure of the vortex ring and the flow field within it, and we identify the salient features of the solutions corresponding to extreme values of those parameters.

In a sequel to this paper [8] Eydeland and Turkington study propagating vortex rings with swirl in free space using an iterative numerical method allied with the variational structure of the governing problem formulated herein. The reader is referred there for a further exposition of these particularly interesting vortices and for a full discussion of their quantitative properties and physical characteristics.

1. Evolution equations and their invariants. Let $(z, r, \theta)$ denote the usual cylindrical coordinates in $\mathbf{R}^{3}$. Let $\hat{D} \subseteq \mathbf{R}^{3}$ be an axisymmetric domain, the axis of symmetry being $r=0$; in the sequel, $\hat{D}$ will be either a bounded domain with a smooth boundary or all of space. We consider the axisymmetric flow of an ideal fluid with unit density in the domain $\hat{D}$, and we write the velocity and pressure fields in the form

$$
u=u^{z}(z, r, t) e_{z}+u^{r}(z, r, t) e_{r}+u^{\theta}(z, r, t) e_{\theta}, \quad p=p(z, r, t)
$$

where $\left\{e_{z}, e_{r}, e_{\theta}\right\}$ is the usual coordinate frame. The governing equations are standard (see [2], for instance):

$$
\begin{align*}
& u_{t}^{z}+u \cdot \nabla u^{z}=-p_{z}, \\
& u_{t}^{r}+u \cdot \nabla u^{r}-\frac{1}{r}\left(u^{\theta}\right)^{2}=-p_{r},  \tag{1.1}\\
& u_{t}^{\theta}+u \cdot \nabla u^{\theta}+\frac{1}{r} u^{r} u^{\theta}=0, \\
& u_{z}^{z}+\frac{1}{r}\left(r u^{r}\right)_{r}=0, \tag{1.2}
\end{align*}
$$

where $u \cdot \nabla=u^{z}(\partial / \partial z)+u^{r}(\partial / \partial r)$ in view of the axisymmetry. For simplicity we will
impose the standard boundary conditions

$$
\begin{equation*}
\hat{\nu} \cdot u=0 \quad \text { on } \partial \hat{D}, \tag{1.3}
\end{equation*}
$$

where $\hat{\nu}$ is the outer unit normal on $\partial \hat{D}$.
The vorticity field, $\omega=\nabla \times u$, which plays a basic role in the subsequent development, is given by

$$
\begin{align*}
\omega & =\omega^{z}(z, r, t) e_{z}+\omega^{r}(z, r, t) e_{r}+\omega^{\theta}(z, r, t) e_{\theta}  \tag{1.4}\\
& =\frac{1}{r}\left(r u^{\theta}\right)_{r} e_{z}-u_{z}^{\theta} e_{r}+\left(u_{z}^{r}-u_{r}^{z}\right) e_{\theta} .
\end{align*}
$$

The dynamical equations (1.1) are most conveniently expressed as evolution equations for the modified azimuthal vorticity, $\zeta=\zeta(z, r, t)$, and the azimuthal circulation (density), $\gamma=\gamma(z, r, t)$, which are defined by

$$
\begin{equation*}
\zeta=\frac{1}{r} \omega^{\theta}, \quad \gamma=r u^{\theta} . \tag{1.5}
\end{equation*}
$$

The equation for $\zeta$ is derived by taking the curl of the first two component equations in (1.1):

$$
\begin{align*}
0 & =\left[u_{t}^{r}+u \cdot \nabla u^{r}-\frac{1}{r}\left(u^{\theta}\right)^{2}\right]_{z}-\left[u_{t}^{z}+u \cdot \nabla u^{z}\right]_{r} \\
& =r\left[\left(\frac{\omega^{\theta}}{r}\right)_{t}+u \cdot \nabla\left(\frac{\omega^{\theta}}{r}\right)-2 r^{-2} u^{\theta} u_{z}^{\theta}\right] \tag{1.6}
\end{align*}
$$

thus, we obtain the first evolution equation

$$
\begin{equation*}
\zeta_{t}+u \cdot \nabla \zeta-2 r^{-4} \gamma \gamma_{z}=0 \tag{1.7}
\end{equation*}
$$

The equation for $\gamma$ is equivalent to the conservation of circulation (Kelvin theorem), and it results from a manipulation of the third component equation in (1.1):

$$
0=u_{t}^{\theta}+u \cdot \nabla u^{\theta}+r^{-1} u^{r} u^{\theta}=r^{-1}\left[\left(r u^{\theta}\right)_{t}+u \cdot \nabla\left(r u^{\theta}\right)\right] ;
$$

thus, we obtain the second evolution equation

$$
\begin{equation*}
\gamma_{t}+u \cdot \nabla \gamma=0 \tag{1.8}
\end{equation*}
$$

The continuity equation (1.2) furnishes a Stokes streamfunction $\psi=\psi(z, r, t)$ satisfying $u^{z}=\psi_{r} / r$ and $u^{r}=-\psi_{z} / r$. Consequently, $\psi$ is determined by $\zeta$ alone according to

$$
\zeta=r^{-1}\left[u_{z}^{r}-u_{r}^{z}\right]=L \psi
$$

where $L$ is the linear elliptic operator

$$
\begin{equation*}
L=-\frac{1}{r^{2}} \frac{\partial^{2}}{\partial z^{2}}-\frac{1}{r} \frac{\partial}{\partial r}\left(\frac{1}{r} \frac{\partial}{\partial r}\right) \tag{1.9}
\end{equation*}
$$

In terms of $\psi$, the boundary condition (1.3) becomes $\psi=$ const. on $\partial \hat{D}$; we will assume that $\partial \hat{D}$ is connected, and that $\psi=0$ on $\partial \hat{D}$.

We now introduce a new notation which simplifies the various formulas encountered in the rest of the paper. Let $D$ denote the cross section of the spatial domain $\hat{D}$ in a meridional plane so that $\hat{D}=\left\{(z, r, \theta) \in \mathbf{R}^{3}:(z, r) \in D\right\}$, and let $x=z, y=r^{2} / 2$ be new (spatial) variables in $D$. Then, $\partial / \partial x=\partial / \partial z, \partial / \partial y=(1 / r) \partial / \partial r$, and the volume
element $d v$ (in $\hat{D}$ ) is replaced by $2 \pi d x d y$. Also, the Jacobian of any two functions $\phi, \psi$ transforms according to $\partial(\phi, \psi) / \partial(x, y)=r^{-1} \partial(\phi, \psi) / \partial(z, r)$; we will abbreviate this expression to $\partial(\phi, \psi)$ throughout the sequel. The elliptic operator $L$ is now given by

$$
\begin{equation*}
L=-\frac{1}{2 y} \frac{\partial^{2}}{\partial x^{2}}-\frac{\partial^{2}}{\partial y^{2}} . \tag{1.10}
\end{equation*}
$$

We let $G$ denote the Green operator for $L$ in $D$ (with Dirichlet boundary conditions), so that $\psi=G \zeta$ defines the solution of

$$
\begin{equation*}
L \psi=\zeta \quad \text { in } D, \quad \psi=0 \quad \text { on } \quad \partial D . \tag{1.11}
\end{equation*}
$$

In this notation we may now write the governing equations (1.1)-(1.3) as a system of nonlinear, nonlocal evolution equations for $\zeta$ and $\gamma$ :

$$
\begin{align*}
& \zeta_{t}+\partial(\zeta, G \zeta)+\partial(\gamma, \gamma / 2 y)=0  \tag{1.12}\\
& \gamma_{t}+\partial(\gamma, G \zeta)=0 \tag{1.13}
\end{align*}
$$

This form of the axisymmetric Euler equations is also given in [4].
The construction of the operator $G$ merits further comment in view of the apparent singularity of $L$ at $y=0$. In the axisymmetric domain $\hat{D} \subseteq \mathbf{R}^{3}$ (which may contain a portion of the axis $r=0$ ), let axisymmetric vector fields $\hat{\zeta}$ and $\hat{\psi}$ corresponding to the functions $\zeta$ and $\psi$ be defined by $\hat{\zeta}:=r \zeta e_{\theta}$ and $\hat{\psi}:=(\psi / r) e_{\theta}$. Then, using $\nabla \cdot \hat{\psi}=0$, we find that $L \psi=\zeta$ in $D$ is equivalent to $-\Delta \hat{\psi}=\nabla \times \nabla \times \hat{\psi}=\hat{\zeta}$ in $\hat{D}$. Thus, the Green operator $G$ takes $L^{2}$ into $H_{0}^{1}$ in the sense that the relevant norms are:

$$
\iint_{D} 2 y \zeta^{2} d x d y=\int_{\hat{D}}|\hat{\zeta}|^{2} \frac{d v}{2 \pi}<+\infty, \quad \iint_{D}\left[\frac{1}{2 y} \psi_{x}^{2}+\psi_{y}^{2}\right] d x d y=\int_{\hat{D}}|\nabla \hat{\psi}|^{2} \frac{d v}{2 \pi}<+\infty .
$$

Furthermore, since $\hat{\psi} \in H_{0}^{1}(\hat{D}) \cap H^{2}(\hat{D}) \subseteq C(\hat{D} \cup \partial \hat{D})$ it follows that $\psi=0$ on $\partial D$ and, by axisymmetry, that $\psi=0$ at $y=0$. (More details about this construction appear in the proofs of Theorems 1 and 2.)

In general, the existence and uniqueness of solutions of the initial value problem for (1.12), (1.13) can be asserted only on a sufficiently small time interval $0 \leqq t<T$; this result is just a special case of the known theory for fully three-dimensional flows. Thus, in our discussion of these equations we will proceed (formally) by assuming that a classical solution exists on some time interval $0 \leqq t<T$. Of course, when $\gamma$ is identically zero (axisymmetric flow without swirl), equation (1.12) is solvable globally in time [15].

We now turn our attention to the conserved quantities associated with the evolution equations for $\zeta$ and $\gamma$. In this discussion we impose an additional boundary condition, namely,

$$
\begin{equation*}
\gamma=0 \quad \text { on } \partial D \tag{1.14}
\end{equation*}
$$

we note that if (1.14) holds at $t=0$, then it holds also for all $t>0$, by (1.13). With this (nonessential) condition in force, the derivation of the conserved quantities is simplified. Furthermore, all of the steady solutions that we construct in § 3 satisfy (1.14), and the purpose of the discussion here is to motivate the formulation of the main results of that section.

We claim that the following functionals are constant in the evolution governed by (1.12) and (1.13):

$$
\begin{array}{rlrl}
A(\gamma) & =\iint_{D} a(\gamma) d x d y & & \text { (generalized angular impulse), } \\
B(\zeta, \gamma) & =\iint_{D} \zeta b(\gamma) d x d y & & \text { (generalized helicity), } \\
C(\gamma) & =\iint_{D} \zeta d x d y & \text { (meridional circulation), } \\
H(\zeta, \gamma) & =\frac{1}{2} \iint_{D}\left[\zeta G \zeta+\frac{\gamma^{2}}{2 y}\right] d x d y & & \text { (kinetic energy), } \tag{1.18}
\end{array}
$$

where $a$ and $b$ are arbitrary (suitably smooth) real functions. We leave to the reader the verification of the claims, which is easily accomplished with the aid of the integration by parts formula

$$
\iint_{D} \phi_{1} \partial\left(\phi_{2}, \psi\right) d x d y=-\iint_{D} \phi_{2} \partial\left(\phi_{1}, \psi\right) d x d y
$$

which holds whenever either $\psi=$ const. or $\phi_{1}=0$ or $\phi_{2}=0$ on $\partial D$.
The classical cases of (1.15) and (1.16) occur when $a(\gamma)=\gamma$ and $b(\gamma)=\gamma$, since then we have

$$
2 \pi \iint_{D} \gamma d x d y=-\frac{1}{2} \int_{\hat{D}} r^{2} \omega^{z} d v, \quad 2 \pi \iint_{D} \zeta \gamma d x d y=\frac{1}{2} \int_{\hat{D}} \omega \cdot u d v
$$

We identify these integrals with the $z$-component of angular impulse (see [2]) and the helicity (see [12]), respectively, which are known invariants even for fully threedimensional flows. The generalized angular impulse integral $A(\gamma)$ and helicity integral $B(\zeta, \gamma)$, valid for arbitrary functions $a$ and $b$, seem to be new, however. The circulation integral

$$
\iint_{D} \zeta d x d y=\iint_{D} \omega^{\theta} d z d r
$$

has a standard interpretation by the Stokes theorem (see [2]). Upon integration by parts, the kinetic energy functional is recognized as

$$
\pi \iint_{D}\left[\zeta G \zeta+\frac{\gamma^{2}}{2 y}\right] d x d y=\frac{1}{2} \int_{\hat{D}}|u|^{2} d v
$$

The system of equations (1.12), (1.13) has a (noncanonical) Hamiltonian (or Poisson) structure, as has been noted in [4]. The functional $H(\zeta, \gamma)$ defined in (1.18) is the Hamiltonian, and a Poisson bracket $\{\cdot, \cdot\}$ can be defined so that $d F / d t=\{F, H\}$ for all (suitably smooth) functionals $F=F(\zeta, \gamma)$ defined on the appropriate phase space. Naturally, the functionals $F=A, B, C$ defined by (1.15)-(1.17) satisfy $\{F, H\}=0$, as can easily be verified.
2. Variational problems. The discussion in this section is divided into two parts. First, we present the fundamental variational principle that characterizes steady solutions of (1.12) and (1.13) directly in terms of the dynamical quantities $\zeta$ and $\gamma$. Second, we derive another version of this variational principle that involves only $\zeta$ ( $\gamma$ being eliminated algebraically), and that, when appropriately normalized, forms the basis of the subsequent analysis. This line of development is intended to motivate the specific variational problem that we employ in $\S \S 3$ and 4 to study vortex rings with swirl.

We characterize a steady solution pair $\zeta=\zeta(x, y), \gamma=\gamma(x, y)$ of (1.12), (1.13) variationally as follows. The governing equations become

$$
\begin{align*}
& \partial(\zeta, G \zeta)+\partial(\gamma, \gamma / 2 \gamma)=0  \tag{2.1}\\
& \partial(\gamma, G \zeta)=0 \tag{2.2}
\end{align*}
$$

Thus, to solve (2.2) we set

$$
\begin{equation*}
G \zeta=b(\gamma), \tag{2.3}
\end{equation*}
$$

where $b$ is a specified (suitably smooth) function with $b(0)=0$ (recalling (1.14)). Substitution of (2.3) into (2.1) then yields

$$
0=\partial(\zeta, b(\gamma))+\partial(\gamma, \gamma / 2 y)=\partial\left(\zeta b^{\prime}(\gamma)-\gamma / 2 y, \gamma\right) .
$$

Thus, to solve this equation we set

$$
\begin{equation*}
\zeta b^{\prime}(\gamma)-\gamma / 2 y=-a^{\prime}(\gamma) \tag{2.4}
\end{equation*}
$$

where $a$ is a specified (suitably smooth) function. Therefore, given (essentially arbitrary) $a$ and $b$, it suffices to solve (2.3) and (2.4) for the desired pair $\zeta, \gamma$. We now define the modified energy functional (assuming that appropriate dimensional constants scale the given functions $a$ and $b$ ):

$$
\begin{equation*}
\tilde{H}(\zeta, \gamma)=H(\zeta, \gamma)-A(\gamma)-B(\zeta, \gamma) \tag{2.5}
\end{equation*}
$$

where the specified functions $a, b$ determine the functionals $A, B$ in (1.15), (1.16). Then it is obvious that (2.3) and (2.4) are equivalent to $\tilde{H}_{\zeta}=0$ and $\tilde{H}_{\gamma}=0$, respectively, where $\tilde{H}_{\zeta}$ and $\tilde{H}_{\gamma}$ denote the Fréchet derivatives of $\tilde{H}$ with respect to $\zeta$ and $\gamma$. In this straightforward manner, we arrive at the variational principle:
(VP1) Any critical point $(\zeta, \gamma)$ for the functional $\tilde{H}(\zeta, \gamma)$ is a solution of (2.1), (2.2), and hence yields a steady flow in $\hat{D}$.

An alternate variational principle given in [4] (and implicit in [1]) can be summarized as follows. For arbitrary test functions $\phi_{1}, \phi_{2}$ (each $\phi_{i}$ is smooth in $\bar{D}$ and vanishes on $\partial D$ ), consider the variations $\tilde{\zeta}=\tilde{\zeta}(x, y ; s), \tilde{\gamma}=\tilde{\gamma}(x, y ; s)$ defined by solving the equations

$$
\tilde{\zeta}_{s}+\partial\left(\tilde{\zeta}, \phi_{1}\right)+\partial\left(\tilde{\gamma}, \phi_{2}\right)=0, \quad \tilde{\gamma}_{s}+\partial\left(\tilde{\gamma}, \phi_{1}\right)=0,
$$

with $\left.\tilde{\zeta}\right|_{s=0}=\zeta,\left.\tilde{\gamma}\right|_{s=0}=\gamma$. Then (2.1), (2.2) result from the variational equation

$$
\left.\frac{d}{d s} H(\tilde{\zeta}, \tilde{\gamma})\right|_{s=0}=0 \quad \text { for arbitrary } \phi_{1}, \phi_{2}
$$

As is remarked in [4], this characterization of solutions of (2.1), (2.2) is quite cumbersome to use in analysis because of the particular form of the class of variations involved. In contrast, (VP1) permits arbitrary variations by replacing $H$ with $\tilde{H}=H-A-B$. In this regard, we note that $A(\gamma), B(\zeta, \gamma)$, and $C(\gamma)$ are invariant under the variations $\tilde{\zeta}, \tilde{\gamma}$ defined above, as is easily checked.

We now reduce (VP1) to a more special variational principle that does not involve $\gamma$ explicitly. For this reduction we require that

$$
\begin{equation*}
a(0)=0, \quad b(0)=0, \quad a^{\prime}(t) \leqq 0, \quad b^{\prime}(t)>0 \quad \text { for all } t \geqq 0, \tag{2.6}
\end{equation*}
$$

and we define

$$
\begin{equation*}
f(y, s):=\left[b^{-1}(s)\right]^{2} / 4 y-a\left(b^{-1}(s)\right), \quad s \geqq 0 . \tag{2.7}
\end{equation*}
$$

Then we see that a pair $\zeta$, $\gamma$ satisfies (2.1), (2.2) whenever $\gamma$ is defined by $\gamma=b^{-1}(G \zeta)$ and $\zeta$ satisfies the equation

$$
\begin{equation*}
\zeta=f_{s}(y, G \zeta) . \tag{2.8}
\end{equation*}
$$

We now assume further that $a$ and $b$ are such that $f(y, s)$ is strictly convex in $s$ (this holds in the "classical" case when both $a$ and $b$ are linear, for instance). Let $f^{*}(y, \sigma)$, the conjugate function to $f(y, s)$, be defined by

$$
\begin{equation*}
f^{*}(y, \sigma)=\sup _{s}[s \sigma-f(y, s)] . \tag{2.9}
\end{equation*}
$$

Then $f^{*}$ has the well-known properties

$$
f^{*}(y, \sigma)=s f_{s}(y, s)-f(y, s), \quad f_{\sigma \sigma}^{*}(y, \sigma)=\left[f_{s s}(y, s)\right]^{-1}
$$

with $\sigma=f_{s}(y, s)$ or, equivalently, $s=f_{\sigma}^{*}(y, \sigma)$. Equation (2.7) may be rewritten in this notation as

$$
\begin{equation*}
G \zeta=f_{\sigma}^{*}(y, \zeta) \tag{2.10}
\end{equation*}
$$

and this is clearly the variational equation for the functional

$$
\begin{equation*}
\Phi(\zeta)=\iint_{D}\left[\frac{1}{2} \zeta G \zeta-f^{*}(y, \zeta)\right] d x d y \tag{2.11}
\end{equation*}
$$

Consequently, we have the variational principle:
(VP2) Any extremal $\zeta$ for the functional $\Phi(\zeta)$ yields a solution of (2.1), (2.2) with $\gamma=b^{-1}(G \zeta)$.
The algebraic elimination of $\gamma$ in terms of $\zeta$ may also be viewed as a restriction on the admissible variations in (VP1). As is readily verified using the properties of the convex conjugate function, the expression for $\gamma$ implied by (2.4) is

$$
\begin{equation*}
\gamma=\Gamma(\zeta):=b^{-1}\left(f_{\sigma}^{*}(y, \zeta)\right) \tag{2.12}
\end{equation*}
$$

indeed, this inverts the equation (equivalent to (2.4))

$$
\zeta=\gamma / 2 y b^{\prime}(\gamma)-a^{\prime}(\gamma) / b^{\prime}(\gamma) .
$$

We now claim that the identity (2.12) reduces the objective functional in (VP1) as follows:

$$
\begin{equation*}
\Phi(\zeta)=\tilde{H}(\zeta, \Gamma(\zeta)) \quad \text { for arbitrary admissible } \zeta . \tag{2.13}
\end{equation*}
$$

To check this it suffices to observe that

$$
-f^{*}(y, \sigma)=\frac{\left[b^{-1}(s)\right]^{2}}{4 y}-a\left(b^{-1}(s)\right)-\frac{s}{b^{\prime}\left(b^{-1}(s)\right)}\left\{\frac{b^{-1}(s)}{2 y}-a^{\prime}\left(b^{-1}(s)\right)\right\},
$$

and, consequently, that

$$
\begin{aligned}
f^{*}(y, \zeta) & =\frac{\gamma^{2}}{4 y}-a(\gamma)-\frac{b(\gamma)}{b^{\prime}(\gamma)}\left\{\frac{\gamma}{2 y}-a^{\prime}(\gamma)\right\} \\
& =\frac{\gamma^{2}}{4 y}-a(\gamma)-\zeta b(\gamma)
\end{aligned}
$$

On the basis of the foregoing discussion, we now formulate the specific constrained maximization problems that we solve in § 3 to obtain steady and steadily translating vortex rings with swirl. These problems involve free boundaries, since the solutions have the property that $\zeta, \gamma>0$ in a subdomain $\Omega \subset D$ and $\zeta, \gamma=0$ in $D \backslash \Omega$. Therefore, we introduce some additional constraints and normalizations into (VP2). We assume that $a(t)$ and $b(t)$ are specified satisfying (2.6) and that $f_{s s}(y, s)>0$. We consider the problem:
(2.14) maximize $\Phi(\zeta)$ subject to the constraints $\zeta \geqq 0$ in $D, C(\zeta):=\iint_{D} \zeta d x d y=C_{0}$,
where $C_{0}$ is a (suitably specified) positive constant. We claim that such a maximizer $\zeta$ yields a solution of (2.1), (2.2) having the form

$$
\begin{align*}
& \zeta=f_{s}(y, G \zeta-\mu), \quad \gamma=b^{-1}(G \zeta-\mu) \quad \text { in } \Omega:=\{G \zeta>\mu\}  \tag{2.15}\\
& \zeta=0, \quad \gamma=0 \quad \text { in } D \backslash \Omega
\end{align*}
$$

where $\mu$ is the Lagrange multiplier for the constraint $C(\zeta)=C_{0}$. To verify the claim we calculate the variational conditions at a maximizer $\zeta$; we get

$$
\Phi^{\prime}(\zeta)-\mu=0 \quad \text { on }\{\zeta>0\}, \quad \Phi^{\prime}(\zeta)-\mu \leqq 0 \quad \text { on }\{\zeta=0\}
$$

where $\Phi^{\prime}(\zeta)=G \zeta-f_{\sigma}^{*}(y, \zeta)$ is the Fréchet derivative of $\Phi$ at $\zeta$. These conditions imply the claimed expression for $\zeta$, since $\left\{0<\zeta<f_{s}(y, 0)\right\} \subseteq\{G \zeta=\mu\}$, and hence, invoking the argument of Corollary 2.3 in [13], meas $\left\{0<\zeta<f_{s}(y, 0)\right\}=0$. (If $f_{s}(y, 0)=0$, then $\zeta$ is continuous across $\partial \Omega$.) The claimed expression for $\gamma$ is immediate from (2.12). That $\zeta$ and $\gamma$ given by (2.15) satisfy (2.1) and (2.2) follows exactly as in the deviation of (VP2). Thus, we have the desired variational characterization of steady vortex rings with swirl in a bounded domain $\hat{D}$.

We formulate the constrained maximization problem for steadily translating vortex rings with swirl in $\mathbf{R}^{3}$ in the same way. In this case the objective functional $\Phi(\zeta)$ (defined by (2.11) with $\mathbf{R}_{+}^{2}$ replacing $D$ ) is maximized subject to the constraints

$$
\begin{equation*}
\zeta \geqq 0 \quad \text { in } \quad \mathbf{R}_{+}^{2}, \quad C(\zeta):=\iint_{\mathbf{R}_{+}^{2}} \zeta d x d y=C_{0}, \quad P(\zeta):=\iint_{\mathbf{R}_{+}^{2}} y \zeta d x d y=P_{0} . \tag{2.16}
\end{equation*}
$$

The maximizer $\zeta$ then yields a solution of (2.1), (2.2) having the form

$$
\begin{align*}
& \zeta=f_{s}(y, G \zeta-c y-\mu), \quad \gamma=b^{-1}(G \zeta-c y-\mu) \quad \text { in } \Omega:=\{G \zeta>c y+\mu\}, \\
& \zeta=0, \quad \gamma=0 \quad \text { in } \mathbf{R}_{+}^{2} \backslash \Omega \tag{2.17}
\end{align*}
$$

where $c$ and $\mu$ are the Lagrange multipliers for the constraints $P(\zeta)=P_{0}$ and $C(\zeta)=C_{0}$, respectively. The additional constraint, $P(\zeta)=P_{0}$ fixes the $z$-component of linear impulse (see [2]), a further conserved quantity in this case given by

$$
2 \pi \iint_{\mathbf{R}_{+}^{2}} y \zeta d x d y=\frac{1}{2} \int_{R^{3}} r \omega^{\theta} d v .
$$

The constant $c$ represents the translational velocity, and is determined by the solution.
It is important to note that both the problem in $D$ with constraints (2.14) and the problem in $\mathbf{R}_{+}^{2}$ with constraints (2.16) can be naturally nondimensionalized by appropriately normalizing their constraint values. Indeed, if $L$ and $U$ are characteristic length and velocity scales, respectively, then the constraint values scale according to $C_{0}=$ $U L C_{0}^{*}$ and $P_{0}=U L^{4} P_{0}^{*}$ when expressed in terms of dimensionless variables (indicated by stars): $x=L x^{*}, y=L^{2} y^{*}, \zeta=U L^{-2} \zeta^{*}$, etc. Therefore, throughout the sequel we
will assume that $C_{0}=1$ and diameter $(D)=1$ (say) when dealing with solutions in a bounded domain $\hat{D}$, and that $C_{0}=1$ and $P_{0}=1$ when dealing with solutions in all of space $\mathbf{R}^{3}$.

We remark that the steady flows considered above can also be characterized in terms of their streamfunctions $\psi$, and a variational problem for $\psi$, which is dual to (VP2), can be given. However, we prefer the equivalent formulation in $\zeta$ because (i) it is more closely tied to governing dynamical equations (through (VP1)), (ii) the constraints imposed in (2.14) and (2.16) are more natural physically than a specification of $\mu$ and $c$, and (iii) the asymptotic properties of concentrated vortex rings with swirl are more readily obtained (see § 4). These advantages have been utilized in the theory of steady vortex rings without swirl in [3] and [11].
3. Existence theorems. In this section we state and prove two existence theorems for vortex rings with swirl: Theorem 1 concerns steady solutions in a bounded (axisymmetric) domain $\hat{D} \subset \mathbf{R}^{3}$, while Theorem 2 concerns steadily translating solutions in $\mathbf{R}^{3}$. We establish both of these theorems by applying direct variational methods to the corresponding constrained maximization problems formulated in § 2. This approach is quite standard and has been used before in similar problems. The results obtained in [5] parallel those in our Theorem 1, but unlike that paper we treat the case when the domain $\hat{D}$ contains a portion of the $z$-axis (where certain singularities arise). Also, the results of our Theorem 2 are analogous to those established in [11], although the approach we take in the present paper is more direct.

For the sake of simplicity in the exposition we will restrict our detailed discussion in this section to the "classical" case when

$$
\begin{equation*}
a(t)=-\alpha t, \quad b(t)=\beta t \quad \text { for given positive constants } \alpha \text { and } \beta . \tag{3.1}
\end{equation*}
$$

This special case illustrates well the general case: some instances of the general case for which the same results hold are discussed later in this section.

In the first theorem the constrained maximization problem under consideration is defined on the class of competing functions

$$
\begin{equation*}
K(D)=\left\{\zeta \in L^{1}(D): \zeta \geqq 0 \text { a.e., } \iint_{D} \zeta d x d y \leqq 1, \iint_{D} y \zeta^{2} d x d y<+\infty\right\} . \tag{3.2}
\end{equation*}
$$

The constraint $C(\zeta)=1$ is relaxed to an inequality here for technical reasons related to the range of the given parameters $\alpha$ and $\beta$. We recall that the objective functional introduced in $\S 2$, specialized according to (3.1), is defined as

$$
\begin{equation*}
\Phi(\zeta)=\iint_{D}\left[\frac{1}{2} \zeta G \zeta-y \beta^{2}\left(\zeta-\frac{\alpha}{\beta}\right)_{+}^{2}\right] d x d y . \tag{3.3}
\end{equation*}
$$

We let $\chi_{\Omega}$ denote the characteristic function of $\Omega \subseteq D$.
Theorem 1. For every prescribed $0 \leqq \alpha<+\infty, 0<\beta<+\infty$ there exists a solution $\zeta \in K(D)$ of the problem

$$
\begin{equation*}
\text { maximize } \Phi(\zeta) \text { subject to } \zeta \in K(D) \tag{3.4}
\end{equation*}
$$

and there exists a multiplier $\mu>0$ such that

$$
\begin{equation*}
\zeta=\frac{1}{2 y \beta^{2}}(G \zeta-\mu)_{+}+\frac{\alpha}{\beta} \chi_{\{G \zeta-\mu>0\}} \text { in } D . \tag{3.5}
\end{equation*}
$$

Furthermore, whenever $\mu>0$ there holds
$\zeta$ has compact support in $D, C(\zeta)=1$.

Remark. The condition that $\mu>0$ is ensured whenever $\beta$ is small enough depending on $\alpha$, and this property is proved in $\S 4$. The exact range of the parameter $\beta$, an interval $0<\beta<\beta^{*}(\alpha)$, for which solutions satisfying (3.6) exist is best determined numerically using the method given in [8].

Proof. We first construct a maximizer for $\Phi$ over $K(D)$. To be able to treat the case when $\hat{D} \cap\{r=0\} \neq \varnothing$, it is necessary to reexpress the problem in terms of the $(z, r, \theta)$ coordinates and the naturally associated vector fields:

$$
\begin{equation*}
\hat{\zeta}=r \zeta(z, r) e_{\theta}, \quad \hat{\psi}=\frac{1}{r} \psi(z, r) e_{\theta} \quad \text { in } D . \tag{3.7}
\end{equation*}
$$

We verify that $L \psi=\zeta$ in $D$ with $\psi=0$ on $\partial D$ if and only if $-\Delta \hat{\psi}=\hat{\zeta}$ in $\hat{D}$ with $\hat{\psi}=0$ on $\partial \hat{D}$; we see this equivalence by virtue of the identity $-\Delta \hat{\psi}=\nabla \times \nabla \times \hat{\psi}$, since $\nabla \cdot \hat{\psi}=0$. Now the terms in the objective functional $\Phi$ can be expressed in $\hat{\zeta}$ and $\hat{\psi}$. In particular, we have

$$
\frac{1}{2} \iint_{D} \zeta G \zeta d x d y=\frac{1}{2} \int_{\hat{D}} \hat{\zeta} \cdot \hat{\psi} d m=\frac{1}{2} \int_{\hat{D}}|\nabla \hat{\psi}|^{2} d m, \quad \iint_{D} y \zeta^{2} d x d y=\frac{1}{2} \int_{\hat{D}}|\hat{\zeta}|^{2} d m
$$

where we write $d m=r d r d z=(1 / 2 \pi) d v$. Also, we have

$$
\iint_{D}|\hat{\zeta}| d m \leqq R:=\max _{\hat{D}} r
$$

by the circulation constraint. An upper bound for $\Phi$ on $K(D)$ is obtained as follows. By the Sobolev inequality, we have

$$
\int_{\hat{D}}|\nabla \hat{\psi}|^{2} d m=\int_{\hat{D}} \hat{\zeta} \cdot \hat{\psi} d m \leqq\|\hat{\zeta}\|_{6 / 5}\|\hat{\psi}\|_{6} \leqq C_{1}\|\hat{\zeta}\|_{6 / 5}\left\{\int_{\hat{D}}|\nabla \hat{\psi}|^{2} d m\right\}^{1 / 2} .
$$

This yields the estimate

$$
\left\{\int_{\hat{D}}|\nabla \hat{\psi}|^{2} d m\right\}^{1 / 2} \leqq C_{2}\|\hat{\zeta}\|_{6 / 5} \leqq C_{2}\|\hat{\zeta}\|_{1}^{2 / 3}\|\hat{\zeta}\|_{2}^{1 / 3} \leqq C_{3}(R)\|\hat{\zeta}\|_{2}^{1 / 3}
$$

on application of the standard interpolation inequality. We now obtain the desired bound for $\Phi$ : for $\zeta \in K(D)$,

$$
\begin{align*}
\Phi(\zeta) & \leqq \frac{1}{2} \int_{\hat{D}}|\nabla \hat{\psi}|^{2} d m-\frac{\beta^{2}}{2} \int_{\hat{D}}|\hat{\zeta}|^{2} d m+\alpha \beta \int_{\hat{D}} r|\hat{\zeta}| d m \\
& \leqq C_{4}(R)\left\{\int_{\hat{D}}|\hat{\zeta}|^{2} d m\right\}^{1 / 3}-\frac{\beta^{2}}{2} \int_{\hat{D}}|\hat{\zeta}|^{2} d m+\alpha \beta R^{2}  \tag{3.8}\\
& \leqq C_{5}(D, \alpha, \beta)<+\infty
\end{align*}
$$

Consequently, we may take a sequence $\zeta_{j} \in K(D)$ such that (i) $\Phi\left(\zeta_{j}\right) \rightarrow$ $\sup \{\Phi(\tilde{\zeta}): \tilde{\zeta} \in K(D)\}$, (ii) $\left\|\hat{\zeta}_{j}\right\|_{2} \leqq C_{6}$, and (iii) $\hat{\zeta_{j}} \rightarrow \hat{\zeta} \in L^{2}(\hat{D})$ weakly. It follows that $\hat{\psi}_{j} \rightarrow \hat{\psi}$ weakly in $H^{2}(\hat{D})$ and hence, by the standard imbedding theorem, that $\hat{\psi}_{j} \rightarrow \hat{\psi}$ strongly in $H_{0}^{1}(\hat{D})$. Thus, we have the continuity of the first term of $\Phi$, namely,

$$
\iint_{D} \zeta_{j} G \zeta_{j} d x d y=\int_{\hat{D}}\left|\nabla \hat{\psi}_{j}\right|^{2} d m \rightarrow \int_{\hat{D}}|\nabla \hat{\psi}|^{2} d m=\iint_{D} \zeta G \zeta d x d y
$$

Also, we have the lower semicontinuity of the second term, namely,

$$
\liminf _{j \rightarrow+\infty} \iint_{D} y\left(\zeta_{j}-\frac{\alpha}{\beta}\right)_{+}^{2} d x d y \geqq \iint_{D} y\left(\zeta-\frac{\alpha}{\beta}\right)_{+}^{2} d x d y
$$

This follows from the convexity of this term combined with the identity $2 y \zeta=r e_{\theta} \cdot \hat{\zeta}$, which implies that $\zeta_{j} \rightarrow \zeta$ weakly in $L^{2}(D)$ with respect to the measure $y d x d y$. Consequently, we may conclude that $\Phi(\zeta)=\lim _{j \rightarrow+\infty} \Phi\left(\zeta_{j}\right)=\sup \Phi$, with $\zeta \in K(D)$. (We note that the statement that limits $\hat{\zeta}$ and $\hat{\psi}$ have the form (3.7) is easily checked.)

The derivation of the variational conditions (3.5) is sketched in § 2 in the general case. In the present case, if $\mu$ is the multiplier accounting for the constraint $C(\zeta) \leqq 1$, then we have, by maximality,

$$
0 \geqq \iint_{D}\left[G \zeta-\mu-2 y \beta^{2}(\zeta-\alpha / \beta)_{+}\right] \delta \zeta d x d y
$$

for all variations $\delta \zeta$ that respect the constraint $\zeta \geqq 0$ almost everywhere in $D$. This inequality implies that

$$
\begin{array}{ll}
G \zeta-\mu=2 y \beta^{2}(\zeta-\alpha / \beta)_{+} & \text {whenever } \zeta>0, \\
G \zeta-\mu \leqq 0 & \text { whenever } \zeta=0, \tag{3.9}
\end{array}
$$

which further implies that $\{0<\zeta<\alpha / \beta\} \subseteq\{G \zeta=\mu\}$. The stated form (3.5) then follows immediately.

To complete the proof we must establish (3.6) when $\mu>0$, by assumption. Since $\hat{\zeta} \in L^{2}(\hat{D})$, we have that $\hat{\psi} \in H_{0}^{1}(\hat{D}) \cap H^{2}(\hat{D}) \subseteq C^{1 / 2}(\hat{D} \cup \partial \hat{D})$, by the Morrey-Sobolev imbedding theorem. Then we must have $\left.\hat{\psi}\right|_{r=0}=0$, by continuity, and hence $\psi=r|\hat{\psi}|=$ $o(r)$ as $r \rightarrow 0^{+}$. Now since $\mu>0$, it follows that supp $\zeta \subseteq\{\psi \geqq \mu\} \subseteq D \cap\{y>\delta\}$ for some $\delta>0$, and thus we conclude that $\operatorname{supp} \zeta$ is a compact subset of $D$. The fact that the corresponding multiplier is nonzero ensures that equality holds in the circulation constraint.

The above theorem provides a solution pair $\zeta, \gamma$ of the system (2.1), (2.2) in the "classical" case (3.1), and that solution pair is expressed as

$$
\begin{equation*}
\zeta=\frac{1}{2 y \beta^{2}} \tilde{\psi}_{+}+\frac{\alpha}{\beta} \chi_{\{\tilde{\psi}>0\}}, \quad \gamma=\frac{1}{\beta} \tilde{\psi}_{+} \quad \text { with } \tilde{\psi}=G \zeta-\mu . \tag{3.10}
\end{equation*}
$$

The theorem generalizes in a straightforward way to a class of problems where the structure functions $a, b \in C^{2}[0,+\infty)$ satisfy (2.6) and $f(y, s)$ defined in (2.7) is strictly convex in $s$ for $s>0$. In particular, it suffices that $a(t)$ and $b(t)$ satisfy

$$
\begin{array}{ll}
a(0)=0, & -\alpha_{1} \leqq a^{\prime}(t) \leqq 0, \\
b(0)=0, & a_{0}^{\prime \prime}(t) b^{\prime}(t) \leqq b^{\prime}(t) \leqq \beta_{1}, \quad b^{\prime}(t)>t b^{\prime \prime}(t), \tag{3.12}
\end{array}
$$

for all $t \geqq 0$, where $\alpha_{1}, \beta_{0}, \beta_{1}$ are positive constants. The solution pair $\zeta, \gamma$ is then expressible as

$$
\begin{align*}
& \zeta=\frac{b^{-1}(\tilde{\psi})}{2 y b^{\prime}\left(b^{-1}(\tilde{\psi})\right)}-\frac{a^{\prime}\left(b^{-1}(\tilde{\psi})\right)}{b^{\prime}\left(b^{-1}(\tilde{\psi})\right)} \text { in }\{\tilde{\psi}>0\}, \quad \zeta=0 \quad \text { in }\{\tilde{\psi} \leqq 0\}, \\
& \gamma=b^{-1}(\tilde{\psi}) \quad \text { in }\{\tilde{\psi}>0\}, \quad \gamma=0 \quad \text { in } \quad\{\tilde{\psi} \leqq 0\} . \tag{3.13}
\end{align*}
$$

It follows from this that $\zeta \in L^{\infty}(D)$ and that $\zeta$ jumps by the constant $\left|a^{\prime}(0)\right| / b^{\prime}(0)$ across the free boundary $\partial\{\tilde{\psi}>0\}$; it also follows that $\gamma \in C^{0,1}(D)$ and that, in general, $\gamma_{x}$ and $\gamma_{y}$ are discontinuous across the free boundary. In physical terms, the velocity field is continuous everywhere (and that condition defines the free-boundary condition), while the vorticity field may be discontinuous across the boundary of the vortex ring. Of course, further generalizations are certainly possible (for instance, the quadratic growth of $f(y, s)$ in $s$ can be relaxed and solutions with higher regularity can be obtained), but these extensions are left to the reader.

In the second theorem, we replace the domain $D$ by $\mathbf{R}_{+}^{2}=\{y>0\}$, and we impose the additional constraint $P(\zeta)=1$. The class of competing functions is now taken to be

$$
\begin{align*}
K\left(\mathbf{R}_{+}^{2}\right)= & \left\{\zeta \in L^{1}\left(\mathbf{R}_{+}^{2}\right): \zeta \geqq 0 \text { a.e., } \iint_{\mathbf{R}_{+}^{2}} \zeta d x d y \leqq 1,\right. \\
& \left.\iint_{\mathbf{R}_{+}^{2}} y \zeta d x d y \leqq 1, \iint_{\mathbf{R}_{+}^{2}} y \zeta^{2} d x d y<+\infty\right\} . \tag{3.14}
\end{align*}
$$

Both of the constraints $C(\zeta)=1$ and $P(\zeta)=1$ are relaxed to inequalities here again for technical reasons. The proof of existence of solutions follows much as in the preceding theorem, except that it is complicated by the fact that the domain is now unbounded.

Theorem 2. For every prescribed $0 \leqq \alpha<+\infty, 0<\beta<+\infty$, there exists a solution $\zeta \in K\left(\mathbf{R}_{+}^{2}\right)$ of the problem
maximize $\Phi(\zeta)$ subject to $\zeta \in K\left(\mathbf{R}_{+}^{2}\right)$
and there exist multipliers $\mu \geqq 0$ and $c>0$ such that

$$
\begin{equation*}
\zeta=\frac{1}{2 y \beta^{2}}(G \zeta-c y-\mu)_{+}+\frac{\alpha}{\beta} \chi_{\{G \zeta-c y-\mu>0\}} \text { in } \mathbf{R}_{+}^{2} ; \tag{3.16}
\end{equation*}
$$

also, $\zeta$ is symmetrized about $x=0$, in the sense that

$$
\begin{equation*}
\zeta(x, y)=\zeta(-x, y) \text { and } \zeta(x, y) \geqq \zeta\left(x^{\prime}, y\right) \text { whenever } 0 \leqq x \leqq x^{\prime} . \tag{3.17}
\end{equation*}
$$

Furthermore, $P(\zeta)=1$ holds and whenever $\mu>0$ there also holds

$$
\begin{equation*}
\zeta \text { has compact support in } \mathbf{R}_{+}^{2}, C(\zeta)=1 . \tag{3.18}
\end{equation*}
$$

Remark. As in Theorem 1, the condition that $\mu>0$ is ensured whenever $\beta$ is small enough depending on $\alpha$. In fact, the range $0<\beta<\beta^{*}(\alpha)$ in Theorem 2 is known explicitly, since the limiting case $\beta=\beta^{*}(\alpha)$ corresponds to a spherical vortex with swirl found by Moffatt [12]. A complete discussion of these Moffatt vortices and the role they play in determining the range of the given parameters $\alpha$ and $\beta$ is given in [8], where the vortex rings with swirl proven to exist in this theorem are exhibited numerically.

Proof. We use the same direct variational method as in the proof of Theorem 1, leaving some of the technical details to the reader. As before, we introduce $\hat{\zeta}$ and $\hat{\psi}$ defined by (3.7). However, the constraints $C(\zeta) \leqq 1$ and $P(\zeta) \leqq 1$ now imply the bound

$$
\int_{\mathbf{R}^{3}}|\hat{\zeta}| d m \leqq \int_{\mathbf{R}^{3}} \frac{1}{2}\left(r+r^{-1}\right)|\hat{\zeta}| d m=\iint_{\mathbf{R}_{+}^{2}}\left(y+\frac{1}{2}\right) \zeta d x d y \leqq \frac{3}{2} .
$$

In turn, this yields the bound

$$
\begin{equation*}
\Phi(\zeta) \leqq C_{4}\left\{\int_{\mathbf{R}^{3}}|\hat{\zeta}|^{2} d m\right\}^{1 / 3}-\frac{\beta}{2 \lambda} \int_{\mathbf{R}^{3}}|\hat{\zeta}|^{2} d m+2 \alpha \beta \leqq C_{5}(\alpha, \beta)<+\infty, \tag{3.19}
\end{equation*}
$$

where, in contrast to (3.8), the constant $C_{4}$ is independent of the size of the support of $\hat{\zeta}$. It follows that there is a sequence $\zeta_{j} \in K\left(\mathbf{R}_{+}^{2}\right)$ such that (i) $\Phi\left(\zeta_{j}\right) \rightarrow$ $\sup \left\{\Phi(\tilde{\zeta}): \tilde{\zeta} \in K\left(\mathbf{R}_{+}^{2}\right)\right\}$, (ii) $\left\|\hat{\zeta}_{j}\right\|_{2} \leqq C_{6}$, and (iii) $\hat{\zeta}_{j} \rightarrow \hat{\zeta} \in L^{2}\left(\mathbf{R}^{3}\right)$ weakly. Furthermore, using the standard arguments (see [9]), we may replace each $\zeta_{j}(x, y)$ by its symmetrical rearrangement in the $x$ variable so that the properties (3.16) hold for each $\zeta_{j}$; in this procedure we use the fact that symmetrization in $x$ does not alter the constraints and
does not decrease the objective functional. Now, however, we are able to assert only that $\hat{\psi}_{j} \rightarrow \hat{\psi}$ strongly in $H^{1}\left(B_{\rho}\right)$, where $B_{\rho}=\left\{z^{2}+r^{2}<\rho^{2}\right\}$ for every fixed $\rho<+\infty$. Consequently, the proof of continuity of the first term of $\Phi_{\lambda}$ requires careful justification. This is provided by the estimate

$$
\begin{equation*}
\left|\hat{\psi}_{j}(z, r)\right| \leqq \eta\left(\sqrt{z^{2}+r^{2}}\right) \quad \text { where } \eta(\rho) \downarrow 0 \quad \text { as } \rho \rightarrow+\infty \text {. } \tag{3.20}
\end{equation*}
$$

Indeed, given such a rate of decay for $\left|\hat{\psi}_{j}\right|$ (independently of $j$ ) we conclude that

$$
\iint_{z^{2}+r^{2} \geqq \rho^{2}} \zeta_{j} G \zeta_{j} d x d y=\int_{\mathbf{R}^{3} \backslash B_{\rho}} \hat{\zeta}_{j} \cdot \hat{\psi}_{j} d m \leqq \frac{3}{2} \eta(\rho),
$$

and similarly for $\zeta$; this combined with the fact that

$$
\iint_{z^{2}+r^{2}<\rho^{2}} \zeta_{j} G \zeta_{j} d x d y=\int_{B_{\rho}}\left|\nabla \hat{\psi}_{j}\right|^{2} d m \rightarrow \int_{B_{\rho}}|\nabla \hat{\psi}|^{2} d m=\iint_{z^{2}+r^{2}<\rho^{2}} \zeta G \zeta d x d y
$$

for arbitrarily large $\rho<+\infty$, clearly yields the desired conclusion. The proof of the claimed estimate ( 3.20 ) depends upon the fact that $\hat{\psi}_{j}$ is expressible as the potential of $\hat{\zeta}_{j}$, namely, $\hat{\psi}_{j}=k_{*} \hat{\zeta}_{j}$ (component-wise), where $k=k(\rho)=1 / 4 \pi \rho$ is the fundamental solution of $-\Delta$ in $\mathbf{R}^{3}$-and $\left|\hat{\zeta}_{j}\right|$ is axisymmetric, symmetrized in $z$, and $\left\|\hat{\zeta}_{j}\right\|_{1} \leqq C_{1}$, $\left\|\hat{\zeta}_{j}\right\|_{2} \leqq C_{2}$ for constants $C_{1}, C_{2}$ independent of $j$. A derivation of such an estimate can be given by modifying the calculations made in [10], where an analogous result is proved with the $L^{\infty}$-bound $\left\|\hat{\zeta}_{j}\right\|_{\infty} \leqq C_{2}$ replacing the $L^{2}$-bound; the resulting estimate shown in Theorem 2.5 of [10] involves $\eta(\rho)=C_{3} \rho^{-1} \log \left(1+C_{4} \rho\right)$, and an analogous expression follows in the present case. Since the details of this argument are rather lengthy and are of technical interest only, we will omit them here. The lower semicontinuity of the second term in $\Phi$ follows as before. Therefore, we have that $\Phi(\zeta)=$ $\lim _{j \rightarrow \infty} \Phi\left(\zeta_{j}\right)=\sup _{K} \Phi$, with $\zeta \in K\left(\mathbf{R}_{+}^{2}\right)$.

The variational conditions (3.15) follow using the standard methods, with multipliers $c, \mu \in \mathbf{R}$ uniquely determined by the extremal $\zeta$. That $c, \mu \geqq 0$ follows from the observation that $|\hat{\zeta}|=r \zeta=(\psi-c r / 2-\mu / r)^{+} \geqq(-c r / 2-\mu / r)^{+}$in $\mathbf{R}^{3}$ with $|\hat{\zeta}| \in L^{1}\left(\mathbf{R}^{3}\right)$. Thus, $c<0$ implies $|\hat{\zeta}| \geqq|c| r / 2-|\mu| / r$ for large $r$, which is impossible; and, $\mu<0$ implies $|\hat{\zeta}| \geqq|\mu| / r-|c| r / 2$ for small $r$, which is impossible. The strict positivity of $c$ is an immediate consequence of the following identity, which is interesting in itself:

$$
\begin{equation*}
2 c=\iint_{\mathbf{R}_{+}^{2}}\left[\frac{1}{2} \zeta G \zeta+\beta^{2} y\left(\zeta-\frac{\alpha}{\beta}\right)_{+}^{2}+6 \alpha \beta y\left(\zeta-\frac{\alpha}{\beta}\right)_{+}\right] d x d y . \tag{3.21}
\end{equation*}
$$

To prove this we use an alternative expression for the energy associated with flow in the meridional planes, namely,

$$
\begin{equation*}
\frac{1}{2} \iint_{\mathbf{R}_{+}^{2}}\left[\frac{1}{2 y} \psi_{x}^{2}+\psi_{y}^{2}\right] d x d y=\iint_{\mathbf{R}_{+}^{2}}\left(x \psi_{x}+2 y \psi_{y}\right) L \psi d x d y . \tag{3.22}
\end{equation*}
$$

This formula is verified by an integration by parts argument; its complete derivation is given in Lemma 3.1 of [11]. Now we let $\tilde{\psi}=\psi-c y-\mu$, and using (3.22) we obtain the expression

$$
\begin{aligned}
\frac{1}{2} \iint_{\mathbf{R}_{+}^{2}} \zeta G \zeta d x d y & =\frac{1}{2} \iint_{\mathbf{R}_{+}^{2}}\left[\frac{1}{2 y} \psi_{x}^{2}+\psi_{y}^{2}\right] d x d y \\
& =\iint_{\mathbf{R}_{+}^{2}}\left[x \tilde{\psi}_{x}+2 y(\tilde{\psi}+c y)_{y}\right] \zeta d x d y
\end{aligned}
$$

But an integration by parts yields

$$
\begin{aligned}
& \iint_{\mathbf{R}_{+}^{2}} x \tilde{\psi}_{x} \zeta d x d y= \iint_{\mathbf{R}_{+}^{2}} x \tilde{\psi}_{x}\left[\frac{1}{2 y \beta^{2}} \tilde{\psi}_{+}+\frac{\alpha}{\beta} \chi_{\{\tilde{\psi}>0\}}\right] d x d y \\
&=-\iint_{\mathbf{R}_{+}^{2}}\left[\frac{1}{4 y \beta^{2}} \tilde{\psi}_{+}^{2}+\frac{\alpha}{\beta} \tilde{\psi}_{+}\right] d x d y, \\
& \iint_{\mathbf{R}_{+}^{2}} 2 y(\tilde{\psi}+c y)_{y} \zeta d x d y= \iint_{\mathbf{R}_{+}^{2}} \tilde{\psi}_{y}\left[\frac{1}{\beta^{2}} \tilde{\psi}_{+}+\frac{2 y \alpha}{\beta} \chi_{\{\tilde{\psi}>0\}}\right] d x d y \\
&+2 c \iint_{\mathbf{R}_{+}^{2}} y \zeta d x d y \\
&=-\iint_{\mathbf{R}_{+}^{2}} \frac{2 \alpha}{\beta} \tilde{\psi}_{+} d x d y+2 c .
\end{aligned}
$$

The claimed identity (3.21) now follows using the substitution $\tilde{\psi}_{+}=2 y \beta^{2}(\zeta-\alpha / \beta)_{+}$.
We note that equality must hold in the constraint $P(\zeta) \leqq 1$ since $c$ is nonzero. It remains to establish (3.17) when $\mu>0$, by assumption. First, we note, as before, that equality must hold in the constraint $C(\zeta) \leqq 1$. Next, we demonstrate that supp $\zeta \subseteq$ $\left\{|x| \leqq \delta^{-1}, \delta \leqq y \leqq \delta^{-1}\right\}$ for some $\delta>0$. The required bounds in $y$ follow directly from the fact that $\psi \geqq c y+\mu$ in supp $\zeta$, since this implies that $c r / 2+\mu r^{-1} \leqq|\hat{\psi}| \leqq C_{6}$ in supp $\zeta$. The required bounds in $x$ follow from the inequality

$$
2|x| y \leqq c^{-2} \iint_{\mathbf{R}_{+}^{2}} \zeta G \zeta d x^{\prime} d y^{\prime} \quad \text { for all }(x, y) \in \operatorname{supp} \zeta .
$$

To show this we use the fact that $\psi\left(x^{\prime}, y\right)=\psi\left(-x^{\prime}, y\right)$ and $\psi\left(x^{\prime}, y\right) \geqq \psi(x, y)$ for all $0<x^{\prime}<x$ (a consequence of (3.16)), because then we obtain

$$
\begin{aligned}
2 c|x| y & \leqq \int_{-|x|}^{|x|} \psi\left(x^{\prime}, y\right) d x^{\prime}=\int_{-|x|}^{|x|} \int_{0}^{y} \psi_{y^{\prime}}\left(x^{\prime}, y^{\prime}\right) d x^{\prime} d y^{\prime} \\
& \leqq(2|x| y)^{1 / 2}\left\{\iint_{\mathbf{R}_{+}^{2}} \psi_{y^{\prime}}^{2} d x^{\prime} d y^{\prime}\right\}^{1 / 2}
\end{aligned}
$$

which clearly gives the desired inequality. This completes the proof.
The above theorem supplies a solution pair $\zeta, \gamma$ of the system (2.1), (2.2) in the "classical" case (3.1), and that solution pair is expressed as

$$
\begin{equation*}
\zeta=\frac{1}{2 y \beta^{2}} \tilde{\psi}_{+}+\frac{\alpha}{\beta} \chi_{\{\tilde{\psi}>0\}}, \quad \gamma=\frac{1}{\beta} \tilde{\psi}_{+} \quad \text { with } \tilde{\psi}=G \zeta-c y-\mu . \tag{3.23}
\end{equation*}
$$

Remarks made after Theorem 2 concerning the generalization of the existence result to a class of structure functions $a$ and $b$ satisfying (3.11) apply equally well to the results of Theorem 2.
4. Qualitative properties of vortex rings with swirl. Here we summarize some of the qualitative properties of the solutions found in Theorems 1 and 2. The specific form of the constrained maximization problem we employ in the analysis of solutions provides an especially convenient framework for the derivation of these results, particularly those pertaining to asymptotic properties. However, we will be content merely to sketch the proofs of the results stated here, since our method of analysis has appeared in several papers [7], [11], [13], [14] concerning very similar problems.

As in § 3 and in our sequel paper [8], we restrict our attention to the "classical" case in which the structure functions $a$ and $b$ satisfy (3.1). Then it is of interest to determine how the solutions $\zeta=\zeta_{\alpha, \beta}, \gamma=\gamma_{\alpha, \beta}$ depend on the given parameters $\alpha$ and $\beta$. We will first consider the dependence upon $\beta$ (for fixed $\alpha$ ), emphasizing the asymptotic limit $\beta \rightarrow 0+$ that gives concentrated vortex rings with swirl. We will then consider the dependence of these $\beta$-parametrized branches of solutions on $\alpha$, which dictates the flow structure within the vortex.

The asymptotic analysis of solutions as $\beta \rightarrow 0+$ can be accomplished with a modification of the methods given in [13]. The crucial estimates are as follows ( $C_{1}, C_{2}$, etc. denote generic positive constants independent of $\beta$ ):

$$
\begin{align*}
\operatorname{diam}(\Omega) & \leqq C_{1} \beta,  \tag{4.1}\\
\max (G \zeta-\mu)_{+} \leqq C_{2}, \quad \max \zeta & \leqq C_{3} \beta^{-2}, \quad \max \gamma \leqq C_{4} \beta^{-1} . \tag{4.2}
\end{align*}
$$

The geometric estimate (4.1) on the vortex core $\Omega=\{\tilde{\psi}>0\}$ may be derived using an extension of the arguments of Theorem 3.3 in [13]. We now briefly indicate the main steps in this derivation for the solutions found in Theorem 1. First, we note the identity

$$
\begin{equation*}
\mu=2 \Phi(\zeta)-2 \alpha \beta \iint_{D} y\left(\zeta-\frac{\alpha}{\beta}\right)_{+} d x d y \tag{4.3}
\end{equation*}
$$

which follows immediately from (3.5). Second, we establish that

$$
2 \Phi(\zeta) \geqq 2 \Phi(\hat{\zeta}) \geqq \frac{\hat{r}}{2 \pi} \log \beta^{-1}-C_{1},
$$

taking an admissible function $\hat{\zeta}=\left(1 / \pi \beta^{2}\right) \chi_{B_{\beta}(\hat{x}, \hat{y})}$ approximating a delta function centered at some point $(\hat{x}, \hat{y}) \in D$. This estimate depends upon some precise information about the Green function for $L$ in $D$; in particular, the Green function is known to have the same singular behavior as the fundamental solution for $L$ in $\mathbf{R}_{+}^{2}$ (the streamfunction for the classical circular vortex filament), which is given by

$$
k\left(z, r, z^{\prime}, r^{\prime}\right)=\frac{\left(r r^{\prime}\right)^{1 / 2}}{2 \pi} \log \xi^{-1}+O(1) \quad \text { as } \xi \rightarrow 0+
$$

where $\xi=\left[\left(z-z^{\prime}\right)^{2}+\left(r-r^{\prime}\right)^{2}\right]^{1 / 2} / 2\left(r r^{\prime}\right)^{1 / 2}$, when expressed in terms of the variables $z=x, r=\sqrt{2 y}$ (see [11]). It follows that for any $(x, y) \in \Omega$

$$
G \zeta(x, y) \geqq \mu \geqq 2 \Phi(\hat{\zeta})-C_{2} \geqq \frac{\hat{r}}{2 \pi} \log \beta^{-1}-C_{3} .
$$

A relatively crude argument using this estimate will demonstrate that diam $(\Omega)=o(1)$ as $\beta \rightarrow 0+$, and with this fact in hand (and taking $(\hat{x}, \hat{y}) \in \Omega$ ) the sharp version of the argument ( $[13$, Thm. 3.3) yields the desired estimate (4.1). These arguments rely on showing that, as a consequence of the latter inequality, if $(x, y) \in \Omega$ then

$$
\iint_{D \backslash B_{M \beta}(x, y)} \zeta\left(x^{\prime}, y^{\prime}\right) d x^{\prime} d y^{\prime} \leqq c_{4}(\log M)^{-1} \quad \text { for } M>1,
$$

and hence that $\operatorname{diam}(\Omega) \leqq 2 M \beta$, when $M$ is fixed large enough that $C_{4}(\log M)^{-1}<\frac{1}{2}$. Once (4.1) is proved, the asymptotically sharp estimates (4.2) follow from the scaling arguments given in Theorems 4.4 and 4.5 of [13]. We omit any further details here.

An obvious consequence of the identity (4.3) is the positivity of $\mu$ for small $\beta$; in fact, $\mu \geqq a_{0} \log \beta^{-1}$ for some constant $a_{0}>0$ as $\beta \rightarrow 0+$. Thus, we have justified the remark following Theorem 1 , and hence equality must hold in the constraint $C(\zeta) \leqq 1$
for small $\beta$. (Presumably, $\mu$ is positive for some parameter range $0<\beta<\beta^{*}(\alpha)$, which could be determined numerically using the method in [8].)

We see from (4.1), (4.2) that $\zeta$ tends to a unit delta function in the sense of distributions as $\beta \rightarrow 0+$. (The location at which the delta function is concentrated can be deduced from the Green function for $L$ in $D$, as is explained in Theorem 4.3 of [13].) Also, we see that $\gamma$ tends to zero in the sense of distributions as $\beta \rightarrow 0+$, even though max $\gamma \rightarrow+\infty$. This rather curious property is shared by all concentrated vortex rings with (nonzero) swirl. Consequently, the limit solution is a (typically unique) vortex filament (without swirl) in $D$ which is independent of $\alpha$. A further manifestation of this phenomenon is that the angular impulse $A(\gamma) \rightarrow 0$, while the helicity $B(\zeta, \gamma)=$ $0\left(\beta^{-1}\right)$ as $\beta \rightarrow 0+$.

Similar asymptotic results hold for the solutions found in Theorem 2, namely, steadily translating vortex rings with swirl in all of space. First, recalling (3.21), we observe that the translational speed $c$ satisfies

$$
\begin{equation*}
2 c=\Phi(\zeta)+\iint_{\mathbf{R}_{+}^{2}}\left[2 \beta^{2} y\left(\zeta-\frac{\alpha}{\beta}\right)_{+}^{2}+6 \alpha \beta y\left(\zeta-\frac{\alpha}{\beta}\right)_{+}\right] d x d y . \tag{4.4}
\end{equation*}
$$

Then, since (4.1), (4.2) are also valid for these solutions, it follows that $c \geqq b_{0} \log \beta^{-1}$ for some constant $b_{0}>0$ as $\beta \rightarrow 0+$. The identity (4.3) now holds with $\mu$ replaced by $\mu+c$, and so, in turn, it follows that $\mu \geqq a_{0} \log \beta^{-1}$ for some constant $a_{0}>0$. (In fact, the following asymptotic formulas as $\beta \rightarrow 0+$ are easily established: $\Phi(\zeta) \sim$ $(\sqrt{2} / 4 \pi) \log \beta^{-1}, c \sim \frac{1}{2} \Phi(\zeta), \mu \sim \frac{3}{2} \Phi(\zeta)$.) As before, we see that as $\beta \rightarrow 0+$

$$
\zeta \rightarrow \delta(x, y-1), \gamma \rightarrow 0 \text { in the sense of distributions, }
$$

where $\delta(x, y-1)$ is the unit delta function at $(x, y)=(0,1)$. In other words, the unique circular vortex filament with unit linear impulse is obtained as the limit solution, independently of $\alpha$.

These results justify the remark following Theorem 2, since $\mu$ is positive for small $\beta$, and hence $C(\zeta) \leqq 1$ holds as an equality. However, much more precise information on the parameter range $0<\beta<\beta^{*}(a)$ over which this holds is available and is given in [8]. There it is shown that the extreme case $\beta=\beta^{*}(\alpha)$, for which $\mu=0$, corresponds to an explicit spherical vortex found by Moffatt [12], and the function $\beta^{*}(\alpha)$ is calculated. The reader is referred there for the details as well as for a quantitative description of the solutions over the full parameter range.

We now turn to the dependence of the solutions on the parameter $\alpha$. While $\beta$ determines the cross-sectional diameter of the vortex ring with swirl, $\alpha$ controls the structure of the vortical flow within the vortex ring. When $\alpha=0$, it is readily verified that (3.10) is equivalent to the identity $u=\beta \omega$ in the vortex core. Thus, every solution with $\alpha=0$ defines a vortex ring that consists of a Beltrami flow within its vortex core. Roughly speaking, these solutions represent steady vortex flows whose swirl is maximal with respect to their meridional circulation. (Unlike simple quasi-two-dimensional flows it is not possible for the swirl $\gamma$ to take essentially arbitrary values, because of the presence of the coupling term $\partial(\gamma, \gamma / 2 y)$ in (1.12).) The opposite extreme occurs when $\alpha \rightarrow+\infty$. Since $\beta^{*}(\alpha) \rightarrow+\infty$ as $\alpha \rightarrow+\infty$ (as can be checked), there exist limit solutions $\hat{\zeta}_{\lambda}:=\lim \zeta_{\alpha, \beta}$ when $\alpha, \beta \rightarrow+\infty$ and $\alpha / \beta \rightarrow \lambda$ (provided that $\lambda>\lambda^{*}$, say). In the case of Theorem 1, these solutions satisfy

$$
\hat{\zeta}_{\lambda}=\lambda \chi_{\left\{G \hat{\xi}_{\lambda}>\mu\right\}}, \quad \hat{\gamma}_{\lambda}=0 \quad \text { in } D,
$$

which corresponds to the limit of the free-boundary problems (3.10) for finite $\alpha, \beta$. Consequently, such a limit solution represents a classical steady vortex ring without
swirl (see [3], [10]). The relevant parameter range is $\lambda^{*}<\lambda<+\infty$ where $\left(\lambda^{*}\right)^{-1}=$ $\iint_{D} d x d y$. Similar results apply in the case of Theorem 2, where a branch of steadily translating vortex rings is obtained for which $\lambda=\lambda^{*}$ gives the Hill spherical vortex and $\lambda=+\infty$ gives the circular vortex filament (both normalized by the constraints $C(\zeta)=1, P(\zeta)=1)$. In either case the general situation with $0<\alpha<+\infty$ may be viewed as mediating between the extremes described above. Hence the two-parameter family of solutions $\zeta_{\alpha, \beta}, \gamma_{\alpha, \beta}$ furnishes a very natural and precise extension of the familiar concept of a vortex ring.

We conclude by commenting that our theoretical results are tied to some interesting phenomena on the physical side. In an unpublished experiment, Bergerud [6] devised an apparatus for imparting azimuthal swirl to concentrated vortex rings, and observed that steady flows were produced when the swirl had a certain critical magnitude, while unsteady (azimuthally oscillating) flows were produced for other swirl magnitudes. It is noteworthy that the steady vortex rings with swirl he observed in water share some qualitative features with our model flows in an ideal fluid. In particular, the bound $A(\gamma) \leqq \beta P(\zeta)$, which holds for all of the solutions given in Theorem 2, confirms that the total angular impulse of any steadily translating vortex ring must be small if it is concentrated ( $\beta$ small) and has a given linear impulse ( $P(\zeta$ ) prescribed). However, further experimentation is needed before a convincing evaluation of the relevance of our solutions to vortex motions in real fluids can be made.
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# STATIONARY STOKES AND NAVIER-STOKES SYSTEMS ON TWO- OR THREE-DIMENSIONAL DOMAINS WITH CORNERS. PART I: LINEARIZED EQUATIONS* 
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#### Abstract

The $H^{s}$-regularity ( $s$ being real and nonnegative) of solutions of the Stokes system in domains with corners is studied. In particular, a $H^{2}$-regularity result on a convex polyhedron that generalizes Kellogg and Osborn's result on a convex polygon to three-dimensional domains is stated. Sharper regularity on a cube and on other domains with corners is attained. Conditions for the problem to be Fredholm are also given, and its singular functions along with those of the nonlinear problem are studied in the second part of this paper.
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1. Introduction. The linearized equations corresponding to the Navier-Stokes system describing gas-dynamics consist of the following Stokes system in $\mathbf{R}^{n}$ ( $n=2$ or 3):

$$
\begin{equation*}
-\Delta \vec{u}+\nabla p=\vec{f}, \quad \operatorname{div} \vec{u}=g \tag{1.1}
\end{equation*}
$$

where $\vec{u}=\left(u_{1}, \cdots, u_{n}\right)$ is the speed of the fluid, $p$ its pressure, and $\vec{f}$ the strength field. On a domain $\Omega$, the boundary conditions are

$$
\begin{equation*}
\vec{u}_{\mid \partial \Omega}=0 . \tag{1.2}
\end{equation*}
$$

The problem (1.1)-(1.2) can be approached as an elliptic boundary value problem as in the paper by Agmon, Douglis, and Nirenberg [1]. On the other hand, it may be proved by a variational method (see Temam [22]) that for a bounded domain $\Omega$ and data $(\vec{f}, g)$ in the product of Sobolev spaces $\left[H^{-1}(\Omega)\right]^{n} \times L^{2}(\Omega)$ with the compatibility condition

$$
\begin{equation*}
\int_{\Omega} g d X=0 \tag{1.3}
\end{equation*}
$$

there exists a unique solution $(\vec{u}, p)$ of (1.1)-(1.2) in the space $\left[\dot{H}^{1}(\Omega)\right]^{n} \times\left[L^{2}(\Omega) / \mathbf{C}\right]$. Here, as usual, $\dot{H}^{1}(\Omega)$ denotes the $H^{1}$-space with null traces on the boundary, and $H^{-1}$ is its dual with respect to the $L^{2}$-duality.

Thus, if $(\vec{f}, g)$ is more regular, let us say

$$
\begin{equation*}
\vec{f} \in\left[H^{s-1}(\Omega)\right]^{n} \quad \text { and } \quad g \in H^{s}(\Omega), \quad s>0, \tag{1.4}
\end{equation*}
$$

then, when $\Omega$ has a smooth boundary, we draw from [1] and interpolation (cf. [23]), that

$$
\begin{equation*}
\vec{u} \in\left[H^{s+1}(\Omega)\right]^{n} \quad \text { and } \quad p \in H^{s}(\Omega) . \tag{1.5}
\end{equation*}
$$

But, in the case of physical domains, or for partition of domains in numerical analysis, it is natural to study the case when $\Omega$ has corners.

In two-dimensional domains (2D), when $\Omega$ is a polygon, we have Kondrat'ev's [12] and Grisvard's [10] results for the divergence-free system ( $g=0$ : incompressible fluid) in spaces with integer exponents; for the general system (1.1), we have Osborn's

[^5]results [19], Dauge's results [5] in weighted Sobolev spaces, and the regularity result of Kellogg and Osborn [11].

In three-dimensional domains (3D), Maz'ja and Plamenevskii study the problem (1.1)-(1.2) for a large class of domains in weighted Sobolev spaces: the results are announced in [15] and proved in [16], [17a], [17b]. The spaces are general $L^{p}$-Sobolev spaces with weight (of Kondrat'ev type) and also Hölder classes with weight. Merigot [18] and Grisvard [10] have also used $L^{p}$-Sobolev spaces in the 2D divergence-free problem on a polygon.

In this paper we state precise results of regularity in the ordinary spaces (1.4), (1.5). Among other things, the Sobolev spaces with real exponents are useful for studying the nonlinear Navier-Stokes system (Part II of this work is forthcoming), and for successive approximation schemes (see [20]).

Theorems 5.4 and 5.5 in 2D are a generalization of [10] and [11]. In 3D we get new results. For several examples of domains, we hereafter indicate a condition on $s$ under which the solution $(\vec{u}, p)$ of (1.1)-(1.2) with $(\vec{f}, g)$ in the space (1.4) has the regularity of (1.5), provided $g$ is zero at the singular points of $\Omega$ if $s \geqq 1$ (cf. [11] and the definition (9.17)):

If $\Omega$ is any domain in our class of domains with corners $\mathscr{O}_{3}$ (introduced in $\S 2$ below), $s<0.5$.

$$
\begin{equation*}
\text { If } \Omega=Q_{1} \backslash Q_{2} \text { where } Q_{1} \text { and } Q_{2} \text { are two rectangular parallelepipeds with } \tag{1.6}
\end{equation*}
$$ the same axes, $s \leqq 0.544$ (approximate value).

If $\Omega$ is any convex domain in our class $\mathscr{O}_{3}, s \leqq 1$.
If $\Omega$ is any convex domain with wedge angles $\leqq 2 \pi / 3, s<3 / 2$.
If $\Omega$ is any cylinder with convex polygonal base, and angles $<2 \pi / 3$, $s \leqq 3 / 2$.
(1.11) If $\Omega$ is any cylinder with smooth base, $s<2$.
(1.12) If $\Omega$ is a half-ball, $s<2$.

When we say a cylinder, we mean a bounded cylinder truncated perpendicularly to its generating lines.

The plan of this paper is as follows. In $\S 2$ we introduce our classes of domains and the functional spaces. In § 3 we recall general results from Dauge's works [6] and [9], and we apply them to the problem (1.1)-(1.2). As these results are based on a special condition of injectivity about tangent problems, in $\S 4$ we link that condition to the usual one used by Kondrat'ev in [12]. In § 5 we recall some properties of the characteristic equation $\sin ^{2} \lambda \omega-\lambda^{2} \sin ^{2} \omega=0$, we give a graph and tables of values for its roots, and we state results in 2D. In § 6 we study the domains in 3D that have edges, but no vertices. In $\S 7$ we study the tangent problem in a three-dimensional cone, which gives rise to a quantity linked with the Laplace-Beltrami operator that we estimate in § 8. Finally, we state 3D results in § 9.
2. Classes of domains and functional spaces. Our classes of domains contain various curvilinear polygons (in 2D) and polyhedra or domains with piecewise-smooth boundary (in 3D).
2.1. Plane and spherical domains. Our class $\mathscr{O}_{2}\left(\mathbf{R}^{2}\right)$ of plane domains consists of all curvilinear polygons, possibly with cracks but without cusps (or turning points): $\Omega$ is in $\mathcal{O}_{2}\left(\mathbf{R}^{2}\right)$ if and only if it enjoys the following properties:
(i) $\Omega$ is bounded and connected.
(ii) The boundary of $\Omega$ consists of a finite number of smooth closed arcs $\Gamma_{1}, \cdots, \Gamma_{N}, \Gamma_{N+1}=\Gamma_{1}$.
(iii) Let $A_{j}$ and $A_{j+1}$ be the ends of $\Gamma_{j}$; the $A_{j}$ for $j=1, \cdots, N$ are the vertices of $\Omega$ and at the neighborhood of $A_{j}, \Omega$ is locally diffeomorphic to a neighborhood of zero in a plane sector $\Gamma_{A_{j}}$.

In the case when one of the sectors $\Gamma_{A_{j}}$ has its opening equal to $2 \pi$, we have a crack and we dissociate the two sides of the crack as in Fig. 1.


Fig. 1
In both cases, $A_{4}$ is at the bottom of the crack and $\Gamma_{3}$ and $\Gamma_{4}$ coincide in the neighborhood of $A_{4}$.

Let us note that condition (iii) may be rewritten in the following form. If the tangents of $\Gamma_{j}$ and $\Gamma_{j+1}$ coincide in $A_{j}$, then $\Gamma_{j}$ and $\Gamma_{j+1}$ coincide in a neighborhood of $\boldsymbol{A}_{j}$.

We denote by $A_{0}(\Omega)$ the set $\left\{A_{1}, \cdots, A_{N}\right\}$ and denote simply by $x$ any element of $A_{0}(\Omega)$. Thus, for $x=A_{j}, \Gamma_{A_{j}}$ is denoted by $\Gamma_{x}$.

In the same way we define the class $\mathscr{O}_{2}\left(S^{2}\right)$ of curvilinear polygons on the unit sphere of $\mathbf{R}^{3}$.
2.2. Three-dimensional domains. $\Omega$ belongs to $\mathscr{O}_{3}\left(\mathbf{R}^{3}\right)$ if and only if it satisfies the following conditions:
(i) $\Omega$ is bounded and connected.
(ii) At each point $x$ of its "stretched" boundary, $\Omega$ is locally diffeomorphic to a neighborhood of zero in one of the following three kinds of domains:
(1) A half-space: then $x$ is a regular point;
(2) A dihedron isomorphic to $\mathbf{R} \times \Gamma_{x}$, with $\Gamma_{x}$ a plane sector with an opening $\omega_{x}$ different from $\pi$ : then $x$ belongs to an edge;
(3) A cone $\Gamma_{x}$ with vertex zero (which is not a dihedron), such that its intersection $G_{x}$ with $S^{2}$ belongs to $\mathscr{O}_{2}\left(S^{2}\right)$ : then $x$ is a vertex.

Let $A_{0}(\Omega)$ be the set of vertices and $A_{1}(\Omega)$ be the union of the edges.
The stretched boundary is the notion corresponding to the doubling of the boundary when there is a crack in 2D. This is more completely explained in $\S 2$ of [9].

Note that if $\Omega$ has a piecewise-smooth boundary, and its faces meet two by two or three by three with independent normals at meeting points, then $\Omega$ belongs to our class $\mathscr{O}_{3}\left(\mathbf{R}^{3}\right)$.
2.3. Sobolev spaces. For a positive integer $s, H^{s}(\Omega)$ is the usual Sobolev space of all distributions $u$ in $\mathscr{D}^{\prime}(\Omega)$ such that each derivative $D^{\alpha} u$ with length $|\alpha| \leqq s$, in $\Omega$, belongs to $L^{2}(\Omega)$. For a positive noninteger real number $s$, let $[s]$ be the integer part of $s$ and $\sigma=s-[s] . H^{s}(\Omega)$ is the space of all $u$ in $H^{[s]}(\Omega)$ that satisfy

$$
\forall \alpha,|\alpha|=[s] \quad \iint_{\Omega}\left|D^{\alpha} u(x)-D^{\alpha} u(y)\right|^{2} d(x, y)^{-n-2 s} d x d y<+\infty
$$

where $d(x, y)$ is the infimum of length of the paths joining $x$ to $y$ and included in $\Omega$.
$\dot{H}^{s}(\Omega)$ is the closure of $\mathscr{D}(\Omega)$ in $H^{s}(\Omega)$ and $H^{-s}(\Omega)$ its dual with respect to the $L^{2}$-duality.
2.4. Stokes operators. We denote by $D_{n}^{s}(\Omega)$ the product of Sobolev spaces [ $\dot{H}^{1} \cap$ $\left.H^{s+1}(\Omega)\right]^{n} \times H^{s}(\Omega)$ (cf. (1.5)) and by $E_{n}^{s}(\Omega)$ the product $\left[H^{s-1}(\Omega)\right]^{n} \times H^{s}(\Omega)$. We then denote by $\mathscr{S}_{n}$ the operator (1.1) applying ( $\vec{u}, p$ ) on ( $\vec{f}, g$ ), and we write especially $\mathscr{S}_{n}[s, \Omega]$ for $\mathscr{S}_{n}$ acting from $D_{n}^{s}(\Omega)$ to $E_{n}^{s}(\Omega)$. We suppose everywhere that $s \neq \frac{1}{2}$.
3. General Fredholm properties. General Fredholm properties rely on general statements of [9] that we apply here to the Stokes system (1.1)-(1.2).

In [9], we develop general conditions for a strongly elliptic operator to be Fredholm between Sobolev spaces $H^{s}$ (in the above sense; § 2.3), e.g., with Dirichlet conditions. Moreover, we extend that theory to strongly elliptic systems, and other ones satisfying a weaker ellipticity property that holds in particular for the Stokes system (see (7.7) in [9]).

We will apply those results. To do so, we recall the characteristic conditions concerning the operator and the domain. When $\Omega$ is a polygon, it is well known that such conditions are related to the angle openings of $\Omega$ and to associated discriminant functions (cf. [10], [12]). In fact it is related with the spectrum of a holomorphic operator family; in three dimensions the condition may be written only in that form. We show in [9] that those "spectral" conditions are fully convenient for "homogeneous" weighted Sobolev spaces, and that, for ordinary Sobolev spaces, they must be replaced with a new type of condition we call "injectivity modulo polynomials."

Although that distinction is of lesser use for regularity properties than for Fredholm properties, we introduce it in anticipation of the forthcoming Part II of this paper where we will describe the singularities of solutions.

Our conditions are related to tangent (or frozen) operators at each singular point of $\Omega$.
3.1. Frozen operators at a vertex. Let $\Omega$ be a domain in $\mathscr{O}_{n}\left(\mathbf{R}^{n}\right), n=2,3$ and $x \in A_{0}(\Omega)$. We will suppose that the diffeomorphism $\chi$, which implies a neighborhood of $x$ in $\Omega$ on a neighborhood of zero in $\Gamma_{x}$, is such that

$$
D_{\chi}(x)=I \text { is the identity matrix. }
$$

Then, the operator $L_{x}$, obtained by taking the principal part of the operator $\chi \circ \mathscr{S}_{n} \circ \chi^{-1}$ frozen in zero, just coincides with $\mathscr{S}_{n}$ on the cone $\Gamma_{x}$.
3.2. Frozen operators along an edge. As in the case of a vertex, if $x \in A_{1}(\Omega)$, the frozen operator on the wedge $\mathbf{R} \times \Gamma_{x}$ is $\mathscr{S}_{3}$. But, we have to define a new frozen operator $L_{x}$ on the plane sector $\Gamma_{x}$ (cf. [9, (3.3)]). Let ( $y, z$ ) be coordinates such that $y \in \mathbf{R}$ and $z \in \Gamma_{x}$. The operator $L_{x}$ is defined as

$$
L_{x}\left(D_{z}\right)=\mathscr{S}_{3}\left(0, D_{z}\right)
$$

(we remove tangential derivatives along the edge). Thus, we have

$$
\begin{equation*}
L_{x}\left(u_{1}, u_{2}, u_{3}, p\right)=\left(f_{1}, f_{2}, f_{3}, g\right) \tag{3.1}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
\mathscr{S}_{2}\left(u_{1}, u_{2}, p\right)=\left(f_{1}, f_{2}, g\right) \quad \text { and } \quad \Delta u_{3}=f_{3} . \tag{3.2}
\end{equation*}
$$

3.3. Injectivity modulo polynomials. For $\lambda \in \mathbf{C}, S_{n}^{\lambda}\left(\Gamma_{x}\right)$ denotes the set of vector functions ( $u_{1}, \cdots, u_{n}, p$ ) of the form:

$$
\begin{aligned}
& u_{j}=r^{\lambda} \sum_{0 \leqq q \leqq Q} u_{j q}(\Psi) \log ^{q} r \text { with } u_{j q} \in \stackrel{\circ}{H}^{1}\left(G_{x}\right), \\
& p=r^{\lambda-1} \sum_{0 \leqq q \leqq Q} p_{q}(\Psi) \log ^{q} r \text { with } p_{q} \in L^{2}\left(G_{x}\right)
\end{aligned}
$$

where $(r, \Psi)=(|z|, z /|z|)$ are the polar coordinates and $G_{x}$ is the intersection of $\Gamma_{x}$ with the unit sphere $S^{n-1}$.

We say that $L$ is injective modulo polynomial on $S_{n}^{\lambda}\left(\Gamma_{x}\right)$ if
$(\vec{u}, p) \in S_{n}^{\lambda}\left(\Gamma_{x}\right)$ and $L(\vec{u}, p)$ is polynomial implies that
( $\vec{u}, p$ ) is polynomial.
Here "polynomial" means polynomial with respect to cartesian variable $z=\left(z_{1}, z_{2}\right)$ or ( $z_{1}, z_{2}, z_{3}$ ). For instance, $r^{\alpha} \sin \alpha \theta$ is polynomial in $\mathbf{R}^{2}$ for $\alpha \in \mathbf{Z}$. Of course, the zero function is polynomial.

### 3.4. Index and regularity results.

Theorem 3.3. Let $\Omega \in \mathcal{O}_{n}\left(\mathbf{R}^{n}\right)$. The Stokes operator $\mathscr{S}_{n}[s, \Omega]$ is a Fredholm operator if and only if both the following conditions are satisfied:
$\forall x \in A_{0}(\Omega), \forall \lambda$ with $\operatorname{Re} \lambda=s+1-n / 2$,
$L_{x}$ is injective modulo polynomials on $S_{n}^{\lambda}\left(\Gamma_{x}\right) ;$
$\exists \varepsilon>0, \forall x \in A_{1}(\Omega), \forall \lambda$ with $\operatorname{Re} \lambda \in[0, s+\varepsilon]$,
$L_{x}$ is injective modulo polynomials on $S_{3}^{\lambda}\left(\Gamma_{x}\right)$.
This statement is derived from (7.15) in [9], with the variant (6.8) in [9].
If $\Omega$ has only conical points (which is the case when $n=2$ ), the condition (3.5) is void. If $\Omega$ has no vertex (cf. examples (1.11), (1.12)), the condition (3.4) is void and (3.5) may be replaced with (3.5'):

```
\(\forall x \in A_{1}(\Omega), \forall \lambda\) with \(\operatorname{Re} \lambda \in[0, s]\),
\(L_{x}\) is injective modulo polynomials on \(S_{3}^{\lambda}\left(\Gamma_{x}\right)\).
```

If $\Omega$ is a three-dimensional polyhedron with plane faces, (3.5) may still be replaced with (3.5'): the $\varepsilon$ in (3.5) is useful in the case when $\Omega$ is a three-dimensional domain with smooth curved faces; that $\varepsilon$ allows an easier formulation without introducing "subsections" or "singular chains," which describe the limit geometrical behavior at the neighborhood of a vertex.

Theorem 3.6. Assume that the conditions (3.5) and (3.7) are fulfilled:

$$
\begin{align*}
& \forall x \in A_{0}(\Omega), \forall \lambda \text { with } \operatorname{Re} \lambda \in[1-n / 2, s+1-n / 2] \text {, }  \tag{3.7}\\
& L_{x} \text { is injective modulo polynomials on } S_{n}^{\lambda}\left(\Gamma_{x}\right) .
\end{align*}
$$

Then, each solution $(\vec{u}, p) \in D_{n}^{0}(\Omega)$ of $(1.1)$ with $(\vec{f}, g)$ in $E_{n}^{s}(\Omega)$ has the regularity $D_{n}^{s}(\Omega)$.
When (3.4) is satisfied, and not (3.7), there are singular functions. We will study these in Part II of this paper, along with the nonlinear Navier-Stokes system.

Now, we will study (3.5) and (3.7) in order to give more precise regularity results in two and three dimensions.

## 4. The link between the injectivity condition and the usual spectral condition.

4.1. Generalities. Let us study condition (3.4). In view of $\S 3.1, L_{x}=\mathscr{S}_{n}$. If we consider $\vec{u}$ of the form $r^{\lambda} \vec{u}(\Psi)$ and $p=r^{\lambda-1} h(\Psi)$, then we get

$$
\mathscr{S}_{n}(\vec{u}, p)=(\vec{f}, g)
$$

where $\vec{f}=r^{\lambda-2} \vec{f}(\Psi)$ and $g=r^{\lambda-1} g(\Psi)$, with

$$
\begin{equation*}
\mathscr{L}_{n}(\lambda)\left(\vec{u}, \not \_\right)=(\vec{f}, g), \tag{4.1}
\end{equation*}
$$

$\mathscr{L}_{n}(\lambda)$ being a system on the sphere $S^{n-1}$, depending in a polynomial way on $\lambda$. As in [17], we can derive from the writing of $\mathscr{S}_{n}$ in polar coordinates that (4.1) may be written in the form

$$
\left[\delta_{n}-\lambda(\lambda+1)\right] \vec{u}+\left[(\lambda-1) \vec{\Psi}+\vec{\nabla}_{s}\right] \not \models h=\vec{f}, \quad\langle\lambda \vec{\Psi}+\vec{\sigma}, \vec{u}\rangle=g
$$

where $\delta_{n}$ is the positive Laplace-Beltrami operator on $S^{n-1}, \vec{\Psi}$ is the vector $x /|x|$ in $\mathbf{R}^{n}$, and $\vec{\nabla}_{s}$ is the tangential component of the gradient on the sphere

$$
\vec{\nabla}_{s}=\vec{\nabla}-\vec{\Psi} \partial / \partial_{r} .
$$

$\mathscr{L}_{n}(\lambda)$ gives rise to an operator acting from $D_{n}^{0}\left(G_{x}\right)$ to $E_{n}^{0}\left(G_{x}\right)$. It is almost everywhere invertible. The set of $\lambda$ for which $\mathscr{L}_{n}(\lambda)$ is not invertible is called the spectrum of $\mathscr{L}_{n}$, and the condition used by Kondrat'ev [12] or Maz'ja and Plamenevskii is that the straight line $\operatorname{Re} \lambda=s+1-n / 2$ does not meet the spectrum of $\mathscr{L}_{n}$. As we have already said, this type of condition is correct for weighted Sobolev spaces (of the type $r^{\gamma+|\alpha|} D^{\alpha} v \in L^{2}$ ), but it is not always suitable for ordinary Sobolev spaces. Nevertheless, we have (cf. (4.2) for $s=0$ and (4.6) in [9]):

Lemma 4.2. If $\lambda$ is not a positive integer, $\mathscr{S}_{n}$ is injective modulo polynomials on $S^{\lambda}\left(\Gamma_{x}\right)$ if and only if $\lambda$ does not belong to the spectrum of $\mathscr{L}_{n}$ on $G_{x}$.

If $\lambda$ is an integer number, the comparison depends on the difference $d(\lambda)$ between the dimensions of two spaces of polynomial functions:

$$
d(\lambda)=\operatorname{dim} P^{\lambda}\left(\Gamma_{x}\right)-\operatorname{dim} Q^{\lambda-2}
$$

where $P^{\lambda}\left(\Gamma_{x}\right)$ is the set of the elements of $S^{\lambda}\left(\Gamma_{x}\right)$ that are polynomials in cartesian variables, and $Q^{\lambda-2}$ is the set of the $\left(\vec{f}, g\right.$ ) with $f_{j}$ (respectively, $g$ ) homogeneous polynomial of degree $\lambda-2$ (respectively, $\lambda-1$ ) in $z$. $d(\lambda)$ depends only on $\Gamma_{x}$. According to [9, Annex D], there exists a homogeneous polynomial $\boldsymbol{A}$ that is zero on the boundary of $\Gamma_{x}$ and such that if $B$ is a polynomial that is zero on $\partial \Gamma_{x}$, then $A$ divides $B$ (i.e., $P^{\lambda}\left(\Gamma_{x}\right)$ is a principal ideal).

If the degree of $A$ is two, then $d(\lambda)=0$; and according to (4.9) and (7.14) in [9], we have the following lemma.

Lemma 4.3. If $d^{0} A=2$, for each integer $\lambda$ we have the same equivalence as in (4.2).
According to (4.8) and (7.14) in [9], we have the following lemma.
Lemma 4.4. If $d^{0} A \geqq 3$, for $\lambda=1$ we have the same equivalence as in (4.2); but for each integer $\lambda \geqq 2, \mathscr{S}_{n}$ is not injective modulo polynomials on $S^{\lambda}\left(\Gamma_{x}\right)$.

According to (4.10) and (7.14) in [9], we have Lemma 4.5.
Lemma 4.5. If $d^{0} A=1$, and $\lambda \in \mathbf{N}^{*}$, then $\mathscr{S}_{n}$ is injective modulo polynomials on $S^{\lambda}\left(\Gamma_{x}\right)$ if and only if $\mathscr{L}_{n}(\mu)^{-1}$ has a pole of order one in $\mu=\lambda$ and if

$$
\operatorname{dim} \operatorname{Ker} \mathscr{L}_{n}(\lambda)=d(\lambda)
$$

4.2. Application to two-dimensional cones. It is well known that the poles $\mathscr{L}_{2}(\lambda)^{-1}$ coincide with the roots of the following equations:

$$
\begin{equation*}
F_{\omega}(\lambda)=0 \quad \text { where } \quad F_{\omega}(\lambda)=\frac{\sin ^{2} \lambda \omega-\lambda^{2} \sin ^{2} \omega}{\lambda^{2}} \tag{4.6}
\end{equation*}
$$

because, more precisely, $\mathscr{L}_{2}(\lambda)^{-1} F_{\omega}(\lambda)$ is holomorphic on $\mathbf{C}$ (cf. [12], [10], [11], [5]).
When the opening $\omega$ of the plane sector $\Gamma_{x}$ is not $2 \pi$, then the two sides of $\Gamma_{x}$ are independent and $d^{0} A=2$. So, the condition (3.4) is that $F_{\omega}$ has no zero with real part $s$.

When $\omega=2 \pi$, then $d^{0} A=1$ and $d(\lambda)>0$ for all positive integer numbers. As in $\S$ 15.B in [9] for fourth-order operators, we show in the Annex that, according to Lemma 4.5, $\mathscr{S}_{2}$ is injective modulo polynomials on $S^{\lambda}$ for each $\lambda \in \mathbf{N}^{*}$ (including $\lambda=1$ ). As the roots of (4.6) are the half integers, we find that condition (3.4) is reduced to

$$
s \neq k+\frac{1}{2}, \quad \forall k \in \mathbf{N}
$$

4.3. Application to three-dimensional cones. If $\Gamma_{x}$ is a revolution cone, then $d^{0} A=2$ and we apply Lemmas 4.2 and 4.3.

If $\Gamma_{x}$ is a polyhedral cone, let $D$ be the number of distinct planes containing at least one side of $\Gamma_{x}$. For a cube, $D=3$. For a pyramid with a square basis, $D=4$. If $D \geqq 3$, we apply Lemmas 4.2 and 4.4.

## 5. Precise results in two-dimensional domains.

5.1. More about the discriminant function $\boldsymbol{F}_{\boldsymbol{\omega}}$. The roots of (4.6) have been studied by Seif [21], Lozi [13], Dauge [7], Bernardi and Raugel [2], [3], and Maslovskaya [14]. Bernardi and Raugel give a table for the roots of (4.6) with the lowest positive real part. Here, we complete that work by a table for the roots of (4.6) with their real parts $\xi \in[0,4]$ and by the corresponding graph (Fig. 2) of $\xi$ in function of $\omega$.

Let us denote $\lambda$ by $\xi+i \eta$, with $\xi, \eta$ real. We are interested in roots of (4.6) with $\xi \geqq 0 . \lambda=1$ is always a root of (4.6) and plays a particular role (see §5.2).

We denote by $\xi_{k}(\omega)$ the real part of the $k$ th root of

$$
(\lambda-1)^{-1} F_{\omega}(\lambda)=0
$$

the roots being ordered with increasing real part and repeated according to their multiplicities. The following can be shown (cf. [7], [2]):
(a) If $\omega \in] 0, \pi\left[, \xi_{1}(\omega)>\pi / \omega\right.$.
(b) If $\omega \in] \pi, 2 \pi\left[, \xi_{1}(\omega) \in\right] \sup \left(\frac{1}{2}, \omega_{1} / \omega\right), \pi / \omega\left[\right.$, where $\omega_{1}=0.812825 \pi$; $\omega_{1}$ is the root of

$$
\omega \in] 0, \pi\left[\quad \text { and } \quad \frac{\sin \omega}{\omega}=-\cos \omega_{0} \quad \text { with } \tan \omega_{0}=\omega_{0}\right.
$$

Tables 1 and 2 and Fig. 2 give values for $\xi_{1}, \cdots, \xi_{14}$ that occur in [0, 4]. A dash means a value greater than four.

For $j \geqq 1$, let $I_{j}$ be the set of $\omega$ such that $\xi_{2 j}(\omega)$ and $\xi_{2 j+1}(\omega)$ coincide. In the interior of $I_{j}, \xi_{2 j}$ and $\xi_{2 j+1}$ are the real parts of two conjugate nonreal numbers. For $\omega \in \partial I_{j}$ and $\omega \neq 0$, there is a real double root and the bifurcation of two real roots.

Table 1

| $\omega$ | $\xi_{1}$ | $\xi_{2}$ | $\xi_{3}$ | $\xi_{4}$ | $\xi_{5}$ | $\xi_{6}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.4 | 3.397 | 3.397 | - | - | - | - |
| 0.5 | 2.740 | 2.740 | 4.808 | 4.808 | - | - |
| 0.6 | 2.307 | 2.307 | 4.022 | 4.022 | - | - |
| 0.7 | 2.004 | 2.004 | 3.464 | 3.464 | - | - |
| 0.8 | 1.783 | 1.783 | 3.051 | 3.051 | 4.312 | 4.312 |
| 0.9 | 1.252 | 1.988 | 2.542 | 2.932 | 3.853 | 3.853 |
| 1 | 1 | 2 | 2 | 3 | 3 | 4 |
| 1.1 | 0.834 | 1.662 | 2.012 | 2.475 | 3.096 | 3.215 |
| 1.2 | 0.718 | 1.408 | 2.045 | 2.045 | 2.883 | 2.883 |
| 1.3 | 0.637 | 1.207 | 1.882 | 1.882 | 2.657 | 2.657 |
| 1.4 | 0.581 | 1.044 | 1.745 | 1.745 | 2.465 | 2.465 |
| 1.5 | 0.544 | 0.909 | 1.629 | 1.629 | 2.301 | 2.301 |
| 1.6 | 0.522 | 0.796 | 1.530 | 1.530 | 2.159 | 2.159 |
| 1.7 | 0.509 | 0.701 | 1.444 | 1.444 | 2.035 | 2.035 |
| 1.8 | 0.503 | 0.622 | 1.258 | 1.480 | 1.927 | 1.927 |
| 1.9 | 0.500 | 0.555 | 1.111 | 1.498 | 1.670 | 1.994 |
| 2 | 0.5 | 0.5 | 1 | 1.5 | 1.5 | 2 |

TABLE 2

| $\omega$ | $\xi_{7}$ | $\xi_{8}$ | $\xi_{9}$ | $\xi_{10}$ | $\xi_{11}$ | $\xi_{12}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.1 | 4.067 | 4.067 | - | - | - | - |
| 1.2 | 3.720 | 3.720 | - | - | - | - |
| 1.3 | 3.430 | 3.430 | 4.203 | 4.203 | - | - |
| 1.4 | 3.184 | 3.184 | 3.901 | 3.901 | - | - |
| 1.5 | 2.972 | 2.972 | 3.641 | 3.641 | - | - |
| 1.6 | 2.788 | 2.788 | 3.415 | 3.415 | 4.042 | 4.042 |
| 1.7 | 2.626 | 2.626 | 3.216 | 3.216 | 3.806 | 3.806 |
| 1.8 | 2.484 | 2.484 | 3.041 | 3.041 | 3.597 | 3.597 |
| 1.9 | 2.233 | 2.485 | 2.808 | 2.964 | 3.413 | 3.413 |
| 2 | 2 | 2.5 | 2.5 | 3 | 3 | 3.5 |



Fig. 2
$I_{1}$ has only one connected component: $\left.\left.I_{1}=\right] 0, \omega_{1}\right]$. For $j \geqq 2, I_{j}$ has two connected components: $] 0, \omega_{j}$ ] and $\left[\omega_{j}^{\prime}, \omega_{j}^{\prime \prime}\right]$. When $j \rightarrow+\infty, \omega_{j} \rightarrow \pi$ and $\omega_{j}^{\prime \prime} \rightarrow 2 \pi$ increase, while $\omega_{j}^{\prime} \rightarrow \pi$ decreases. All integers are double roots for $\omega=\pi$, and all half integers are double roots for $\omega=2 \pi$.

On the graph, the dotted line is the graph of $\omega \rightarrow \pi / \omega$. The heavy lines represent a double value for the $\xi_{k}$ (conjugate roots), and the ordinary lines represent real roots.

Table 3 gives the values of the $\omega_{j}, \omega_{j}^{\prime}, \omega_{j}^{\prime \prime}$ that occur in Fig. 2.
5.2. The special case of the pole $\lambda=1$. As we have already shown $\lambda=1$ is always a pole for $\mathscr{L}_{2}(\lambda)^{-1}$. But, if the opening of the cone $\Gamma$ is $\omega=2 \pi, \mathscr{S}_{2}$ is injective modulo polynomials on $S^{\lambda}(\Gamma)$. If $\omega \neq 2 \pi$, this is not so for $\mathscr{S}_{2}$.

It is easy to show that $\operatorname{Ker} \mathscr{L}_{2}(1)$ is one-dimensional and is generated by $(\overrightarrow{0}, 1)$ (see [11], [5]). As a consequence, we get the following lemma.

TABle 3

|  | $\omega$ | $\omega^{\prime}$ | $\omega^{\prime \prime}$ |
| :---: | :---: | :---: | :---: |
| 1 | 0.813 | - | - |
| 2 | 0.884 | 1.154 | 1.751 |
| 3 | 0.915 | 1.102 | 1.825 |

Lemma 5.1. Let $s$ be such that $1 \leqq s<\xi_{1}(\omega)$. Let $(\vec{u}, p)$ be in $D_{2}^{0}(\Gamma)$ such that $\mathscr{S}_{2}(\vec{u}, p)=(\vec{f}, g) \in E_{2}^{s}(\Gamma)$. Moreover, if $s>1$, we suppose that $g(0)=0$; if $s=1$ we suppose that $r^{-1} g \in L^{2}(\Gamma)$. Then, if $B$ denotes the unit ball, we have

$$
(\vec{u}, p) \in D_{2}^{s}(\Gamma \cap B) .
$$

Proof. We derive the proof from the methods of [9]. For $s=1$, it is the result of [11].
By a cut-off, we assume that ( $\vec{u}, p$ ) has compact support. We use the Mellin transform $\mathscr{M}$ of ( $\vec{u}, r p$ ), which is defined for $\operatorname{Re} \lambda \leqq 0$; we have

$$
\begin{equation*}
\mathscr{L}_{2}\left(r \partial_{r}\right)(\vec{u}, r p)=\left(r^{2} \vec{f}, r g\right), \tag{5.2}
\end{equation*}
$$

and thus using the Mellin transform we have

$$
\begin{equation*}
\mathscr{L}_{2}(\lambda)(\vec{U}(\lambda), P(\lambda))=(\vec{F}(\lambda), G(\lambda)) . \tag{5.3}
\end{equation*}
$$

But ( $\vec{F}(\lambda), G(\lambda)$ ) is defined for $\operatorname{Re} \lambda<s$. If $s \neq 1$, then we deduce from [9] (see the condensed proof in [8]) that there exists $\left(\vec{u}_{0}, p_{0}\right) \in D_{2}^{s}(\Gamma \cap B)$ such that for $\operatorname{Re} \lambda=$ $1+\varepsilon$ with $\varepsilon \in] 0, \min (1, s-1)[$,

$$
\mathcal{M}\left(\vec{u}_{0}, r p_{0}\right)(\lambda)=(\vec{U}(\lambda), P(\lambda))
$$

where $(\vec{U}, P)(\lambda)$ is the extension determined by (5.3). And we have

$$
(\vec{u}, p)-\left(\vec{u}_{0}, p_{0}\right)=\sum_{0<\operatorname{Re} \lambda<1+\varepsilon} \operatorname{Res}\left[r^{\lambda} \vec{U}(\lambda), r^{\lambda-1} P(\lambda)\right] .
$$

Since $s<\xi_{1}(\omega)$, the sum is reduced to $\lambda=1$. And we have

$$
\begin{aligned}
\mathscr{S}_{2} \operatorname{Res}\left(r^{\lambda} \vec{U}(\lambda), r^{\lambda-1} P(\lambda)\right) & =\operatorname{Res} \mathscr{S}_{2}\left(r^{\lambda} \vec{U}(\lambda), r^{\lambda-1} P(\lambda)\right) \\
& =\operatorname{Res}_{\lambda=1}\left(r^{\lambda-2} \vec{F}(\lambda), r^{\lambda-1} G(\lambda)\right) \\
& =(\overrightarrow{0}, g(0)) .
\end{aligned}
$$

The second equality is given by (5.3) and by the equivalence of $\mathscr{S}_{2}(\vec{u}, p)=(\vec{f}, g)$ with (5.2). Since $g(0)=0$, we get

$$
\mathscr{S}_{2} \operatorname{Res}_{\lambda=1}\left(r^{\lambda} \vec{U}(\lambda), r^{\lambda-1} P(\lambda)\right)=0 .
$$

Therefore

$$
\mathscr{L}_{2}(1) \operatorname{Res}_{\lambda=1}(\vec{U}(\lambda), P(\lambda))=0 .
$$

The residue belongs to the kernel of $\mathscr{L}_{2}(1)$. Thus it is equal to $(\overrightarrow{0}, c)$, with $c$ a constant. We finally get

$$
(\vec{u}, p)-\left(\vec{u}_{0}, p_{0}\right)=(\overrightarrow{0}, c) .
$$

Thus $(\vec{u}, p) \in D_{2}^{s}(\Gamma \cap B)$.
If $s=1$, since $r^{-1} g \in L^{2}, G(\lambda)$ is defined up to $\operatorname{Re} \lambda=1$ (such is not the case if $g \in H^{1}$ only). Since $\operatorname{Res}_{\lambda=1} \mathscr{L}_{2}(\lambda)^{-1}=(\overrightarrow{0}, 1) \chi$, where $\chi$ is a linear form, we get that $\Pi \mathscr{L}_{2}(\lambda)^{-1}$ is holomorphic in the neighborhood of $\lambda=1$, where $\Pi$ is the projection on
the speed component. Thus, $\Pi \mathscr{L}_{2}(\lambda)^{-1}(F, G)(\lambda)$ is defined up to $\operatorname{Re} \lambda=1$, with suitable estimates. Then, we deduce that $\vec{u} \in H^{2}(\Gamma \cap B)$. Since $p \in L^{2}$, and $\vec{\nabla} p=\Delta \vec{u}+\vec{f} \in$ $L^{2}(\Gamma \cap B)$, then $p \in H^{1}(\Gamma \cap B)$.

### 5.3. Index and regularity results.

Theorem 5.4. Let $\Omega \in \mathscr{O}_{2}\left(\mathbf{R}^{2}\right)$, and let $s>0 . \mathscr{S}_{2}(\Omega, s)$ is Fredholm if and only if the three following conditions are fulfilled:
(a) $s \neq 1$;
(b) $\forall x \in A_{0}(\Omega)$ such that $\omega_{x} \neq 2 \pi, \forall k, s \neq \xi_{k}\left(\omega_{x}\right)$;
(c) $\forall x \in A_{0}(\Omega)$ such that $\omega_{x}=2 \pi, \forall k, s \neq k+\frac{1}{2}$.

Let us recall that $\xi_{k}$ is defined in $\S$ 5.1. It is a straightforward consequence of Theorem 3.3 and $\S \S 4.2,4.3$, and 5.1. From Theorem 3.6 and $\S 5.2$ we derive Theorem 5.5.

Theorem 5.5. Let $\Omega \in \mathscr{O}_{2}\left(\mathbf{R}^{2}\right)$ and $s>0$. Let $(\vec{u}, p) \in D_{2}^{0}(\Omega)$ be the solution of (1.1) with $(\vec{f}, g) \in E_{2}^{s}(\Omega)$ :
(a) If $s<1$ and $s<\min _{x \in A_{0}(\Omega)} \xi_{1}\left(\omega_{x}\right)$, then $(\vec{u}, p) \in D_{2}^{s}(\Omega)$;
(b) If $s>1$ and moreover $g(x)=0$ for each vertex $x$, and if $s<\min _{x \in A_{0}(\Omega)} \xi_{1}\left(\omega_{x}\right)$, then $(\vec{u}, p) \in D_{2}^{s}(\Omega)$;
(c) If $s=1$ and moreover $r_{x}^{-1} g \in L^{2}(\Omega)$ for each vertex $x$, and if $1<$ $\min _{x \in A_{0}(\Omega)} \xi_{1}\left(\omega_{x}\right)$, then $(\vec{u}, p) \in D_{2}^{2}(\Omega)$.

As $\xi_{1}(\pi)=1$ and $\xi_{1}$ is a decreasing function, $1<\min _{x \in A_{0}(\Omega)} \xi_{1}\left(\omega_{x}\right)$ holds if $\Omega$ is convex. It coincides with the result in [11].
6. Precise results in three-dimensional domains when there are edges, but no vertex.
6.1. The statements. In such a case, we study condition (3.5): since, for $x \in A_{1}(\Omega)$, $L_{x}$ is given by (3.1)-(3.2), it is obvious that $L_{x}$ is injective modulo polynomials on $S_{3}^{\lambda}\left(\Gamma_{x}\right)$ and only if we have (6.1) and (6.2):
$\mathscr{S}_{2}$ is injective modulo polynomials on $S_{2}^{\lambda}\left(\Gamma_{x}\right)$, $\Delta$ is injective modulo polynomials on $S_{0}^{\lambda}\left(\Gamma_{x}\right)$,
where $S_{0}^{\lambda}(\Gamma)=\left\{v=r^{\lambda} \sum v_{q}(\Psi) \log ^{q} r, v_{q} \in \dot{H}^{1}(G)\right\}$.
If $\omega_{x} \neq 2 \pi$, (6.2) is equivalent to $\lambda \notin\left\{\left(k \pi / \omega_{x}\right) / k \in \mathbf{N}^{*}\right\}$ and if $\omega_{x}=2 \pi$, (6.2) is equivalent to $\lambda \notin\left\{k+\frac{1}{2}, k \in \mathbf{N}\right\}$ (for $\operatorname{Re} \lambda \geqq 0$ ). Our statement follows.

Theorem 6.3. Let $\Omega \in \mathcal{O}_{3}\left(\mathbf{R}^{3}\right)$ such that $A_{0}(\Omega)=\varnothing$. Let $(\vec{u}, p) \in D_{3}^{0}(\Omega)$ be the solution of (1.1) with $(\vec{f}, g) \in E_{3}^{s}(\Omega)$.
(a) If $s<1$ and $s<\min _{x \in A_{1}(\Omega)} \xi_{1}\left(\omega_{x}\right)$, then $(\vec{u}, p) \in D_{3}^{s}(\Omega)$;
(b) If $s>1$ and $s<\min _{x \in A_{1}(\Omega)} \pi / \omega_{x}$, and moreover $g(x)=0$ for each $x \in A_{1}(\Omega)$, then $(\vec{u}, p) \in D_{3}^{s}(\Omega)$;
(c) If $s=1$ and $\Omega$ is convex, and moreover $\rho_{1}^{-1} g \in L^{2}(\Omega)$, where $\rho_{1}$ is the distance from $A_{1}(\Omega)$, then $(\vec{u}, p) \in D_{3}^{2}(\Omega)$.

Proof. First, here are the main arguments of the proof.
(a) If $s<1$, then (6.1) (respectively, (6.2)) is true for all $\lambda$ such that $\operatorname{Re} \lambda \in[0, s]$ if $s<\xi_{1}\left(\omega_{x}\right)$ (respectively, $s<\pi / \omega_{x}$ ). But, if $\xi_{1}\left(\omega_{x}\right)<1$, then $\xi_{1}\left(\omega_{x}\right)<\pi / \omega_{x}$. Thus (a) is derived from (3.6).
(b) As $s>1$, if $s<\pi / \omega_{x}$, then $\omega_{x}<\pi$ and $\xi_{1}\left(\omega_{x}\right)>\pi / \omega_{x}$. Thus, for each $\lambda \neq 1$ in the strip $\operatorname{Re} \lambda \in[0, s]$, and for each $x \in A_{1}(\Omega), L_{x}$ is injective modulo polynomials on $S_{3}^{\lambda}\left(\Gamma_{x}\right)$. We have that (b) is an adaptation of the proof of (5.12) in [9] by taking advantage of Lemma 5.1 above. See some details that follow this proof.
(c) When $\Omega$ is convex, $\xi_{1}\left(\omega_{x}\right)$ and $\pi / \omega_{x}$ are greater than one for each vertex $x$. Like (b), (c) is derived from Lemma 5.1.
6.2. A more detailed proof of Theorem 6.3. Because of the special role of the pole $\lambda=1$ (cf. Lemma 5.1) we are led to revise the proofs in § 12.C of [9] to take into account the cancellation assumptions concerning $g$.

Let $\Gamma$ be a plane sector. We first study $\mathscr{S}_{3}$ on $\mathbf{R} \times \Gamma$. We denote by $y$ the coordinate in $\mathbf{R}$ and by $z$ the coordinates in $\Gamma ; r=|z|$. We introduce the space $H_{0}^{1}(\mathbf{R} \times \Gamma)$ as the set of functions $v$ such that

$$
\forall \alpha,|\alpha| \leqq 1 \quad r^{|\alpha|-1} D^{\alpha} v \in L^{2}(\mathbf{R} \times \Gamma) .
$$

${ }^{\circ}{ }_{0}^{1}(\mathbf{R} \times \Gamma)$ is the closure of $\mathscr{D}(\mathbf{R} \times \Gamma)$ in $H_{0}^{1}(\mathbf{R} \times \Gamma)$ and $H_{0}^{-1}(\mathbf{R} \times \Gamma)$ is its dual space.
Lemma 6.4. $\mathscr{S}_{3}$ induces an isomorphism from $\stackrel{H}{H}_{0}^{1} \times \stackrel{H}{H}_{0}^{1} \times \stackrel{H}{H}_{0}^{1} \times L^{2}(\mathbf{R} \times \Gamma)$ to $H_{0}^{-1} \times$ $H_{0}^{-1} \times H_{0}^{-1} \times L^{2}(\mathbf{R} \times \Gamma)$.

Sketch of the Proof (cf. [9, (8.1), (12.6)]). It is sufficient to prove that $\mathscr{S}_{3}$ is injective and has a closed range because its adjoint has the same form. Let $B_{\rho}$ be the ball with center zero and radius $\rho$. For $(\vec{u}, p) \in\left(\dot{H}^{1}\right)^{3} \times L^{2}$ with its support in $B_{1}$, we have the following estimate:

$$
\sum_{j=1}^{3}\left\|u_{j}\right\|_{H^{1}}+\|p\|_{L^{2}} \leqq C\left(\sum_{j=1}^{3}\left\|f_{j}\right\|_{H^{-1}}+\|g\|_{L^{2}}+\sum_{j=1}^{3}\left\|u_{j}\right\|_{L^{2}}+\|p\|_{H^{-1}}\right)
$$

But $\stackrel{\circ}{H}^{1}\left(B_{1}\right) \subset H_{0}^{1}\left(B_{1}\right)$ and $H_{0}^{-1}\left(B_{1}\right) \subset H^{-1}\left(B_{1}\right)$. Moreover, if $\operatorname{supp}(\vec{u}, p) \subset B_{\rho}$, we have

$$
\left\|u_{j}\right\|_{L^{2}} \leqq \rho\left\|u_{j}\right\|_{H_{0}^{1}} \quad \text { and by duality } \quad\|p\|_{H^{-1}} \leqq \rho\|p\|_{L^{2}} .
$$

Thus, if $\operatorname{supp}(\vec{u}, p) \subset B_{\rho}$, we have the following estimate, for $\rho>0$ small enough:

$$
\begin{equation*}
\sum\left\|u_{j}\right\|_{H_{0}^{1}}+\|p\|_{L^{2}} \leqq 2 C\left(\sum\left\|f_{j}\right\|_{H_{0}^{-1}}+\|g\|_{L^{2}}\right) \tag{6.5}
\end{equation*}
$$

We deduce the same estimates for all $(\vec{u}, p)$ in $\left(\stackrel{\circ}{H}_{0}^{1}\right)^{3} \times L^{2}$ by homogeneity and density of functions with compact support.
$\mathscr{S}_{3}$ may be written $\mathscr{S}_{3}\left(D_{y}, D_{z}\right)$.
Lemma 6.6. $\mathscr{S}_{3}\left( \pm 1, D_{z}\right)$ induces an isomorphism from $\stackrel{\circ}{H}^{1} \times \stackrel{\circ}{H}^{1} \times{ }^{1}{ }^{1} \times L^{2}(\Gamma)$ to $H^{-1} \times H^{-1} \times H^{-1} \times L^{2}(\Gamma)$.

Sketch of the Proof. Let $(\vec{u}, p) \in\left(\dot{H}^{1}\right)^{3} \times L^{2}(\Gamma)$. With $\varphi$ a cut-off function in $\mathbf{R}$, $\varphi \equiv 1$ in the neighborhood of zero, we consider

$$
(\vec{v}, q)(y, z)=\varphi(y) e^{i \rho y}(\vec{u}, p)(z)
$$

for $\rho \geqq 1$ and apply the estimate (6.5) to ( $\vec{v}, q$ ). Denoting $(\vec{f}, g)=\mathscr{S}_{3}\left(\rho, D_{z}\right)(\vec{u}, p)$, we have

$$
\mathscr{S}_{3}(\vec{v}, q)=\varphi(y) e^{i \rho y}(\vec{f}, g)(z)+e^{i \rho y}\left(\vec{f}_{R}, g_{R}\right)
$$

Let us introduce the $H_{0}^{1}(\Gamma, \rho)$-norm on $\stackrel{\circ}{H}^{1}(\Gamma)$ :

$$
\begin{equation*}
\|W\|_{H_{0}^{1}(\Gamma, \rho)}^{2} \equiv \rho^{2}\|W\|_{L^{2}}^{2}+\left\|r^{-1} W\right\|_{L^{2}}^{2}+\sum_{|\alpha|=1}\left\|D^{\alpha} W\right\|_{L^{2}}^{2} \tag{6.7}
\end{equation*}
$$

and $H_{0}^{-1}(\Gamma, \rho)$ the dual norm. We have the equivalences:

$$
\left\|v_{j}\right\|_{H_{0}^{1}(\mathbf{R} \times \Gamma)} \approx\left\|u_{j}\right\|_{H_{0}^{1}(\Gamma, \rho)} \quad \text { and } \quad\left\|\varphi e^{i \rho y} f_{j}\right\|_{H_{0}^{-1}(\mathbf{R} \times \Gamma)} \approx\left\|f_{j}\right\|_{H_{0}^{-1}(\Gamma, \rho)} .
$$

So the estimate (6.5) implies that

$$
\begin{align*}
\sum\left\|u_{j}\right\|_{H_{0}^{1}(\Gamma, \rho)}+\|p\|_{L^{2}(\Gamma)} \leqq & C\left(\sum\left\|f_{j}\right\|_{H_{0}^{-1}(\Gamma, \rho)}+\left\|e^{i \rho y} f_{R, j}\right\|_{H_{0}^{-1}(\mathbf{R} \times \Gamma)}\right.  \tag{6.8}\\
& \left.+\|g\|_{L^{2}(\Gamma)}+\left\|e^{i \rho y} g_{R}\right\|_{L^{2}(\mathbf{R} \times \Gamma)}\right) .
\end{align*}
$$

The support of $g_{R}$ is included in $\operatorname{supp} \varphi$, and

$$
g_{R}(y, z)=\sum a_{j}(y) u_{j}(z), \text { with } a_{j} \text { smooth. }
$$

So,

$$
\left\|e^{i \rho y} g_{R}\right\|_{L^{2}(\mathbf{R} \times \Gamma)} \leqq C \rho^{-1}\left(\sum\left\|u_{j}\right\|_{H_{0}^{1}(\Gamma, \rho)}+\|p\|_{L^{2}(\Gamma)}\right),
$$

and we can prove the same estimate for $\left\|e^{i p y} f_{R, j}\right\|$ in (6.8). So, for $\rho$ large enough,

$$
\sum\left\|u_{j}\right\|_{H_{0}^{1}(\Gamma, \rho)}+\|p\|_{L^{2}(\Gamma)} \leqq 2 C\left(\sum\left\|f_{j}\right\|_{H_{0}^{-1}(\Gamma, \rho)}+\|g\|_{L^{2}(\Gamma)}\right)
$$

which is an a priori estimate for $\mathscr{S}_{3}\left(\rho ; D_{z}\right)$. Using a suitable scaling, we get an estimate for $\mathscr{S}_{3}\left(1, D_{z}\right)$. The proof for $\mathscr{S}_{3}\left(-1, D_{z}\right)$ is the same, with $e^{-i \rho y}$ instead of $e^{i \rho y}$.

For $s>1$, we replace $E_{3}^{s}(\Gamma)$ by $F_{3}^{s}(\Gamma)$, which is the space of the $(\vec{f}, g) \in E_{3}^{s}(\Gamma)$ such that $g(0)=0$. For $s=1, F_{3}^{1}(\Gamma)$ is characterized by $r^{-1} g \in L^{2}(\Gamma)$. When $\mathscr{S}_{3}\left(1, D_{z}\right)$ $(\vec{u}, p)=(\vec{f}, g)$, we have

$$
\partial_{1} u_{1}+\partial_{2} u_{2}+i u_{3}=g .
$$

Let us suppose that the opening $\omega$ of $\Gamma$ is not $2 \pi$. When the $u_{j}$ belong to $H^{s+1}(\Gamma)$, with $s>1$, since they are zero on $\partial \Gamma, \nabla u_{j}(0)=0$; thus $g(0)=0$. On the other hand, if $s=1$ and $u_{j} \in H^{2} \cap \dot{H}^{1}(\Gamma)$, then $r^{|\alpha|-2} D^{\alpha} u_{j} \in L^{2}(\Gamma)$ for $|\alpha| \leqq 2$ (cf. [9 (AC.6)]; thus $r^{-1} g \in L^{2}(\Gamma)$.

Therefore $\mathscr{S}_{3}\left( \pm 1, D_{z}\right)$ operate from $D_{3}^{s}(\Gamma)$ to $F_{3}^{s}(\Gamma)$. As a consequence of Lemmas 6.6 and 5.1, we get Proposition 6.9.

Proposition 6.9. Let $s \geqq 1$ be such that $s<\pi / \omega$. Then $\mathscr{S}_{3}\left( \pm 1, D_{z}\right)$ is an isomorphism from $D_{3}^{s}(\Gamma)$ to $F_{3}^{s}(\Gamma)$.

By partial Fourier transform with respect to $y$ the equation $\mathscr{S}_{3}\left(D_{y}, D_{z}\right)(u, p)=$ $(f, g)$ becomes

$$
\mathscr{S}_{3}\left( \pm \rho, D_{z}\right)(\hat{u}, \hat{p})( \pm \rho, z)=(\hat{f}, \hat{g})( \pm \rho, z), \quad \rho \geqq 0 .
$$

We define $F_{3}^{s}(\mathbf{R} \times \Gamma)$ by the condition $g(y, 0)=0$ if $s>1$ and $|z|^{-1} g(y, z) \in L^{2}(\mathbf{R} \times \Gamma)$ if $s=1$. If $(f, g) \in F_{3}^{s}(\mathbf{R} \times \Gamma)$, then for all $\rho,(\hat{f}, \hat{g})( \pm \rho) \in F_{3}^{s}(\Gamma)$. By a scaling argument, we deduce from Proposition 6.9 the uniform estimate for $\rho \geqq 1$ :

$$
\|(\hat{u}, \hat{p})( \pm \rho)\|_{D_{3}^{s}(\Gamma, \rho)} \leqq C\|(\hat{f}, \hat{g})( \pm \rho)\|_{F_{3}^{s}(\Gamma, \rho)}
$$

where $H^{s}(\Gamma, \rho)$ means the norm $\left\|\left\|_{H^{s}}+\rho^{s}\right\|\right\|_{L^{2}}$ which obviously defines $D_{3}^{s}(\Gamma, \rho)$ and $F_{3}^{s}(\Gamma, \rho)$ when $s \neq 1 ; F_{3}^{1}(\Gamma, \rho)=L^{2}(\Gamma)^{3} \times H_{0}^{1}(\Gamma, \rho)$ (see (6.7)). We also have an a priori estimate for $\rho \leqq 1$.

So, in the same way as in 9.C of [9], we get the following lemma.
Lemma 6.10. $1 \leqq s<\pi / \omega . \Gamma_{\rho} \equiv \Gamma \cap B_{\rho}$. Then the inverse operator $\left(\mathscr{S}_{3}\right)^{-1}$ of (6.4) induces a continuous operator from $F_{3}^{s}\left(\mathbf{R} \times \Gamma_{2}\right)$ to $D_{3}^{s}\left(\mathbf{R} \times \Gamma_{1}\right)$.

Now, if we go back to the operator $\mathscr{S}_{3}$ on $\Omega$, for each $x \in A_{1}(\Omega)$, we get an operator equal to $\mathscr{S}_{3}+\mathscr{T}, \mathscr{T}$ being a perturbation. It is important to note that the fourth equation of $\left(\mathscr{S}_{3}+\mathscr{T}\right)(\vec{u}, p)=(\vec{f}, g)$ has the following form:

$$
\sum_{1 \leqq j, k \leqq 3} a_{j, k}(y, z) \partial_{j} u_{k}=g \text { with } a_{j, k} \text { smooth. }
$$

Thus, if $(\vec{u}, p) \in D_{3}^{s}(\mathbf{R} \times \Gamma)$, then $(\vec{f}, g) \in F_{3}^{s}(\mathbf{R} \times \Gamma)$. So, we are able to use Lemma 6.10 along with the perturbation argument and Neumann series of 10.D in [9] in order to get the local regularity result in the neighborhood of each $x \in A_{1}(\Omega)$.
7. Study of the parametrical operator associated to the Stokes system in threedimensional domains: Description of areas free of poles.
7.1. First identities. Let $\Gamma$ be a cone in $\mathbf{R}^{3}$ and let $G$ be its intersection with the unit sphere $S^{2}$.

In § 4.1 we introduced an operator $\mathscr{L}_{3}(\lambda)$ acting from $D_{3}^{0}(G)$ to $E_{3}^{0}(G)$. In view of Lemmas 4.2 and 4.3, we wish to find areas in $\mathbf{C}$ where $\mathscr{L}_{3}(\lambda)$ is everywhere invertible. As the index of $\mathscr{L}_{3}(\lambda)$ is zero, it is equivalent to find where $\mathscr{L}_{3}(\lambda)$ is injective. But, from the definition of $\mathscr{L}_{3}(\lambda)$ we deduce that

$$
\mathscr{L}_{3}(\lambda)(\mathbf{u}, p)=0 \Leftrightarrow \mathscr{S}_{3}\left(r^{\lambda} \mathbf{u}, r^{\lambda-1} p\right)=0 .
$$

For $\operatorname{Re} \lambda=-\frac{1}{2}, \mathscr{L}_{3}(\lambda)$ is always injective; it is a consequence of Theorem 3.3 for $s=0$ (see also [16]). On the other hand, according to condition (3.7), we are interested in the strip $\operatorname{Re} \lambda \in\left[-\frac{1}{2}, s-\frac{1}{2}\right]$. Thus, we suppose the following:

$$
\begin{align*}
& \operatorname{Re} \lambda>-\frac{1}{2}  \tag{7.1}\\
& (\mathbf{u}, p) \in\left(\dot{H}^{1}(G)\right)^{3} \times L^{2}(G), \quad(\mathbf{u}, p) \neq 0  \tag{7.2}\\
& -\Delta\left(r^{\lambda} \mathbf{u}\right)+\nabla\left(r^{\lambda-1} p\right)=0  \tag{7.3}\\
& \operatorname{div}\left(r^{\lambda} \mathbf{u}\right)=0 \tag{7.4}
\end{align*}
$$

We denote
$\xi=\operatorname{Re} \lambda, \eta=\operatorname{Im} \lambda ;$
$z$ the cartesian coordinates in $\mathbf{R}^{3} ; \Psi=z /|z| ;$
$\mathbf{u}_{r}=\langle\overrightarrow{\mathbf{u}}, \vec{\Psi}\rangle$, the radial component of $\mathbf{u}$;
$\delta$ the positive Laplace-Beltrami operator on $\stackrel{\circ}{H}^{1}(G)$;
$\nabla_{s}$ the spherical part of the gradient.
If $C$ is $\Gamma \cap\{1<r<2\}$, we get by integrating (7.3) with $r^{\bar{\lambda}} \overline{\mathbf{u}}$ and (7.4) with $r^{\bar{\lambda}-1} \bar{p}$ :

$$
\int_{C}\left\langle-\Delta\left(r^{\lambda} \mathbf{u}\right)+\nabla\left(r^{\lambda-1} p\right), r^{\bar{\lambda}} \overline{\mathbf{u}}\right\rangle+\operatorname{div} r^{\lambda} \mathbf{u} \cdot r^{\bar{\lambda}-1} \bar{p}=0 .
$$

As in [16], it implies by integration by parts:

$$
\begin{equation*}
\int_{G}\left|\nabla_{s} \mathbf{u}\right|^{2}-\lambda(\lambda+1)|\mathbf{u}|^{2}+(2 \xi+1) \int_{G} p \overline{\mathbf{u}}_{r}=0 . \tag{7.5}
\end{equation*}
$$

And, again as in [16], we deduce from

$$
\left\langle-\Delta\left(r^{\lambda} \mathbf{u}\right)+\nabla\left(r^{\lambda-1} p\right), z\right\rangle=0
$$

and from (7.4) that

$$
\begin{equation*}
\delta \mathbf{u}_{r}-(\lambda+1)(\lambda+2) \mathbf{u}_{r}+(\lambda-1) p=0 . \tag{7.6}
\end{equation*}
$$

By integrating (7.6) on $G$ with $\overline{\mathbf{u}}_{r}$, we get

$$
\begin{equation*}
\int_{G}\left|\nabla_{s} \mathbf{u}_{r}\right|^{2}-(\lambda+1)(\lambda+2)\left|\mathbf{u}_{r}\right|^{2}+(\lambda-1) p \overline{\mathbf{u}}_{r}=0 . \tag{7.7}
\end{equation*}
$$

And from (7.4), which implies

$$
\int_{C} \operatorname{div}\left(r^{\lambda} \mathbf{u}\right)=0,
$$

we get

$$
\begin{equation*}
(\lambda+2) \int_{G} \mathbf{u}_{r}=0 . \tag{7.8}
\end{equation*}
$$

### 7.2. The case when $\boldsymbol{\lambda}$ is not real.

Lemma 7.9. Let us assume that we have (7.1)-(7.4) and moreover that $\eta \neq 0$. Then

$$
\xi \geqq \frac{1}{\sqrt{3}}\left(\Lambda_{1}+1+\eta^{2}\right)^{1 / 2}
$$

where $\Lambda_{1}$ is the first eigenvalue of $\delta$.
Proof. We take the imaginary part of (7.5) and divide it by $(2 \xi+1)$ and obtain

$$
\begin{equation*}
\operatorname{Im} \int_{G} p \overline{\mathbf{u}}_{r}=\eta \int_{G}|\mathbf{u}|^{2} . \tag{7.10}
\end{equation*}
$$

We take the imaginary part of (7.7) and use (7.10); after we divide that by $\eta$ we obtain

$$
\begin{equation*}
-(2 \xi+3) \int_{G}\left|\mathbf{u}_{r}\right|^{2}+(\xi-1)|\mathbf{u}|^{2}+\operatorname{Re} \int_{G} p \overline{\mathbf{u}}_{r}=0 \tag{7.11}
\end{equation*}
$$

We take the real part of (7.5) and eliminate $\operatorname{Re} \int_{G} p \overline{\mathbf{u}}_{r}$ by using (7.11). Then we obtain

$$
\int_{G}\left|\nabla_{s} \mathbf{u}\right|^{2}+\left[\eta^{2}-\xi(\xi+1)-(2 \xi+1)(\xi-1)\right]|\mathbf{u}|^{2}+(2 \xi+1)(2 \xi+3) \int_{G}\left|\mathbf{u}_{r}\right|^{2}=0
$$

Since $(2 \xi+1)(2 \xi+3)>0$, it implies

$$
\begin{equation*}
\int_{G}\left|\nabla_{s} \mathbf{u}\right|^{2} \leqq\left(3 \xi^{2}-1-\eta^{2}\right) \int_{G}|\mathbf{u}|^{2} \tag{7.12}
\end{equation*}
$$

If $\mathbf{u}$ were zero, then (7.3) would yield

$$
\nabla\left(r^{\lambda-1} p\right)=0
$$

Thus $r^{\lambda-1} p$ would be constant, which implies, as $\lambda \neq 1$, that $p$ would be zero. Therefore, if we have (7.2), then $\mathbf{u} \neq 0$. So we have

$$
\begin{equation*}
\int_{G}\left|\nabla_{s} \mathbf{u}\right|^{2} \geqq \Lambda_{1} \int_{G}|\mathbf{u}|^{2} \tag{7.13}
\end{equation*}
$$

and, with (7.12) it implies that

$$
3 \xi^{2}-1-\eta^{2} \geqq \Lambda_{1},
$$

i.e.,

$$
\xi \geqq \frac{1}{\sqrt{3}}\left(\Lambda_{1}+1+\eta^{2}\right)^{1 / 2}
$$

As $\xi>-\frac{1}{2}$, it is equivalent to

$$
\xi>\frac{1}{\sqrt{3}}\left(\Lambda_{1}+1+\eta^{2}\right)^{1 / 2} .
$$

7.3. The case when $\lambda$ is real: $-\frac{1}{2}<\lambda<1$. As $\lambda \neq 1$, we determine $\int_{G} p \overline{\mathbf{u}}_{r}$ by using (7.7), and putting that into (7.3), we get

$$
\begin{equation*}
\int_{G}\left|\nabla_{s} \mathbf{u}\right|^{2}-\lambda(\lambda+1)|\mathbf{u}|^{2}=\frac{2 \lambda+1}{\lambda-1} \int_{G}\left|\nabla_{s} \mathbf{u}_{r}\right|^{2}-(\lambda+1)(\lambda+2)\left|\mathbf{u}_{r}\right|^{2} . \tag{7.14}
\end{equation*}
$$

But, with (7.13), we have

$$
\begin{align*}
\int_{G}\left|\nabla_{s} \mathbf{u}\right|^{2}-\lambda(\lambda+1)|\mathbf{u}|^{2} & \geqq\left[\Lambda_{1}-\lambda(\lambda+1)\right] \int_{G}|\mathbf{u}|^{2} \\
& \geqq\left[\Lambda_{1}-\lambda(\lambda+1)\right] \int_{G}\left|\mathbf{u}_{r}\right|^{2} \tag{7.15}
\end{align*}
$$

whenever

$$
\begin{equation*}
\Lambda_{1} \geqq \lambda(\lambda+1) . \tag{7.16}
\end{equation*}
$$

So, with (7.15), (7.14) yields

$$
\frac{2 \lambda+1}{\lambda-1} \int_{G}\left|\nabla_{s} \mathbf{u}_{r}\right|^{2}-(\lambda+1)(\lambda+2)\left|\mathbf{u}_{r}\right|^{2} \geqq\left[\Lambda_{1}-\lambda(\lambda+1)\right] \int_{G}\left|\mathbf{u}_{r}\right|^{2} .
$$

As $\lambda-1$ is negative, this may be written in the form

$$
\begin{equation*}
\int_{G}\left|\nabla_{s} \mathbf{u}_{r}\right|^{2} \leqq \phi(\lambda) \int_{G}\left|\mathbf{u}_{r}\right|^{2} \tag{7.17}
\end{equation*}
$$

with

$$
\begin{equation*}
\phi(\lambda)=(\lambda+1)(\lambda+2)-\left[\Lambda_{1}-\lambda(\lambda+1)\right] \frac{1-\lambda}{2 \lambda+1} . \tag{7.18}
\end{equation*}
$$

Just as in [16], we introduce Definition 7.19.
Definition 7.19. Let $\Lambda^{\prime}$ be the minimum of $\int_{G}\left|\nabla_{s} v\right|^{2}$ when $v \in \stackrel{\circ}{H}^{1}(G),\|v\|_{L^{2}(G)}=1$ and $\int_{G} v=0$.

Formulae (7.17) and (7.8) imply that if $\phi(\lambda)<\Lambda^{\prime}$, then $\mathbf{u}_{r}=0$. With (7.16), this implies that $\mathbf{u}=0$ and $p=0$ since $\lambda \neq 1$. Therefore, we get the following lemma.

Lemma 7.20. Let us suppose that we have (7.1)-(7.4) and moreover that $\lambda$ is real and smaller than one. Then, with (7.18) and Definition 7.19, we have

$$
\lambda(\lambda+1)>\Lambda_{1} \quad \text { or } \quad \phi(\lambda) \geqq \Lambda^{\prime} .
$$

This statement is close to what is proved in [16].
7.4. The case when $\boldsymbol{\lambda}=1$. Equations (7.6) and (7.8), respectively, give

$$
\begin{align*}
& \delta \mathbf{u}_{r}-6 \mathbf{u}_{r}=0,  \tag{7.21}\\
& \int_{G} \mathbf{u}_{r}=0 . \tag{7.22}
\end{align*}
$$

Then if $\mathbf{u}_{r}$ is nonzero, six is an eigenvalue of $\delta$. But since the first eigenfunction has a constant sign (cf. [4] and (19.B) in [9]), six cannot be equal to $\Lambda_{1}$. Therefore, if $6<\Lambda_{2}$ (the second eigenvalue of $\delta$ ), then $\mathbf{u}_{r}=0$. So (7.5) implies that

$$
\int_{G}\left|\nabla_{s} \mathbf{u}\right|^{2}-2|\mathbf{u}|^{2}=0 .
$$

If $2<\Lambda_{1}$, then $\mathbf{u}=0$ and $p$ is a constant. We have just proved Lemma 7.23.
Lemma 7.23. Let us suppose that $\lambda=1$ and that

$$
\Lambda_{1}>2 \text { and } \Lambda_{2}>6
$$

Then the solutions of (7.2)-(7.4) are proportional to $(\overrightarrow{0}, 1)$.
Now, we are going to prove Lemma 7.24.
Lemma 7.24. If $\Lambda_{1} \geqq 6$, then the pole of $\mathscr{L}_{3}(\lambda)^{-1}$ in $\lambda=1$ has the order one.
Proof. Because no confusion is possible, we drop the index 3 in $\mathscr{L}_{3}(\lambda)$.
Since $\mathscr{L}(1)$ is not injective, $\mathscr{L}^{-1}(\lambda)$ has a pole in $\lambda=1$. Let us write the Laurent expansion of $\mathscr{L}^{-1}(\lambda)$ in the neighborhood of $\lambda=1$, and the power series of $\mathscr{L}(\lambda)$ :

$$
\mathscr{L}(\lambda)^{-1}=\sum_{j \geqq-J}(\lambda-1)^{j} A_{j}
$$

where $J$ is the order of the pole

$$
\mathscr{L}(\lambda)=\sum_{j \geqq 0}(\lambda-1)^{j} \mathscr{L}^{(j)}(1) / j!
$$

where $\mathscr{L}^{(j)}(\lambda)$ is the $j$ th derivative of $\mathscr{L}$ with respect to $\lambda$. As $\mathscr{L}(\lambda) \mathscr{L}^{-1}(\lambda)=I$, we get the relation

$$
\begin{equation*}
\mathscr{L}(1) A_{-J}=0, \tag{7.25}
\end{equation*}
$$

and, only if $J \geqq 2$,

$$
\begin{equation*}
\mathscr{L}^{(1)}(1) A_{-J}+\mathscr{L}(1) A_{-J+1}=0 . \tag{7.26}
\end{equation*}
$$

Thus, (7.25) implies that $A_{-J}=\Phi \cdot(0,1)$ where $\Phi$ is a linear form, and using (7.26) we get that if

$$
\begin{equation*}
\mathscr{L}^{(1)}(1)(0,1) \notin \mathscr{L}(1) D^{0}(G), \tag{7.27}
\end{equation*}
$$

then $J=1$. On the other hand

$$
\begin{equation*}
\mathscr{L}^{(1)}(1)(0,1)=(\vec{\Psi}, 0), \tag{7.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{L}(1) D^{0}(G)=\left(\operatorname{ker} \mathscr{L}(1)^{*}\right)^{\perp} . \tag{7.29}
\end{equation*}
$$

But, according to [16], we have

$$
\mathscr{L}(1)^{*}(\mathbf{u}, p)=\left(\begin{array}{cc}
1 & 0  \tag{7.30}\\
0 & -1
\end{array}\right) \mathscr{L}(-2)(\mathbf{u},-p) .
$$

So we search the kernel of $\mathscr{L}(-2)$, which is one-dimensional just like the kernel of $\mathscr{L}(1)$. We may suppose that a basis of ker $\mathscr{L}(-2)$ has the radial form $(\mathbf{u}, p)=(v \vec{\Psi}, p)$. According to (7.6), we have

$$
\begin{equation*}
p=\frac{1}{3} \delta v . \tag{7.31}
\end{equation*}
$$

We also have

$$
\begin{aligned}
\operatorname{div}\left(r^{-2} v \vec{\Psi}\right) & =\left\langle\vec{\nabla}, r^{-3} v \vec{z}\right\rangle \\
& =r^{-3} v(\vec{\nabla}, \vec{z}\rangle+\langle\vec{z}, \vec{\nabla}\rangle\left(r^{-3} v\right) \\
& =3 r^{-3} v+\left(r \partial_{r}\right)\left(r^{-3} v\right)=0 .
\end{aligned}
$$

As a consequence, relation (7.4) is satisfied for any $v$ (see also (7.8)). To take into account relation (7.3), we notice that

$$
\begin{aligned}
& \Delta\left(r^{-3} z_{j} v\right)=z_{j} \Delta\left(r^{-3} v\right)+2 \partial_{j}\left(r^{-3} v\right), \\
& -\Delta\left(r^{3} v\right)=r^{-5}(\delta v-6 v) \\
& \partial_{j}\left(r^{-3} v\right)=-3 z_{j} r^{-5} v+r^{-3} \partial_{j} v .
\end{aligned}
$$

So (7.3), which may be written as

$$
-\Delta\left(r^{-3} z_{j} v\right)+\frac{1}{3} \partial_{j}\left(r^{-3} \delta v\right)=0, \quad j=1,2,3,
$$

is equivalent to

$$
\partial_{j}(\delta v-6 v)=0, \quad j=1,2,3 .
$$

We have just proved Lemma 7.32.

Lemma 7.32. A basis of $\operatorname{ker} \mathscr{L}(-2)$ is given by $(v \vec{\Psi}, p)$, where $p=\delta v / 3$ and
(i) If six is an eigenvalue of $\delta: v$ is an eigenfunction of $\delta$ associated with six;
(ii) If not, $v$ is the unique solution of $\delta v-6 v=1$.

End of the proof of Lemma 7.4. Using (7.28)-(7.30), we may rewrite condition (7.27):

$$
\int_{G}\langle\vec{\Psi}, v \vec{\Psi}\rangle \neq 0
$$

i.e.,

$$
\begin{equation*}
\int_{G} v \neq 0 \tag{7.33}
\end{equation*}
$$

If $\Lambda_{1}=6, v$ has a constant sign and (7.33) is fulfilled. If $\Lambda_{1} \neq 6$, according to the assumptions of Lemma $7.24, \Lambda_{1}>6$. Let ( $\Lambda_{k}, v_{k}$ ) be the eigenvalues and eigenfunctions sequence of $\delta$. Using Lemma 7.32, we have

$$
v=\sum_{k} c_{k} v_{k} \quad \text { with } c_{k}=\left(\Lambda_{k}-6\right)^{-1} \int_{G} v_{k}
$$

So

$$
\int_{G} v=\sum_{k}\left(\Lambda_{k}-6\right)^{-1}\left(\int_{G} v_{k}\right)^{2},
$$

which is positive since $\Lambda_{1}>6$. Thus (7.33) is true.

## 8. Study of the minimum value $\Lambda^{\prime}$.

8.1. Minoration of $\Lambda^{\prime}(\boldsymbol{G})$. We study the minimum $\Lambda^{\prime}(G)$ of $\int_{G}\left|\nabla_{s} v\right|^{2}$ when $v \in$ $\stackrel{\circ}{H}^{1}(G),\|v\|_{L^{2}(G)}=1$ and $\int_{G} v=0$ (cf. Definition 7.19) occurring in Lemma 7.20. As the extension by zero preserves the above conditions of $v$, we get (as in [16]):

$$
\begin{equation*}
\text { if } G_{1} \subset G_{2} \text {, then } \Lambda^{\prime}\left(G_{1}\right) \geqq \Lambda^{\prime}\left(G_{2}\right) \text {. } \tag{8.1}
\end{equation*}
$$

The minimum $\Lambda^{\prime}(G)$ is reached for some function $v$. We recall that $\left(\Lambda_{k}, v_{k}\right)$ is the eigenvalues and eigenfunctions sequence of the Laplace-Beltrami operator $\delta$ on $\dot{H}^{1}(G)$. We denote

$$
\gamma_{k}=\gamma \int_{G} v_{k} d \Psi \quad \text { where } \gamma=\left(\int_{G} d \Psi\right)^{-1 / 2}
$$

(we suppose that $\left\|v_{k}\right\|_{L^{2}(G)}=1$ ). We have

$$
\begin{align*}
& v=\sum_{k} c_{k} v_{k} \quad \text { with } \sum c_{k}^{2}=1,  \tag{8.2}\\
& \sum_{k} c_{k} \gamma_{k}=0,  \tag{8.3}\\
& \Lambda^{\prime}(G)=\sum_{k} \Lambda_{k} c_{k}^{2} . \tag{8.4}
\end{align*}
$$

If $G=S^{2}$, as $\gamma_{1}=1$ and the other $\gamma_{k}$ are zero, it is obvious that (cf. [16])

$$
\begin{equation*}
\Lambda^{\prime}\left(S^{2}\right)=\Lambda_{2}=2 . \tag{8.5}
\end{equation*}
$$

So, by (8.1) and (8.5), we get

$$
\begin{equation*}
\Lambda^{\prime}(G) \geqq 2 . \tag{8.6}
\end{equation*}
$$

We will obtain further information about $\Lambda^{\prime}(G)$.

Lemma 8.7. Let $K$ be $\left(\int_{G} v_{1} d \Psi\right)^{2}\left(\int_{G} d \Psi\right)^{-1}$. Then

$$
\Lambda^{\prime}(G) \geqq(1-K) \Lambda_{1}(G)+K \Lambda_{2}(G) .
$$

Proof. Using (8.3), we get

$$
c_{1}^{2} \gamma_{1}^{2} \leqq\left(\sum_{k \geqq 2} c_{k}^{2}\right)\left(\sum_{k \leqq 2} \gamma_{k}^{2}\right)=\left(1-c_{1}^{2}\right)\left(1-\gamma_{1}^{2}\right) .
$$

So, we have

$$
\begin{equation*}
c_{1}^{2} \leqq 1-\gamma_{1}^{2} . \tag{8.8}
\end{equation*}
$$

Equation (8.4) implies that

$$
\Lambda^{\prime}(G) \geqq \Lambda_{1} c_{1}^{2}+\Lambda_{2}\left(1-c_{1}^{2}\right) .
$$

Using (8.8), we get

$$
\Lambda^{\prime}(G) \geqq \Lambda_{1}\left(1-\gamma_{1}^{2}\right)+\Lambda_{2} \gamma_{1}^{2} .
$$

And as $K$ is exactly $\gamma_{1}^{2}$, we get the lemma.
Now, if $\gamma_{2}=0$, instead of (8.8) we get

$$
c_{1}^{2} \leqq\left(1-\gamma_{1}^{2}\right)\left(1-c_{2}^{2}\right) .
$$

And, with (8.4), we have

$$
\Lambda^{\prime}(G) \geqq \Lambda_{1} c_{1}^{2}+\Lambda_{2} c_{2}^{2}+\Lambda_{3}\left(1-c_{1}^{2}-c_{2}^{2}\right) .
$$

Thus

$$
\begin{equation*}
\Lambda^{\prime}(G) \geqq\left[\left(1-\gamma_{1}^{2}\right) \Lambda_{1}+\gamma_{1}^{2} \Lambda_{3}\right]\left(1-c_{2}^{2}\right)+\Lambda_{2} c_{2}^{2} . \tag{8.9}
\end{equation*}
$$

And, it is easy to show that, if moreover $\gamma_{3}, \cdots, \gamma_{N-1}=0, \Lambda_{3}$ may be replaced by $\Lambda_{N}$ in (8.9). So we get Lemma 8.10.

Lemma 8.10. If $\gamma_{2}, \cdots, \gamma_{N-1}=0$, then

$$
\Lambda^{\prime}(G) \geqq \min \left\{\left[(1-K) \Lambda_{1}+K \Lambda_{N}\right], \Lambda_{2}\right\} .
$$

8.2. The exact value of $\boldsymbol{\Lambda}^{\prime}$ in some special cases. For $\left.\left.\omega \in\right] 0,2 \pi\right]$ and $(\theta, \varphi)$ the spherical coordinates in $[0, \pi] \times\left[0,2 \pi\left[\right.\right.$, we denote by $G_{\omega}$ :

$$
G_{\omega}=\left\{\Psi \in S^{2} / \theta \in\right] 0, \pi[, \varphi \in] 0, \omega[ \} .
$$

The associated cone $\Gamma_{\omega}$ is a dihedron with interior angle $\omega$. Since $v_{1}$ is proportional to $\sin (\pi / \omega) \varphi$, it is easy to compute the following:

$$
\begin{equation*}
K\left(G_{\omega}\right)=8 / \pi^{2} \approx 0.81057 . \tag{8.11}
\end{equation*}
$$

The main result is Proposition 8.12.
Proposition 8.12. $\Lambda^{\prime}\left(G_{\omega}\right)=\Lambda_{2}\left(G_{\omega}\right)$.
Proof. We denote $\pi / \omega$ by $\nu$. As a consequence of (18.6') in [9] we obtain

$$
\Lambda_{k}=\mu_{k}\left(\mu_{k}+1\right),
$$

( $\mu_{k}$ ) being the increasing sequence of positive numbers

$$
l \nu+d \quad \text { with } l \in \mathbf{N}^{*} \text { and } d \in \mathbf{N} .
$$

(The multiplicity of $\mu$ is given by the number of couples $(l, d)$ providing $\mu$.)

From (18.9) in [9], we derive that an eigenfunction associated with $\mu_{k}\left(\mu_{k}+1\right)$ with $\mu_{k}=l \nu+d$ has the following form:

$$
v_{k}=\sum_{0 \leqq 2 p \leqq d} \alpha_{p} \cos ^{d-2 p} \theta \cdot \sin l \nu \varphi
$$

where the $\alpha_{p}$ are some constants.
As a consequence
(8.13) if $\mu_{k}=\nu+1, v_{k}=\alpha \cos \theta \sin \nu \varphi$ and $\gamma_{k}=0$,
(8.14) if $\mu_{k}=2 \nu, v_{k}=\alpha \sin 2 \nu \varphi$ and $\gamma_{k}=0$.
(a) If $\nu \in\left[\frac{1}{2}, 1\right]: \mu_{1}=\nu, \mu_{2}=2 \nu, \mu_{3}=\nu+1, \mu_{4}=3 \nu$.

So $\gamma_{2}$ and $\gamma_{3}$ are zero; and according to (8.10) it is sufficient to prove that

$$
(1-K) \nu(\nu+1)+3 K \nu(3 \nu+1) \geqq 2 \nu(2 \nu+1) .
$$

With (8.11), this is easy to check.
(b) If $\nu \in[1,2]: \mu_{1}=\nu, \mu_{2}=\nu+1, \mu_{3}=2 \nu, \mu_{4}=\nu+2$.

So $\gamma_{2}$ and $\gamma_{3}$ are zero again. And we can prove that

$$
\begin{equation*}
(1-K) \nu(\nu+1)+K(\nu+2)(\nu+3) \geqq(\nu+1)(\nu+2) . \tag{8.15}
\end{equation*}
$$

Using Lemma 8.10 we get Proposition 8.12.
(c) If $\nu \geqq 2: \mu_{1}=\nu, \mu_{2}=\nu+1, \mu_{3}=\nu+2$. $\gamma_{2}=0$ and as in case (b), (8.15) is true and implies Proposition 8.12 by using Lemma 8.10.

Corollary 8.16. If $\omega \in[\pi, 2 \pi], \Lambda^{\prime}\left(G_{\omega}\right)=(2 \pi / \omega)(1+2 \pi / \omega)$.

## 9. Precise regularity results in three-dimensional domains.

9.1. Strips free of poles. Let $\Omega$ be a domain in $\mathscr{O}_{3}\left(\mathbf{R}^{3}\right)$. If $\Omega$ has no vertex, it has been studied in $\S 6$ (Theorem 6.3). If not, for each vertex $x$ of $\Omega$, we must check condition (3.7).

Let us assume that

$$
\begin{equation*}
s<\frac{3}{2} . \tag{9.1}
\end{equation*}
$$

So, using Lemma 4.2, we have that (3.7) is equivalent to

$$
\begin{equation*}
\forall \lambda, \operatorname{Re} \lambda \in\left[-\frac{1}{2}, s-\frac{1}{2}\right], \mathscr{L}_{3}(\lambda) \text { is invertible on } D_{3}^{0}\left(G_{x}\right) . \tag{9.2}
\end{equation*}
$$

We are going to determine $s\left(G_{x}\right)$ so that (9.2) is true for $s=s\left(G_{x}\right)$.
We denote

$$
\xi_{0}=s\left(G_{x}\right)-\frac{1}{2} .
$$

As a consequence of Lemmas 7.9 and 7.20 , if we have the three following conditions, for a $\xi \in]-\frac{1}{2}, 1[$ :

$$
\begin{align*}
& \xi(\xi+1)+(2 \xi+1)(\xi-1)<\Lambda_{1}(G),  \tag{9.3}\\
& \xi(\xi+1)<\Lambda_{1}(G),  \tag{9.4}\\
& \phi(\xi)<\Lambda^{\prime}(G), \tag{9.5}
\end{align*}
$$

then

$$
\begin{equation*}
\forall \lambda, \operatorname{Re} \lambda=\xi, \mathscr{L}_{3}(\lambda) \text { is invertible on } D_{3}^{0}(G) . \tag{9.6}
\end{equation*}
$$

Condition (9.4) implies (9.3), and (9.5) may be written as

$$
\begin{equation*}
(\xi+1)\left(\xi^{2}+6 \xi+2\right)<(2 \xi+1) \Lambda^{\prime}+(1-\xi) \Lambda_{1} . \tag{9.7}
\end{equation*}
$$

Using (8.6), $\Lambda^{\prime} \geqq 2$ and $\Lambda_{1}>0$, we obtain (9.7) if

$$
(\xi+1)\left(\xi^{2}+6 \xi+2\right) \leqq 2(2 \xi+1)
$$

It is easy to check that for all $\xi \in\left[-\frac{1}{2}, 0\right]$.
So

$$
\begin{equation*}
\xi_{0} \geqq 0, \quad \text { i.e. } \quad s(G) \geqq \frac{1}{2} . \tag{9.8}
\end{equation*}
$$

For $\xi>0$, we may use one of the following three conditions, each implying (9.7):

$$
\begin{align*}
& (\xi+1)\left(\xi^{2}+6 \xi+2\right)<2(2 \xi+1)+(1-\xi) \Lambda_{1},  \tag{9.9}\\
& (\xi+1)\left(\xi^{2}+6 \xi+2\right) \leqq(2 \xi+1) \Lambda^{\prime},  \tag{9.10}\\
& (\xi+1)\left(\xi^{2}+6 \xi+2\right) \leqq(\xi+1) \Lambda^{\prime}+\Lambda_{1} \tag{9.11}
\end{align*}
$$

(since $\Lambda^{\prime}>\Lambda_{1}$ ). Each of these conditions has the form

$$
\psi(\xi) \leqq 0
$$

$\psi$ being a strictly convex function on $\left[-7 / 3,+\infty\left[\right.\right.$. To have $\psi(\xi) \leqq 0$ on $\xi \in\left[0, \xi_{0}\right]$, it is enough to check that

$$
\psi(0) \leqq 0 \quad \text { and } \quad \psi\left(\xi_{0}\right) \leqq 0 .
$$

Using (9.9), we find Proposition 9.12, as in [16].
Proposition 9.12. $s(G)$ may be taken as $\frac{1}{2}+\mu /(\mu+4)$, where $\mu>0$ is such that $\mu(\mu+1)=\Lambda_{1}(G)$.

Now, if we consider condition (9.11) with $\Lambda^{\prime} \geqq 2$, we get

$$
(\xi+1)\left(\xi^{2}+6 \xi\right) \leqq \Lambda_{1},
$$

and it is easy to prove the following proposition.
Proposition 9.13. If $\Lambda_{1}(G) \leqq 2, s(G)$ may be taken to be $\frac{1}{2} \Lambda_{1}(G) / 8$.
It is better than Proposition 9.12 if $\Lambda_{1} \geqq 1.20$.
We notice that the right-hand side of ( 9.11 ) increases when the domain $G$ decreases. So, we may determine $\xi$ such that (9.11) is satisfied for $G_{\omega}$ (cf. 8.3), and then we are sure that (9.11) is also satisfied for all $G \subset G_{\omega}$. It is not difficult to check Proposition 9.14 .

Proposition 9.14. If $G \subset G_{\omega}$ with $\left.\left.\omega \in\right] \pi, 2 \pi\right]$, $s(G)$ may be taken as $6 \pi / 5 \omega$. Here, we use Corollary 8.16:

$$
\Lambda^{\prime}\left(G_{\omega}\right)=2 \nu(\nu+1) \quad \text { and } \quad \Lambda_{1}\left(G_{\omega}\right)=\nu(\nu+1), \quad \text { with } \quad \nu=\pi / \omega .
$$

In the important case when $\omega=\pi$, we have

$$
\Lambda^{\prime}\left(G_{\pi}\right)=6
$$

and we immediately see that (9.10) is true for all $\xi \leqq 1$. Therefore, we have (9.5) for $\xi<1$ and as $\Lambda_{1}=2$, we have (9.4) also. Thus we have Proposition 9.15.

Proposition 9.15. If $G \subset G_{\pi}$, then we may take $s(G)=\frac{3}{2}-\varepsilon$, for all $\varepsilon>0$.
Finally, for $G_{\pi / 2}, \Lambda_{1}=6$ and according to Lemma 7.24 we get Proposition 9.16.
Proposition 9.16. If $G \subset G_{\pi / 2}, \mathscr{L}_{3}(\lambda)^{-1}$ has only one pole in the strip $\operatorname{Re} \lambda \in$ $\left[-\frac{1}{2}, 1\right]$. That pole is $\lambda=1$, it is simple, and $\operatorname{Ker} \mathscr{L}(1)$ is generated by $(\overrightarrow{0}, 1)$. Here let $s(G)$ be $3 / 2$.
9.2. Regularity results. Just as in Theorem 6.3, we make various assumptions concerning the behavior of $g$ at the singular points of $\Omega$, according to the value of $s$.

Definition 9.17. Let $g$ be in $H^{s-1}(\Omega)$ for $s \geqq 1 . g$ is said to be zero at the singular points of $\Omega$
(i) When $s=1: \rho_{1}^{-1} g \in L^{2}(\Omega)$ with $\rho_{1}(x)$ the distance of $x$ from $A_{1}(\Omega)$, the edges of $\Omega$;
(ii) When $1<s<\frac{3}{2}: g=0$ on $A_{1}(\Omega)$;
(iii) When $s=\frac{3}{2}: g=0$ on $A_{1}(\Omega)$ and $\rho_{0}^{-3 / 2} g \in L^{2}(\Omega)$ where $\rho_{0}$ is the distance from $A_{0}(\Omega)$, the vertices of $\Omega$;
(iv) When $s>\frac{3}{2}: g=0$ on $A_{1}(\Omega) \cup A_{0}(\Omega)$.

Remarks 9.18.
(1) If $g \in H^{s-1} \cap \stackrel{\circ}{H}^{1}(\Omega)$, then it is zero at the singular points of $\Omega$.
(2) If each vertex $x$ is in the closure of an edge, then the conditions concerning $A_{0}(\Omega)$ are implied by conditions concerning $A_{1}(\Omega)$; such is the case when $\Omega$ is a polyhedron.

This may be proved as is (AC.3) in [9].
Definition 9.19. For each vertex $x \in A_{0}(\Omega)$, we denote by $s_{x}$ the best value of $s\left(G_{x}\right)$ drawn from Propositions 9.12-9.16.

Theorem 9.20. Let $\Omega \in \mathcal{O}_{3}\left(\mathbf{R}^{3}\right)$. Let $(\vec{u}, p) \in D_{3}^{0}(\Omega)$ be the solution of (1.1) with $(\vec{f}, g) \in E_{3}^{s}(\Omega)$.
(a) If $s<1, s \leqq \min _{x \in A_{0}(\Omega)} s_{x}$ and $s<\inf _{x \in A_{1}(\Omega)} \xi_{1}\left(\omega_{x}\right)$, then $(\vec{u}, p) \in D_{3}^{s}(\Omega)$.
(b) If $s \geqq 1, s \leqq \min _{x \in A_{0}(\Omega)} s_{x}, s<\inf _{x \in A_{1}(\Omega)} \pi / \omega_{x}$ and moreover $g$ is zero at the singular points of $\Omega$, then $(\vec{u}, p) \in D_{3}^{s}(\Omega)$.

For $s<1$, it is a straightforward consequence of Theorem 3.6, as in the case of Theorem 6.3.

For $s \geqq 1$, in view of Theorems 3.6 and 6.3, and the methods of proofs of [9], it is enough to note that the Mellin transform ( $\vec{F}(\lambda), G(\lambda)$ ) of ( $r^{2} \vec{f}, r g$ ), after localization in the neighborhood of any vertex, is defined up to $\operatorname{Re} \lambda \leqq s-\frac{1}{2}$, with values in $F_{3}^{s}\left(G_{x}\right)$.

Now, we derive from Theorem 9.20 the statements (1.6)-(1.12).
Since $s_{x}>\frac{1}{2}$ and $\xi_{1}\left(\omega_{x}\right) \geqq \frac{1}{2}$, (1.6) is a straightforward consequence of Theorem 9.20a.

In situation (1.7), the openings of the edges are $\pi / 2$ or $3 \pi / 2 . \xi_{1}(3 \pi / 2)>0.544$, so $0.544<\inf _{x \in A_{1}(\Omega)} \xi_{1}\left(\omega_{x}\right)$. If $x$ is a vertex of $\Omega$, then the associated cone $\Gamma_{x}$ is an octant or the complementary of an octant. In the first case, Proposition 9.16 yields $s\left(G_{x}\right)=\frac{3}{2}$. In the last case, we note that $\Gamma_{x}$ is included in the revolution cone

$$
\Gamma=\left\{z \in \mathbf{R}^{3} / \theta \in\left[0, \theta_{0}[ \}\right.\right.
$$

with $\theta_{0}=\pi-\theta_{1}, \theta_{1}=\arcsin (1 / \sqrt{3})$; so $\theta_{0} \approx 144.74^{\circ}$. As a consequence of 18.D in [9], we find that $\Lambda_{1}\left(G_{x}\right)=\mu(\mu+1)$ with $\mu>0.35$. By Proposition 9.12 we get

$$
s\left(G_{x}\right)>\frac{1}{2}+\frac{0.35}{4.35} \approx 0.580>0.544 .
$$

When $\Omega$ is convex, we have $\pi / \omega_{x}>1$ for any $x \in A_{1}(\Omega)$, and by Proposition 9.15 $s_{x}>1$. Thus, we get (1.8).

If, for each $x \in A_{1}(\Omega), \pi / \omega_{x} \geqq \frac{3}{2}$, as by Proposition 9.15 we have $s_{x} \geqq \frac{3}{2}-\varepsilon$, then for all $\varepsilon>0$, we get (1.9).

In the situation (1.10), $\min _{x \in A_{1}(\Omega)} \pi / \omega_{x}>\frac{3}{2}$ and, for each vertex $x$, owing to Proposition 9.16, we have $s_{x}=\frac{3}{2}$.

In the situations (1.11) or (1.12), we have: $\min _{x \in A_{1}(\Omega)} \pi / \omega_{x}=2$ and there is no vertex.

Appendix. Behavior of $\mathscr{L}_{2}(\lambda)^{-1}$ in the neighborhood of positive integer numbers, on the domain $] 0,2 \pi$ [ (the model for a crack). Given suitable changes of functions (see [11] and [5]), the problem

$$
\mathscr{L}_{2}(\lambda)\left(u_{1}, u_{2}, p\right)=\left(f_{1}, f_{2}, g\right) \text { with } u_{1}, u_{2} \in \dot{H}^{1}(] 0,2 \pi[)
$$

is equivalent to the other:

$$
\left\{\begin{array}{l}
\left\{\begin{array}{l}
u^{\prime \prime}+(\lambda+1)^{2} u+(1-\lambda) q=l_{1}, \\
(\lambda-1) u^{\prime}+\left(1-\lambda^{2}\right) v+q^{\prime}=l_{2}, \\
(1+\lambda) u+v^{\prime}=l_{3},
\end{array}\right. \\
\quad u, v \in \stackrel{\circ}{H}^{1}(] 0,2 \pi[) . \tag{A2}
\end{array}\right.
$$

As in the above references, it can be proved that (A1) is holomorphically solvable. To solve (A1)-(A2), it remains to solve (A1) with $l_{j}=0$, and for any ( $c_{1}, c_{2}, c_{3}, c_{4}$ ) $\in \mathbf{C}^{4}$

$$
\begin{array}{ll}
v(0)=\gamma_{1}, & v(2 \pi)=\gamma_{2},  \tag{A3}\\
u(0)=\gamma_{3}, & u(2 \pi)=\gamma_{4} .
\end{array}
$$

Problem (A1) with the zero right-hand side is equivalent to (A4)-(A6):

$$
\begin{equation*}
q=\left(v^{(3)}+(1+\lambda)^{2} v^{\prime}\right)\left(1-\lambda^{2}\right)^{-1} \tag{A5}
\end{equation*}
$$

$$
\begin{equation*}
u=-v^{\prime}(1+\lambda)^{-1} \tag{A4}
\end{equation*}
$$

$$
\begin{equation*}
v^{(4)}+2\left(1+\lambda^{2}\right) v^{(2)}+\left(1-\lambda^{2}\right)^{2} v=0 \tag{A6}
\end{equation*}
$$

For $\operatorname{Re} \lambda>0$, a basis of solutions of (A6) is given by

$$
v_{1}=\sin (\lambda+1) \theta, \quad v_{2}=\frac{\sin (\lambda-1) \theta}{\lambda-1}, \quad v_{3}=\cos (\lambda+1) \theta, \quad v_{4}=\cos (\lambda-1) \theta .
$$

Let $M(\lambda)$ be the four $\times$ four matrix, the columns of which are

$$
{ }^{t}\left[v_{j}(0), v_{j}(2 \pi),-v_{j}^{\prime}(0)(1+\lambda)^{-1},-v_{j}^{\prime}(2 \pi)(1+\lambda)^{-1}\right] .
$$

The solvability of (A3), (A4), and (A6) is equivalent to finding $\alpha={ }^{t}\left(\alpha_{1}, \cdots, \alpha_{4}\right)$ such that

$$
\begin{equation*}
M(\lambda) \alpha=\gamma \tag{A7}
\end{equation*}
$$

where $\gamma={ }^{t}\left(\gamma_{1}, \cdots, \gamma_{4}\right)$. Then the solution of (A3), (A4), and (A6) is

$$
\begin{equation*}
v=\sum \alpha_{j} v_{j} \quad \text { and } \quad u=-v^{\prime}(\lambda+1)^{-1} . \tag{A8}
\end{equation*}
$$

The determinant of $M(\lambda)$ is

$$
4 \sin ^{2} 2 \pi \lambda(\lambda-1)^{-1}(\lambda+1)^{-2} .
$$

So, in $\lambda=1, M(\lambda)^{-1}$ has a simple pole. On the other hand, when $\lambda$ is an integer number and $\lambda \geqq 2$, it is easy to see that the first and the third rows (respectively, the second and the fourth) are equal; then the cofactors of $M(\lambda)$ are zero and the pole is simple again.

It is obvious that, for integer $\lambda$

$$
\begin{equation*}
\operatorname{dim} \operatorname{Ker} M(1)=1 \quad \text { and } \quad \operatorname{dim} \operatorname{Ker} M(\lambda)=2 \quad \text { when } \lambda \geqq 2 . \tag{A9}
\end{equation*}
$$

To deduce the properties of $\mathscr{L}_{2}(\lambda)^{-1}$, we must take (A5) into account. For $\lambda \geqq 2$, it is holomorphic. It remains to study the case when $\lambda=1$.

For $v=v_{1}$, or $v=v_{3}$, (A5) yields $q=0$.
For $v=v_{4}$, (A5) yields $q=\left((\lambda+1)^{2}-(\lambda-1)^{2}\right) \sin (\lambda-1) \theta /(\lambda+1)$.
For $\lambda=1$, it is zero again.
For $v=v_{2}$, (A5) yields $q_{2}=\left((\lambda+1)^{2}-(\lambda-1)^{2}\right) \cos (\lambda-1) \theta /\left(1-\lambda^{2}\right)$.
With (A8), we have $q=\alpha_{2} q_{2}$.
As $q_{2}$ has a simple pole in $\lambda=1$, it remains to state that $\alpha_{2}$ is holomorphic. That arises from the structure of $M(\lambda)$ : the matrix $M_{2}(\lambda)$ obtained by removing the second column of $M(\lambda)$ has its rank equal to two, and the corresponding cofactors balance the determinant of $M(\lambda)$.

So, for any $\lambda \in \mathbf{N}, \lambda \geqq 1, \mathscr{L}(\lambda)^{-1}$ has a simple pole, and with (A9), it is clear that

$$
\operatorname{dim} \operatorname{Ker} \mathscr{L}_{2}(\lambda)=d(\lambda)
$$

With Lemma 4.5, we get that $\mathscr{S}_{2}$ is injective modulo polynomial on $S^{\lambda}\left(\mathbf{R}^{2} \backslash \mathbf{R}^{+}\right)$.
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#### Abstract

This paper gives Cauchy-type formulae for functions analytic of order two on $C^{1}$ domains obtained from the solutions of corresponding biharmonic problems. Functions analytic of order two are shown to be potentials for the solutions of systems of linear partial differential equations in two-dimensional elastostatics and hydrostatics. When combined with Cauchy formulae, integral representations are obtained for the traction problem and the linearized Stokes problem that are valid even for $C^{1}$ domains.
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1. Introduction. In this paper, we give Cauchy-type formulae for functions analytic of order two on $C^{1}$ domains obtained from the solutions of corresponding biharmonic problems. We show how functions analytic of order two are potentials for the solutions of systems of linear partial differential equations in two-dimensional elastostatics and hydrostatics. When combined with Cauchy formulae we obtain integral representations for the traction problem and the linearized Stokes problem that are valid even for $C^{1}$ domains.

The traction problem in elastostatics is to determine the components of stress and displacement from a system of partial differential equations satisfied within a domain and the forces applied on the boundary. Airy showed [2] that in the absence of body forces this problem could be reduced to finding a scalar biharmonic potential called the stress function. The stationary Stokes problem in hydrostatics is the following. Solve a system of partial differential equations satisfied by the velocity and pressure that can likewise be reduced to a biharmonic problem. (See Mikhlin [11, pp. 176-178] for an outline of these reductions.)

In [7] and [8] Cohen and Gosselin obtained solutions to the following biharmonic problems on $C^{1}$ domains in $\mathbb{R}^{2}$ :

$$
\begin{align*}
& \Delta^{2} u=0 \quad \text { in } \Omega \\
& \left.\nabla u\right|_{\partial \Omega}=\mathbf{g} \quad \text { where } \int \mathbf{g} \cdot \mathbf{T} d s=0, \tag{1.1}
\end{align*}
$$

T is the unit tangent vector and $\mathbf{g} \in L^{p} \times L^{p}(\partial \Omega), 1<p<\infty$

$$
\begin{equation*}
\Delta^{2} u=0, \quad\left(u_{x x} x_{s}+u_{x y} y_{s}, u_{x y} x_{s}+u_{y y} y_{s}\right)=\varphi \tag{1.2}
\end{equation*}
$$

where $\varphi=(\varphi, \psi) \in L^{q} \times L^{q}(\partial \Omega)$ and $\int_{\partial \Omega} \varphi=\int_{\partial \Omega} \psi=\int_{\partial \Omega} x \varphi+y \psi d s=0$.
The first of these problems involves Dirichlet-type boundary conditions and solves the stationary Stokes problem. The second involves adjoint or Neumann-type boundary conditions and solves the traction problem.

The solutions are given by potentials that are modified versions of the multiple layer potentials introduced by Agmon in [1]. The analysis at the boundary is obtained

[^6]for $C^{1}$ domains via an application of Calderon's theorem on the Cauchy integral along Lipschitz curves [5].

In practice it can be difficult to obtain the appropriate biharmonic potentials. Muskhelishvili's book on elasticity [12, Chap. 5] shows how assuming the existence of Airy's stress function leads to the reformulation of the traction problem as a boundary value problem for a system of analytic functions. The crucial point in the introduction of analytic functions is that biharmonic functions can be represented as $\operatorname{Re}\{\bar{z} f(z)+$ $g(z)\}$ where $f$ and $g$ are analytic. If we define $\bar{\partial}=\partial_{x}+i \partial_{y}$, a simple calculation shows that $\bar{\partial}^{2}(\bar{z} f(z)+g(z))=0$. This suggests a connection between elasticity and the $\bar{\partial}^{2}$ equation.

In fact, this connection is neither new nor surprising. In the 1920s Burgatti, in [3] and [4], studied solutions of $\bar{\partial}^{n} f=0$ and introduced solutions of the equation $\bar{\partial}^{2} f=0$ into the equations of elasticity to obtain Kolosoff's formula for the complex displacement [4, pp. 90-91].

In this paper we look at the complex function $U+i \tilde{U}$ where $U$ is the Airy stress function and $\tilde{U}$ is a biharmonic conjugate of $U$ in the sense that $\bar{\partial}^{2}(U+i \tilde{U})=0$. We show how the displacements can be computed, up to a rigid infinitesimal deformation, as a linear combination of the first derivatives of the stress function and its biharmonic conjugate $\tilde{U}$. We then show how the layer potential representation of the solution to the biharmonic reformulation of the traction problem can be extended to a "Cauchy type" formula that automatically produces the biharmonic conjugate of the stress function.

This procedure is simpler than the method outlined on pages 106-109 of Muskhelishvili [12]. Furthermore, for half planes with any orientation, the layer potential solutions reduce to Poisson integrals of the boundary forces.
2. The $\overline{\boldsymbol{\delta}}^{2}$ equation. Functions satisfying the equation $\bar{\partial}^{2} \psi=0$ are called analytic of order two where $\bar{\partial}=\partial_{x}+i \partial_{y}$ and $\psi$ is complex valued. In this section we review some of the basic properties of these functions, some of which are discussed in a more general context in the articles by Burgatti [3] and [4].

We let $\partial$ denote the operator $\partial_{x}-i \partial_{y}$ and assume that $\psi$ is complex valued and satisfies $\bar{\partial}^{2} \psi(z)=0$ in a domain $\Omega$. If we write $\psi=U+i \tilde{U}$ where $U$ and $\tilde{U}$ are smooth real-valued functions and observe that $\bar{\partial}^{2}=\partial_{x x}-\partial_{y y}+2 i \partial_{x y}$, then $\bar{\partial}^{2} \psi=0$ implies

$$
\begin{equation*}
U_{x x}-U_{y y}-2 \tilde{U}_{x y}+i\left(2 U_{x y}+\tilde{U}_{x x}-\tilde{U}_{y y}\right)=0 . \tag{2.1}
\end{equation*}
$$

Equating real and imaginary parts, we obtain the following system of second-order partial differential equations:

$$
\begin{align*}
& U_{x x}-U_{y y}=2 \tilde{U}_{x y},  \tag{2.2}\\
& 2 U_{x y}=-\left(\tilde{U}_{x x}-\tilde{U}_{y y}\right), \tag{2.3}
\end{align*}
$$

which is analogous to the Cauchy-Riemann equations.
Since the Laplace operator can be factored as $\Delta=\bar{\partial} \partial$ we observe the following:

$$
\begin{equation*}
\Delta U+i \Delta \tilde{U} \text { is analytic } \tag{2.4}
\end{equation*}
$$

since $\bar{\partial}(\Delta U+i \Delta \tilde{U})=\partial \bar{\partial}^{2}(U+i \tilde{U})=0$;

$$
\begin{align*}
& \Delta^{2} U=\operatorname{Re} \Delta^{2}(U+i \tilde{U})=\operatorname{Re} \partial^{2} \bar{\partial}^{2}(U+i \tilde{U})=0  \tag{2.5}\\
& \Delta^{2} \tilde{U}=\operatorname{Im} \Delta^{2}(U+i \tilde{U})=\operatorname{Im} \partial^{2} \bar{\partial}^{2}(U+i \tilde{U})=0 \tag{2.6}
\end{align*}
$$

Thus $U$ and $\tilde{U}$ are biharmonic and since $\Delta U+i \Delta \tilde{U}$ is analytic, the pair of functions $\Delta U$ and $\Delta \tilde{U}$ satisfy the Cauchy-Riemann equations:

$$
\begin{align*}
& (\Delta U)_{x}=(\Delta \tilde{U})_{y}  \tag{2.7}\\
& (\Delta U)_{y}=-(\Delta \tilde{U})_{x} . \tag{2.8}
\end{align*}
$$

The system of real second-order equations (2.2) and (2.3) together with (2.8) and (2.9) will be referred to as the biharmonic Cauchy-Riemann equations.

Analytic functions of order two can be represented as

$$
\begin{equation*}
\psi(z)=\frac{\bar{z}}{2} f(z)+g(z) \tag{2.9}
\end{equation*}
$$

where $f$ and $g$ are analytic. It follows that $f(z)=\bar{\partial} \psi(z)$ and $g(z)=\psi(z)-(\bar{z} / 2) \bar{\partial} \psi(z)$. We then write

$$
\begin{equation*}
\psi(z)=\frac{\bar{z}}{2} \bar{\partial} \psi(z)+\left(\psi(z)-\frac{\bar{z}}{2} \bar{\partial} \psi(z)\right), \tag{2.10}
\end{equation*}
$$

and applying Cauchy's formula to the analytic functions $\bar{\partial} \psi(z)$ and $\psi(z)-(\bar{z} / 2) \bar{\partial} \psi(z)$, we obtain the Cauchy-type representation

$$
\begin{equation*}
\psi(z)=\frac{1}{2 \pi i} \int_{\gamma} \frac{\psi(w)}{w-z} d w-\frac{1}{4 \pi i} \int_{\gamma} \bar{\partial} \psi(w) \frac{\bar{w}-\bar{z}}{w-z} d w \tag{2.11}
\end{equation*}
$$

where $\gamma$ is a simple closed contour in $\Omega$ containing $z$.
Formula (2.11) appears (except for a small error) on page 88 of Burgatti [4], and we will refer to (2.11) as Burgatti's formula.
3. The traction problem. The traction problem is to obtain the elastostatic state of a thin plate from the forces at the edge. In this section we assume that $\Omega$ is a bounded $C^{1}$ simply connected domain in $\mathbb{R}^{2}$. We let $S=\left[\begin{array}{cc}A & { }_{B}^{B} \\ C\end{array}\right]$ denote the stress tensor and let $u, v$ denote the components of displacement. In the absence of body forces the equilibrium equations are

$$
\begin{equation*}
A_{x}+B_{y}=0, \quad B_{x}+C_{y}=0 \tag{3.1}
\end{equation*}
$$

and the equations relating displacement and stress are

$$
\begin{equation*}
A=(\lambda+2 \mu) u_{x}+\lambda v_{y}, \quad B=\mu\left(u_{y}+v_{x}\right), \quad C=\lambda u_{x}+(\lambda+2 \mu) v_{y} \tag{3.2}
\end{equation*}
$$

If we let $\left(X_{n}, Y_{n}\right)$ denote the normal stress along the boundary $\partial \Omega$ and $\left(x_{s}, y_{s}\right)$ the unit tangent vector on $\partial \Omega$, then the traction problem is to find components of stress $A, B, C$ and displacements $u, v$ satisfying (3.1) and (3.2) in $\Omega$ and for which

$$
\left[\begin{array}{ll}
A & B \\
B & C
\end{array}\right]\left[\begin{array}{c}
y_{s} \\
-x_{s}
\end{array}\right]=\left[\begin{array}{c}
X_{n} \\
Y_{n}
\end{array}\right] \quad \text { on } \partial \Omega .
$$

Airy showed that the equilibrium equations (3.1) imply the existence of a function $w$ such that $A=w_{y y}, B=-w_{x y}$, and $C=w_{x x}$. Furthermore, substituting the second partials of $w$ for $A, B$, and $C$ into (3.2), it easily follows that $\Delta^{2} w=0$. This means that the traction problem can be reformulated as the biharmonic problem:

$$
\begin{align*}
& \Delta^{2} w=0, \\
& {\left[\begin{array}{cc}
w_{y y} & -w_{x y} \\
-w_{x y} & w_{x y}
\end{array}\right]\left[\begin{array}{c}
y_{s} \\
-x_{s}
\end{array}\right]=\left[\begin{array}{c}
X_{n} \\
Y_{n}
\end{array}\right] \text { in } \partial \Omega .} \tag{3.3}
\end{align*}
$$

A quick inspection shows that this is problem (1.2) in the Introduction. The solution $w$ is called the Airy stress function.

To complete the solution to the traction problem it is necessary to compute the displacements from the stress function. This procedure, as outlined in Muskhelishvili [12, pp. 106-109], is somewhat complicated. We will now show how, if a biharmonic conjugate can be found for the stress function, the computation can be simplified considerably.

If we substitute the appropriate second partials of $w$ for $A$ and $C$ in the first and third equations of (3.1) and solve for $u_{x}$ and $v_{y}$ we get

$$
\begin{align*}
& u_{x}=\frac{-\lambda w_{x x}+(\lambda+2 \mu) w_{y y}}{4 \mu(\lambda+\mu)},  \tag{3.4}\\
& v_{y}=\frac{(\lambda+2 \mu) w_{x x}-\lambda w_{y y}}{4 \mu(\lambda+\mu)} . \tag{3.5}
\end{align*}
$$

We now assume there exists a function $\tilde{w}$ such that $\bar{\partial}^{2}(w+i \tilde{w})=0$. Using the biharmonic Cauchy-Riemann equations we can substitute $w_{x x}-2 \tilde{w}_{x y}$ for $w_{y y}$ in (3.4) and $w_{y y}+2 \tilde{w}_{x y}$ for $w_{x x}$ in (3.5) to get

$$
\begin{align*}
& u_{x}=\frac{\partial}{\partial x}\left(\frac{\mu w_{x}-(\lambda+2 \mu) \tilde{w}_{y}}{2 \mu(\lambda+\mu)}\right),  \tag{3.6}\\
& v_{y}=\frac{\partial}{\partial x}\left(\frac{\mu w_{y}+(\lambda+2 \mu) \tilde{w}_{x}}{2 \mu(\lambda+\mu)}\right) . \tag{3.7}
\end{align*}
$$

This is the main point. The introduction of the biharmonic conjugate $\tilde{w}$ enables us to integrate $u_{x}$ and $v_{y}$ to obtain

$$
\begin{align*}
& u=\frac{\mu w_{x}-(\lambda+2 \mu) \tilde{w}_{y}}{2 \mu(\lambda+\mu)}+F_{1}(y),  \tag{3.8}\\
& v=\frac{\mu w_{y}+(\lambda+2 \mu) \tilde{w}_{x}}{2 \mu(\lambda+\mu)}+F_{2}(x) . \tag{3.9}
\end{align*}
$$

Substituting for $u$ and $v$ in (3.2), we have

$$
\begin{aligned}
\frac{-1}{\mu} w_{x y} & =\left(u_{y}+v_{x}\right) \\
& =\frac{\mu w_{x y}-(\lambda+2 \mu) \tilde{w}_{y y}}{2 \mu(\lambda+\mu)}+F_{1}^{\prime}(y)+\frac{\mu w_{x y}-(\lambda+2 \mu) \tilde{w}_{x x}}{2 \mu(\lambda+\mu)}+F_{2}^{\prime}(x) \\
& =\frac{2 \mu w_{x y}-(\lambda+2 \mu)\left(\tilde{w}_{y y}-\tilde{w}_{x x}\right)}{2 \mu(\lambda+\mu)}+F_{1}^{\prime}(y)+F_{2}^{\prime}(x),
\end{aligned}
$$

which, by the biharmonic Cauchy-Riemann equations,

$$
\begin{aligned}
& =\frac{2 \mu w_{x y}-(\lambda+2 \mu)\left(2 w_{x y}\right)}{2 \mu(\lambda+\mu)}+F_{1}^{\prime}(y)+F_{2}^{\prime}(x) \\
& =-\frac{1}{\mu} w_{x y}+F_{1}^{\prime}(y)+F_{2}^{\prime}(x) .
\end{aligned}
$$

Thus we have $0=F_{1}^{\prime}(y)+F_{2}^{\prime}(x)$. This implies that $F_{1}^{\prime}(y)=-F_{2}^{\prime}(x)=\varepsilon$ and so $F_{1}(y)=$ $\varepsilon y+\tau, F_{2}(x)=-\varepsilon x+\sigma$.

The choice of biharmonic conjugate $\tilde{w}$ was arbitrary. However, it follows from Lemma 13.1 of Agmon [1] that if $\bar{\partial}^{2}(w+i \tilde{w})=0$ and $\bar{\partial}^{2}\left(w+i \tilde{w}_{1}\right)=0$, then $\tilde{w}_{1}-\tilde{w}=$ $\alpha x+\beta y+\frac{1}{2}\left(x^{2}+y^{2}\right)+\delta$. Substituting $\tilde{w}_{1}$ for $\tilde{w}$ in (3.8) and (3.9), we get a displacement ( $u_{1}, v_{1}$ ) that differs from ( $u, v$ ) by

$$
\begin{align*}
& u_{1}-u=\frac{-(\lambda+2 \mu)}{2 \mu(\lambda+\mu)}(\gamma y+\beta),  \tag{3.11}\\
& v_{1}-v=\frac{(\lambda+2 \mu)}{2 \mu(\lambda+\mu)}(\gamma x+\alpha) . \tag{3.12}
\end{align*}
$$

This means that two distinct "biharmonic conjugates" give rise to displacements that differ by, at worst, an infinitesimal rigid displacement. In other words, we have introduced no new pure deformation by computing the displacement from the derivatives of $\tilde{w}_{1}$ rather than $\tilde{w}$. Up to an infinitesimal rigid displacement we have the formula

$$
\begin{equation*}
(u, v)=\left(\frac{\mu w_{x}-(\lambda+2 \mu) \tilde{w}_{y}}{2 \mu(\lambda+\mu)}, \frac{\mu w_{y}+(\lambda+2 \mu) \tilde{w}_{x}}{2 \mu(\lambda+\mu)}\right) . \tag{3.13}
\end{equation*}
$$

4. The stationary Stokes problem. The stationary Stokes problem in hydrostatics has the formulation in a domain $\Omega$ :

$$
\begin{array}{ll}
\Delta \mathbf{u}=\nabla p & \text { in } \Omega \\
\operatorname{div} \mathbf{u}=0 & \text { in } \Omega,  \tag{4.1}\\
\left.\mathbf{u}\right|_{\partial \Omega}=\mathbf{f} &
\end{array}
$$

where $\mathbf{u}=(u, v)$ is the velocity of the fluid, $p$ is the pressure, and $\mathbf{f}=\left(f_{1}, f_{2}\right)$ is the velocity at the boundary. The second equation, $\operatorname{div} \mathbf{u}=0$, implies there exists a function $\Phi$ satisfying $\nabla \Phi=(-v, u)$. It then follows from substitution for $u$ and $v$ in the first equation that $\Delta^{2} \Phi=\operatorname{div}\left(\Delta \Phi_{x}, \Delta \Phi_{y}\right)=-p_{x y}+p_{x y}=0$. The Stokes problem then has the biharmonic formulation:

$$
\begin{align*}
& \Delta^{2} \Phi=0 \quad \text { in } \Omega,  \tag{4.2}\\
& \left.\nabla \Phi\right|_{\partial \Omega}=\left(-f_{2}, f_{1}\right) .
\end{align*}
$$

It remains to obtain the pressure $p$ from the solution $\Phi$ of (4.2). If we assume there exists a $\tilde{\Phi}$ such that $\bar{\partial}^{2}(\Phi+i \tilde{\Phi})=0$, then by the second part of the biharmonic Cauchy-Riemann equations,

$$
\begin{equation*}
(\Delta \tilde{\Phi})_{x}=-(\Delta \Phi)_{y}=-\Delta u=-p_{x}, \quad(\Delta \tilde{\Phi})_{y}=(\Delta \Phi)_{x}=-\Delta v=-p_{y} \tag{4.3}
\end{equation*}
$$

Hence $\nabla(-\Delta \tilde{\Phi})=\nabla p$ so that $-\Delta \tilde{\Phi}$ differs from the pressure by a constant. If a second biharmonic conjugate $\tilde{\Phi}_{1}$ is used, then $\Delta \tilde{\Phi}_{1}-\Delta \tilde{\Phi}$ is a constant.

It is clear that this same calculation shows that any harmonic conjugate of $\Delta \Phi$ will suffice to give the pressure. However, we will point out that the layer potential solution of (4.2) automatically produces a biharmonic conjugate $\tilde{\Phi}$ so that no additional integrations are necessary to find the pressure.
5. The biharmonic results. We assume that $\Omega$ is a bounded, simply connected $C^{1}$ domain in $R^{2}$ with boundary $\partial \Omega$. We next introduce the following spaces of boundary data.

Definition 5.1.

$$
C_{p}=\left\{g=(g, h) \in\left(L^{p} \times L^{p}\right)(\partial \Omega): \int_{\partial \Omega} g d x+h d y=0\right\}
$$

Definition 5.2. $\left(L^{p} \times L^{p}\right)_{0}(\partial \Omega)=\left\{\varphi=(\varphi, \psi) \in\left(L^{q} \times L^{q}\right)(\partial \Omega): \int_{\partial \Omega} \nabla \boldsymbol{w} \cdot \varphi d s=0\right.$ for all $w(x, y)=\alpha x+\beta y+\gamma\left(x^{2}+y^{2}\right)+\delta$ and $\left.1<q<\infty\right\}$.

Let $\tilde{F}(x, y)=(-1 / 4 \pi)\left\{\left(x^{2}+y^{2}\right) \arg (x+i y)-x y\right\}$ for some particular choice of the argument. In what follows we will let $X$ denote points in the domain $\Omega$ and $P$, and $Q$ will denote points on the boundary.

Definition 5.3. For $Q \in \partial \Omega$ and $X \in \Omega$ we define the boundary differential operator $\mathbf{L}=\mathbf{L}_{Q}$ by

$$
\mathbf{L} v(X)=\left(L_{1} v(X), L_{2} v(X)\right)
$$

where
(5.4) $L_{1} v(X)=v_{x x}(X) x_{s}(Q)+v_{x y}(X) y_{s}(Q)$,

$$
L_{2} v(X)=v_{x y}(X) x_{s}(Q)+v_{y y}(X) y_{s}(Q)
$$

with $(x(s), y(s))$ being the arclength parameterization of $\partial \Omega$ and $\left(x_{s}(Q), y_{s}(Q)\right)$ being the unit tangent at $Q$.

Definition 5.5. For $\mathbf{g} \in C_{p}$ we define the modified multiple layer potential by

$$
\begin{equation*}
u_{m}(\mathbf{g}: X)=\int_{\partial \Omega} g(Q) L_{1} \tilde{F}(X-Q)+h(Q) L_{2} \tilde{F}(X-Q) d s(Q) \tag{5.6}
\end{equation*}
$$

For $\varphi \in\left(L^{q} \times L^{q}\right)_{0}(\partial \Omega)$ we define the modified lower-order potential by

$$
\begin{equation*}
v_{m}(\varphi ; X)=\int_{\partial \Omega} \varphi(P) \tilde{F}_{x}(P-X)+\psi(P) \tilde{F}_{y}(P-X) d s(P) \tag{5.7}
\end{equation*}
$$

For $X \notin \partial \Omega$ we can differentiate (5.6) and (5.7) under the integral signs to get

$$
\begin{equation*}
\nabla u_{m}=\int_{\partial \Omega} \mathbf{g}(Q) l(X, Q) d s(Q) \tag{5.8}
\end{equation*}
$$

where

$$
l(X, Q)=\left[\begin{array}{ll}
\partial_{x}^{X} L_{1} \tilde{F}(X-Q) & \partial_{y}^{X} L_{1} \tilde{F}(X-Q)  \tag{5.9}\\
\partial_{x}^{X} L_{2} \tilde{F}(X-Q) & \partial_{y}^{X} L_{2} \tilde{F}(X-q)
\end{array}\right]
$$

and

$$
\begin{equation*}
\mathbf{L} v_{m}(X)^{T}=\int_{\partial \Omega} l(X, P, Q) \varphi(P)^{T} d s(P) \tag{5.10}
\end{equation*}
$$

where

$$
l(X, P, Q)=\left[\begin{array}{ll}
\partial_{x}^{P} L_{1} \tilde{F}(P-X) & \partial_{y}^{P} L_{1} \tilde{F}(P-X)  \tag{5.11}\\
\partial_{x}^{P} L_{2} \tilde{F}(P-X) & \partial_{y}^{P} L_{2} \tilde{F}(P-X)
\end{array}\right]
$$

and the superscript $T$ denotes the transpose of a row vector. Note that the dependence of $l$ on $Q$ is built into the definition of $L_{1}$ and $L_{2}$.

Definition 5.12. For $P \neq Q, P, Q \in \partial \Omega$, we can define the matrix kernels in (5.9) and (5.11) by letting $X=Q$. Both kernels are then the same and we call them $l(P, Q)$. We define the operators

$$
\begin{equation*}
\mathscr{L}_{\varepsilon} \mathbf{g}(P)=\int_{|P-Q|>\varepsilon} \mathbf{g}(Q, Q) l(P, Q) d s(Q) \tag{5.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{L}_{\varepsilon}^{*} \varphi(P)=\int_{|P-Q|>\varepsilon} l(P, Q) \varphi(P)^{T} d s(P) \tag{5.14}
\end{equation*}
$$

We tentatively define the operators $\mathscr{L} \mathbf{g}(P)=\lim _{\varepsilon \rightarrow 0} \mathscr{L}_{\varepsilon} \mathbf{g}(P)$ and $\mathscr{L}^{*} \varphi(Q)=$ $\lim _{\varepsilon \rightarrow 0} \mathscr{L}_{\varepsilon}^{*} \varphi(Q)$.

Theorem 5.15. For $\mathbf{g} \in C_{p}$, we have the following:
(i) $\mathscr{L} \mathbf{g}(P)$ exists almost everywhere with respect to arclength, $\mathscr{L}$ is bounded from $C_{p}$ to itself in the $\left(L^{p} \times L^{p}\right)(\partial \Omega)$ norm and in fact is compact from $C_{p}$ to itself.
(ii) The nontangential

$$
\lim _{X \rightarrow P} \nabla u_{m}(X)= \begin{cases}(I+\mathscr{L}) \mathbf{g}(P), & X \in \Omega, \\ (-I+\mathscr{L}) \mathbf{g}(P), & X \notin \bar{\Omega}\end{cases}
$$

for almost every $P \in \partial \Omega$,
(iii) $(I+\mathscr{L})^{-1}$ exists on $C_{p}$ and $(-I+\mathscr{L})^{-1}$ exists on the space $(-I+\mathscr{L})\left(C_{p}\right)$.

Corollary 5.16. The interior Dirichlet problem $\Delta^{2} u=0$ in $\Omega, \nabla u=\mathbf{g} \in C_{p}$ on $\partial \Omega$ is solvable with $u=u_{m}\left((I+\mathscr{L})^{-1} \mathbf{g} ; X\right)$. The exterior Dirichlet problem $\Delta^{2} u=0$ in $\bar{\Omega}^{C}, \nabla \boldsymbol{v}=\mathbf{g} \in C_{p}$ on $\partial \Omega$ is solvable with $u=u_{m}\left((-I+\mathscr{L})^{-1} \mathbf{g}_{0} ; X\right)+\nabla w$ where for $\mathbf{g} \in C_{p}, \mathbf{g}$ can be written uniquely as $\mathbf{g}=\mathbf{g}_{0}+\nabla w$ with $\mathbf{g}_{0} \in(-I+\mathscr{L})\left(C_{p}\right)$ and $w=\alpha x+\beta y+$ $\gamma\left(x^{2}+y^{2}\right)+\delta$.

Theorem 5.17. For $\varphi \in\left(L^{q} \times L^{q}\right)_{0}(\partial \Omega)$ we have the following:
(i) $\mathscr{L}^{*} \varphi(Q)$ exists almost everywhere with respect to arclength, $\mathscr{L}$ is bounded from $\left(L^{q} \times L^{q}\right)_{0}(\partial \Omega)$ to itself in the $\left(L^{q} \times L^{q}\right)(\partial \Omega)$ norm and is compact from $\left(L^{q} \times L^{q}\right)_{0}(\partial \Omega)$ to itself.
(ii) The nontangential

$$
\lim _{X \rightarrow Q} \mathbf{L} v_{m}(X)= \begin{cases}\left(-I+\mathscr{L}^{*}\right) \varphi(Q), & X \in \Omega, \\ \left(I+\mathscr{L}^{*}\right) \varphi(Q), & X \notin \bar{\Omega}\end{cases}
$$

for almost every $Q \in \partial \Omega$.
(iii) $\left(-I+\mathscr{L}^{*}\right)^{-1}$ exists on $\left(L^{q} \times L^{q}\right)_{0}(\partial \Omega)$.

Corollary 5.18. The adjoint boundary value problem $\Delta^{2} v=0$ in $\Omega, \mathbf{L} v=\boldsymbol{\varphi} \in$ $\left(L^{q} \times L^{q}\right)_{0}(\partial \Omega)$ is solvable by $v=v_{m}\left(\left(-I+\mathscr{L}^{*}\right)^{-1} \varphi ; X\right)$.

Remark. It is important to note that the operator $-I+\mathscr{L}^{*}$ is not exactly the adjoint of $-I+\mathscr{L}$. The adjoint of $-I+\mathscr{L}$ acts on the dual of $C_{p}$, which is a coset space. The space $\left(L^{q} \times L^{q}\right)_{0}(\partial \Omega)$ is a function space that is close to the dual of $C_{p}$, however, work is required to extend the invertibility of the adjoint of $-I+\mathscr{L}$ from the dual of $C_{p}$ to invertibility on $\left(L^{q} \times L^{q}\right)_{0}(\partial \Omega)$. The details of the proofs can be found in Cohen and Gosselin [7] and [8].
6. Cauchy formulae. In the theory of Hardy spaces of the upper half plane, functions $f \in L^{p}(\mathbb{R}), 1<p<\infty$ can be identified with analytic functions $f(z)$ on the upper half plane satisfying $\sup _{y>0} \int|f(x+i y)|_{d x}^{p}<\infty$. This identification is obtained by convolving the boundary function $f$ with the complex kernel $(i \pi z)^{-1}$. For an arbitrary $C^{1}$ (or even a Lipschitz domain if $f \in L^{p}(\partial \Omega)$ for $p \geqq 2$ ) we can obtain the same type of identification by applying the properties of the classical double layer potential to the Cauchy integral of the boundary data. (See Fabes, Jodeit, and Riviere [9], Fabes and Kenig [10], or Verchota [13] for more details.)

An analogous kind of identification of compatible triples of boundary functions with analytic functions of order two can be obtained from Burgatti's formula (2.11). (By compatible triples we mean the space $\mathscr{B}_{p}=\left\{\dot{f}=(f, g, h) \in L_{1}^{p} \times L^{p} \times L^{p}(\partial \Omega): f_{s}=\right.$ $g x_{s}+h y_{s}$ almost everywhere with respect to arclength $\}$.) For $\dot{f}=(f, g, h) \in \mathscr{B}_{p}$ we define the complex potential

$$
\begin{equation*}
\varphi_{f}(w)=\frac{1}{2 \pi i} \int_{\partial \Omega} \frac{f(z)}{z-w} d z-\frac{1}{4 \pi i} \int_{\partial \Omega}(g(z)+i h(z)) \frac{\bar{z}-\bar{w}}{z-w} d z . \tag{6.1}
\end{equation*}
$$

It follows from the article by Cohen and Gosselin on the Dirichlet problem for the biharmonic equation [6] that if $U_{f}=\operatorname{Re} \varphi_{f}$ and $\dot{U}_{f}=\left(\mathscr{U}_{f},\left(U_{p}\right)_{x},\left(U_{p}\right)_{y}\right)$, then there exists an invertible operator $T: \mathscr{B}_{p} \rightarrow \mathscr{B}_{p}$ such that the nontangential $\lim _{X \rightarrow P \in \partial \Omega} \dot{U}_{T^{-1}}(X)=\dot{f}(P)$ almost everywhere. The map $\dot{f} \rightarrow \varphi_{f}$ then identifies the boundary space $\mathscr{B}_{p}$ with a space of functions analytic of order two in $\Omega$.

We have seen in $\S \S 3$ and 4 that the solutions to the traction problem and stationary Stokes problem can be obtained by solving a biharmonic problem and finding a biharmonic conjugate. An examination of the matrix kernels (5.8) and (5.10) suggests that we can obtain biharmonic conjugates to the solutions of (1.1) and (1.2) from a Cauchy-type formula if we can find a biharmonic conjugate to the function $\tilde{F}$.

But $\tilde{F}(z)=(-1 / 4 \pi) \operatorname{Im}\left\{\bar{z} z \log z-\frac{1}{2} \bar{z} z+\frac{1}{2} z^{2}\right\}$ and $\bar{\partial}^{2}\left\{\bar{z} z \log z-\frac{1}{2} \bar{z} z+\frac{1}{2} z\right\}=0$. If we let $F(z)=\operatorname{Re}(-1 / 4 \pi)\left\{\bar{z} z \log z-\frac{1}{2} \bar{z} z+\frac{1}{2} z^{2}\right\}$, then $\bar{\partial}^{2}(F+i \tilde{F})=0=i \bar{\partial}^{2}(\tilde{F}-i F)$. This implies that $\tilde{F}-i F$ is analytic of order two, which suggests the following Cauchy-type potentials.

Definition 6.2. For $\mathbf{g} \in C_{p}$ define the complex modified multiple layer potential

$$
\begin{equation*}
\left(u_{m}+i \tilde{u}_{m}\right)(\mathbf{g} ; X)=\int_{\partial \Omega} \mathbf{g}(Q) \mathbf{L}^{Q}(\tilde{F}-i F)(X-Q)^{T} d s(Q) \tag{6.3}
\end{equation*}
$$

Definition 6.4. For $\varphi \in\left(L^{q} \times L^{q}\right)_{0}(\partial \Omega)$ define the complex modified lower-order potential

$$
\begin{equation*}
\left(v_{m}+i \tilde{v}_{m}\right)(\varphi, X)=\int_{\partial \Omega} \varphi(\beta)(\tilde{F}-i F)_{x}(P-X)+\psi(P)(\tilde{F}-i F)(P-X) d s(P) \tag{6.5}
\end{equation*}
$$

It then follows immediately that $\left(u_{m}+i \tilde{u}_{m}\right)\left((I+\mathscr{L})^{-1}\left(f_{2},-f_{1}\right) ; X\right)$ gives the function analytic of order two, which solves the stationary Stokes problem and ( $v_{m}+i \tilde{v}_{m}$ ) $\cdot\left(\left(-I+\mathscr{L}^{*}\right)^{-1}\left(-Y_{n}, X_{n}\right) ; X\right)$ solves the traction problem. That is, all dependent variables can be obtained from the real and imaginary parts of these complex potentials by differentiation. Furthermore, explicit integral representations of the stresses, displacements, velocity components, and pressure can be obtained from taking the appropriate derivatives of the matrix kernels.
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#### Abstract

This paper contains a generalization of the estimates obtained by Tartar [Estimation de coefficients homogenisés, Lecture Notes in Mathematics 704, Springer-Verlag, Berlin, New York, 1977, pp. 364-377] for linear elasticity, without the symmetry condition $A_{i j k h}=A_{k h i j}$. A problem of this type appears when dealing with nonorthogonal coordinates. Moreover, the paper includes a comparison to similar estimates obtained by Hashin and Rosen [3].
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Introduction. We consider an elastic medium and assume that the associated coefficients $A_{i j k h}$ are $Y$-periodic, $Y$ being a parallelepiped in $R^{n}$. An example of such a medium may be given by the composite materials, i.e., a low-resistance matrix with periodically inserted fibers of higher resistance.

Among the composite materials, we are mostly interested in those for which the dimension of the periodicity cell $Y$ is very small compared to that of the entire medium. By introducing a suitable topology, we can obtain convergence of the initially periodic and bounded coefficients, thus replacing the former problem with another one with constant coefficients, which may be determined by solving it for a single cell.

In order to handle the one-cell problem with better results, it is very helpful to have some a priori estimates for these constant coefficients (the so-called "homogenized" or "effective" coefficients). Among the methods already proposed in this direction, we refer in the following sections to variational methods, as well as to the homogenization method (see [1], [5]).

Using variational principles in linear elasticity, Hashin and Shtrikman in 1963 obtained limits for effective moduli of quasi-homogeneous and quasi-isotropic composite materials of arbitrary phase geometry [8].

In their 1964 paper, Hashin and Rosen studied a composite material with hexagonal periodicity and nonisotropic components [3]. Their method is based on the minimum principle for the potential energy, and they need an exact solution for the given configuration.

Estimates for the effective thermic conductivity of a composite material with general periodic configuration were obtained by Tartar in his 1976 paper [6], by using the homogenization method along with his own and $F$. Murat's method of compensated compactness (see [4]).

Tartar's results were generalized to the case of linear elasticity by Francfort and Murat in 1986 [7]. They deal with symmetric matrices of elasticity, and the composite materials have isotropic components. Their paper also includes a comparison of their results with those from [8]. While the "bulk modulus" limits are the same in both papers, the "shear modulus" limits are more accurate in [8].

Here we present a different type of generalization for Tartar's results, namely, the case of linear elasticity without the symmetry condition $A_{i j k h}=A_{k h i j}$. Such a situation

[^7]may appear when applying Tartar's method to a configuration for which periodicity directions do not coincide with the coordinate axes, i.e., as in [3]. Moreover, we consider a two-phase composite with nonisotropic elastic components and compare our results with those obtained in [3]. We emphasize that instead of the symmetry condition we introduce condition $\left({ }^{*}\right)$ (in 1 ), which allows for an estimation of the upper bound limits for the matrix $A$ (in the sense of Tartar). On the contrary, the lower bound limit cannot be obtained unless we deal with a particular element, which, in the configuration mentioned in [3], is of the "shear modulus" type. The second section contains an example as well as a comparison between our results and the estimations obtained by Hashin and Rosen [3]; their limits are more accurate, in accordance with the result mentioned in [7].

1. Bounds for homogenized coefficients. As we have already mentioned in the Introduction, the principal results of this section (contained in Proposition 2 and Theorem 2) give an estimation of the homogenized coefficients appearing in linear elasticity, obtained by using a generalization of Tartar's method along with an idea of McConnel [2].

The following definitions will be needed in the sequel.
Definition 1. Let $A_{i j k h}=A_{i j h k}=A_{j i k h}$ be $Y$-periodic and strongly elliptic:

$$
A_{i j k h}^{\varepsilon}(x)=A_{i j k h}(x / \varepsilon)
$$

Let the equation

$$
\begin{aligned}
& -\partial\left(A_{i j k h}^{\varepsilon} \partial u_{k}^{\varepsilon} / \partial x_{h}\right) / \partial x_{i}=F_{j} \quad \text { in } \Omega \subset R^{n}, \\
& \underline{u}^{\varepsilon} / \partial \Omega=0 .
\end{aligned}
$$

Using the result of the homogenization theory (Sanchez-Palencia [5], Benssoussan, Lions, and Papanicolaou [1]) it is possible to prove the existence of $A_{i j k h}^{0}$ and $\underline{u}^{0}$ such that $\underline{u}^{\varepsilon}-\underline{u}^{0}$ in the weak topology of the Sobolev space $H_{0}^{1}(\Omega)$, when $\varepsilon \rightarrow 0$, and

$$
\begin{aligned}
& -\partial\left(A_{i j k h}^{0} \partial u_{k}^{0} / \partial x_{h}\right) / \partial x_{i}=F_{j} \quad \text { in } \Omega \subset R^{n}, \\
& \underline{u}^{0} / \partial \Omega=0 .
\end{aligned}
$$

In this case, $A_{i j k h}^{\ell}$ are $H$-convergent to $A_{i j k h}^{0}$ :

$$
A_{i j k h}^{\varepsilon} \stackrel{H}{\leftrightarrows} A_{i j k h}^{0} .
$$

Definition 2. Assume $M$ and $N$ are two "matrices" of coefficients such that $M_{i j k h}=M_{i j h k}=M_{j i k h}$. Then $M \leqq N \Leftrightarrow(M c, c) \leqq(N c, c)$ for all $c_{i j}=c_{j i} \in R^{3} \times R^{3},($,$) being$ the scalar product in $R^{9}$.

Remark 1. If $A_{i j k h}^{\varepsilon}$ H $A_{i j k h}^{0}$, then $A_{i j k h}^{\varepsilon}\left(\partial u_{k}^{\varepsilon} / \partial x_{h}\right)\left(\partial u_{i}^{\varepsilon} / \partial x_{j}\right) \rightharpoonup A_{i j k h}^{0}\left(\partial u_{k}^{0} / \partial x_{h}\right) \times$ ( $\partial u_{i}^{0} / \partial x_{j}$ ) weakly in $L_{2}(\Omega)$ as a direct consequence of the convergence theorem. Notice that in the local problem we use the transposed matrix of $A_{i j k h}^{\ell}$.

Proposition 1. Let $p_{i j}^{\varepsilon} \in H^{1}(\Omega)$ be such that $p_{i j}^{\varepsilon} \rightarrow p_{i j}^{*}$ weakly in $L_{2}(\Omega)$ and $\left\|\partial\left(p_{i j}^{\varepsilon}\right) / \partial x_{i}\right\|_{L_{2}(\Omega)} \leqq$ const. Assume that $\underline{u}^{\varepsilon} \in H^{1}(\Omega)$ are such that $\underline{u}^{\varepsilon} \rightarrow u^{*}$ weakly in $H^{1}(\Omega)$. Then

$$
\int_{\Omega} p_{i j}^{\varepsilon} \partial u_{i}^{\varepsilon} / \partial x_{j} \phi \rightarrow \int_{\Omega} p_{i j}^{*} \partial u_{i}^{*} / \partial x_{j} \phi \quad \forall \phi \in C_{0}^{\infty}(\Omega) .
$$

Proof. Define

$$
\underline{h}^{\varepsilon_{i}}=\left(p_{i 1}^{\varepsilon}, p_{i 2}^{\varepsilon}, \cdots, p_{i n}^{\varepsilon}\right), \underline{v}^{\varepsilon_{i}}=\left(\partial u_{i}^{\varepsilon} / \partial x_{1}, \partial u_{i}^{\varepsilon} / \partial x_{2}, \cdots, \partial u_{i}^{\varepsilon} / \partial x_{n}\right)
$$

Then we have $\left\|\operatorname{div}\left(\underline{h}^{\varepsilon_{i}}\right)\right\|_{L_{2}(\Omega)} \leqq$ const,

$$
\left(\operatorname{rot} \underline{v}^{\varepsilon_{i}}\right)_{s q}=\partial^{2} u_{i}^{\varepsilon} / \partial x_{s} \partial x_{q}-\partial^{2} u_{i}^{\varepsilon} / \partial x_{q} \partial x_{s}=0,
$$

and we may apply the compensated compactness method for vectors, (cf. [1]; see also [4]).

Let us consider now the following assumption concerning the elastic coefficients:
( $\exists$ ) A coefficient with $j=k h$ (for example, $A_{1313}$ ) such that
(*) $\quad A_{13 s q}=A_{s q 13}$.
First we shall prove a result that does not use the compensated compactness method.

Theorem 1. Let $A^{\varepsilon} \xrightarrow{H} Q$ and $A^{\varepsilon} \longrightarrow A,\left(A^{\varepsilon}\right)^{-1} \longrightarrow(B)^{-1}$ weakly in $L_{2}(\Omega)$. Then
(a) $Q \leqq A$,
(b) $Q_{1313} \geqq B_{1313}$.

Proof. (a) We consider $c_{i j}=c_{j i} \in R^{3} \times R^{3}$ and start with

$$
\begin{equation*}
\left(A^{\varepsilon}\left(v^{\varepsilon}-c\right), v^{\varepsilon}-c\right) \geqq 0, \tag{1}
\end{equation*}
$$

where $v^{\varepsilon}$ is defined by

$$
\begin{align*}
& \partial\left(A_{i j k h}^{\varepsilon} \partial u_{k}^{\varepsilon} / \partial x_{h}\right) / \partial x_{i}=0, \quad v_{k h}^{\varepsilon}=\partial u_{k}^{\varepsilon} / \partial x_{h}, \\
& u_{k}^{\varepsilon}-c_{k h} \cdot x_{h} \in H_{0}^{1}(\Omega) . \tag{2}
\end{align*}
$$

Passing to the limit with $\varepsilon \rightarrow 0$ in (1) and using $v^{\varepsilon} \rightarrow c$ we obtain

$$
(Q c, c)-2 \cdot(Q c, c)+(A c, c) \geqq 0 .
$$

Consequently, $Q \leqq A$. Therefore, condition (*) was not necessary for the first part of the theorem.
(b) In order to determine the lower bound we consider

$$
\begin{equation*}
\left(\left(A^{\varepsilon}\right)^{-1}\left(A^{\varepsilon} v^{\varepsilon}+d\right), A^{\varepsilon} v^{\varepsilon}+d\right) \geqq 0, \tag{3}
\end{equation*}
$$

where $v^{e}$ is given by (2) for $c_{13} \neq 0$ and $c_{s q}=0, s q \neq 13$, and $d_{i j}=-B_{i j k h} c_{k h}$. We have

$$
\begin{align*}
& \left(A^{\varepsilon}\right)_{p q s t}^{-1} A_{s t i j}^{\varepsilon} \frac{\partial u_{i}^{\varepsilon}}{\partial x_{j}} A_{p q m n}^{\varepsilon} \frac{\partial u_{m}^{\varepsilon}}{\partial x_{n}}=\delta_{p i} \cdot \delta_{q j} A_{p q m n}^{\varepsilon} \frac{\partial u_{i}^{\varepsilon}}{\partial x_{j}} \frac{\partial u_{m}^{\varepsilon}}{\partial x_{n}} \rightharpoonup(Q c, c),  \tag{4}\\
& \left(A^{\varepsilon}\right)_{p q s t}^{-1} A_{s t i j}^{\varepsilon} \partial u_{i}^{\varepsilon} / \partial x_{j} d_{p q}=\delta_{p i} \cdot \delta_{q j} \partial u_{i}^{\varepsilon} / \partial x_{j} \cdot d_{p q} \rightharpoonup(d, c),  \tag{5}\\
& \left(A^{\varepsilon}\right)_{p q s t}^{-1} \cdot d_{p q} \cdot d_{s t} \rightharpoonup\left(B^{-1} d, d\right), \tag{6}
\end{align*}
$$

the convergences being in the weak topology of $L_{2}(\Omega)$. Notice that only the symmetric part of $\partial u_{i}^{\varepsilon} / \partial x_{j}$ appeared in the above relations and that we have used the inversion formula $A_{i j k h}(A)_{k h p q}^{-1}=\delta_{i p} \cdot \delta_{j q}$. A closer look at the three terms defined above shows that no condition of symmetry for $A^{\varepsilon}$ was ever needed.

Let us consider, for any $\phi \in C_{0}^{\infty}(\Omega)$,

$$
\begin{aligned}
I & \equiv \int_{\Omega}\left(A^{\varepsilon}\right)_{p q s t}^{-1} d_{s t} A_{p q i j}^{\varepsilon} \frac{\partial u_{i}^{\varepsilon}}{\partial x_{j}} \phi \\
& =\int_{\Omega}\left(A^{\varepsilon}\right)_{p q s t}^{-1} d_{s t} A_{p q i j}^{\varepsilon}\left(\frac{\partial u_{i}^{\varepsilon}}{\partial x_{j}}-c_{i j}\right) \phi+\int_{\Omega}\left(A^{\varepsilon}\right)_{p q s t}^{-1} d_{s t} A_{p q i j}^{\varepsilon} c_{i j} \phi \\
& \equiv I_{1}+I_{2}
\end{aligned}
$$

Since the "vector" $c$ and the "matrices" $A^{\varepsilon}, B$, and $\left(A^{\varepsilon}\right)^{-1}$ are all bounded, it follows that

$$
I_{1} \leqq \text { const. }\left|\int_{\Omega}\left(\partial u_{i}^{\varepsilon} / \partial x_{j}-c_{i j}\right) \phi\right| \rightarrow 0
$$

Condition (*) together with $c_{i j}=0$ for $i j \neq 13$ imply

$$
I_{2}=\int_{\Omega}\left(A^{\varepsilon}\right)_{p q s t}^{-1} d_{s t} t_{p q 13}^{\varepsilon} c_{13} \phi=\int_{\Omega} \delta_{s 1} \delta_{t 3} d_{s t} c_{13} \phi=\int_{\Omega} d_{13} c_{13} \phi .
$$

Consequently, we have proved that

$$
\begin{equation*}
\left(A^{\varepsilon}\right)_{p q s t}^{-1} d_{s t} A_{p q i j}^{\varepsilon} \partial u_{i}^{\varepsilon} / \partial x_{j} \rightharpoonup d_{13} c_{13}, \tag{7}
\end{equation*}
$$

weakly in $L_{2}(\Omega)$. Using (3)-(7) we obtain

$$
\begin{equation*}
Q_{1313} c_{13}^{2}+2 \cdot d_{13} c_{13}+(B)_{p q s t}^{-1} d_{p q} d_{s t} \geqq 0 . \tag{8}
\end{equation*}
$$

But

$$
\begin{aligned}
(B)_{p q s t}^{-1} d_{p q} d_{s t} & =(B)_{p q s t}^{-1} d_{p q}\left(-B_{s t m n} c_{m n}\right) \\
& =-(B)_{p q s t}^{-1} B_{s t 13} c_{13} d_{p q}=-d_{13} c_{13} .
\end{aligned}
$$

Notice that any symmetry properties of $A^{\varepsilon}$ are inherited by $B$ and $A$, since they are obtained by averaging the coefficients of $A^{\varepsilon}$. In the sample presented in $\S 2$ we will prove the condition (*) for $A^{\varepsilon}$. The last relation together with relation (8) implies

$$
Q_{1313} c_{13}^{2}+d_{13} c_{13} \geqq 0, \quad Q_{1313} c_{13}^{2}-B_{1313} c_{13}^{2} \geqq 0 .
$$

Therefore, condition $(*)$ was needed only in the last part of the theorem.
In [6] Tartar showed that the bounds obtained by using the above theorem are not precise enough when $A^{\varepsilon}$ is not continuous and the values of $A^{\varepsilon}$ in the fiber tend to zero or to infinity.

To obtain better limits, we define the following notion of convergence, which generalizes that introduced by Tartar.

Definition 3. $A^{\varepsilon} \xrightarrow{13} A$ if and only if

$$
\begin{aligned}
& 1 / A_{1313}^{\varepsilon} \rightharpoonup 1 / A_{1313}, \quad A_{13 s q}^{\varepsilon} / A_{1313}^{\varepsilon} \rightharpoonup A_{13 s q} / A_{1313}, \\
& A_{s q 13}^{\varepsilon} / A_{1313}^{\varepsilon} \rightharpoonup A_{s q 13} / A_{1313}, \\
& A_{s q k h}^{\varepsilon}-A_{s q 13}^{\varepsilon} A_{13 k h}^{\varepsilon} / A_{1313}^{\varepsilon} \rightharpoonup A_{s q k h}-A_{s q 13} A_{13 k h} / A_{1313},
\end{aligned}
$$

where all convergences are in the weak topology of $L_{2}(\Omega)$ and $(s q),(k h) \neq(13)$.
First we prove a preliminary result.
Proposition 2. Let $A^{\varepsilon} \stackrel{13}{-} A$ and $c_{k h}=c_{h k} \in R^{3} \times R^{3}$. Assume $A_{13 s q}^{\varepsilon}=A_{s q 13}^{\varepsilon}$. Then there exists $w_{k h}^{\varepsilon} \in L_{2}(\Omega)$ such that we have the following:
(1) $w_{k h}^{e} \rightharpoonup c_{k h}$ weakly in $L_{2}(\Omega)$.
(2) $A_{i j k h}^{\varepsilon} w_{i j}^{\varepsilon} w_{k h}^{\varepsilon} \rightharpoonup A_{i j k h} c_{i j} c_{k h}$ weakly in $L_{2}(\Omega)$.

Proof. Define

$$
\begin{aligned}
& p_{i j}^{\varepsilon}=A_{i j k h}^{\varepsilon} w_{k h}^{\varepsilon} \quad \text { for }(i j) \neq(13), \\
& p_{13=K}^{\varepsilon}(\text { a constant that will be defined later }), \\
& w_{13}^{\varepsilon}=\text { variable }, \quad w_{s q}^{\varepsilon}=c_{s q} \quad \text { for }(s q) \neq(13) .
\end{aligned}
$$

For $(s q) \neq(13)$ we have

$$
\begin{aligned}
& K=p_{13}^{\varepsilon}=A_{1313}^{\varepsilon} w_{13}^{\varepsilon}+A_{13 s q}^{\varepsilon} c_{s q}, \\
& w_{13}^{\varepsilon}=K / A_{1313}^{\varepsilon}-A_{13 s q}^{\varepsilon} c_{s q} / A_{1313}^{\varepsilon} \rightharpoonup K / A_{1313}-A_{13 s q} c_{s q} / A_{1313} .
\end{aligned}
$$

By replacing $w_{13}^{\varepsilon}$ we obtain, for $(i j)$ and $(s q) \neq(13)$

$$
p_{i j}^{\varepsilon} \rightharpoonup c_{s q}\left(A_{i j s q}-A_{i j 13} A_{13 s q} / A_{1313}\right)+K \cdot A_{i j 13} / A_{1313} .
$$

Using the last relation, we can compute the weak limit of the product $p_{r t}^{\varepsilon} w_{r t}^{\varepsilon}$, since $p_{13}^{\varepsilon}$ and $w_{s q}^{\varepsilon}$ are constant for $(s q) \neq(13)$ :

$$
\begin{aligned}
p_{r t}^{\varepsilon} w_{r t}^{\varepsilon} \rightharpoonup & K\left(K / A_{1313}-A_{13 s q} c_{s q} / A_{1313}\right) \\
& +c_{i j}\left\{A_{i j 13} K / A_{1313}+c_{s q}\left(A_{i j s q}-A_{i j 13} A_{13 s q} / A_{1313}\right)\right\} \\
= & K^{2} / A_{1313}-K \cdot A_{13 s q} c_{s q} / A_{1313}+K \cdot A_{i j 13} c_{i j} / A_{1313} \\
& +c_{s q} A_{i j s q} c_{i j}-c_{i j} c_{s q} A_{i j 13} A_{13 s q} / A_{1313} .
\end{aligned}
$$

From the conditions $A_{13 s q}^{\varepsilon}=A_{s q 13}^{\varepsilon}$ and $K=c_{13} A_{1313}+A_{13 s q} c_{s q}$ it follows that

$$
p_{r t}^{\varepsilon} w_{r t}^{\varepsilon} \rightharpoonup A_{1313} c_{13}^{2}+2 \cdot c_{13} A_{13 s q} c_{s q}+c_{s q} c_{i j} A_{s q i j} .
$$

Taking into account the choice of $K$, we obtain $w_{13}^{\varepsilon} \rightharpoonup c_{13}$.
Now we define the following:
MA3 $=$ arithmetical mean with respect to $x_{1}, x_{2}, x_{4}, \cdots, x_{n}$,
MA2 $=$ arithmetical mean with respect to $x_{1}, x_{3}, x_{4}, \cdots, x_{n}$.
Theorem 2. Let MA3 $\left(A^{\varepsilon}\right) \stackrel{13}{ } B, A^{\varepsilon} \xrightarrow{H} Q, A_{13 s q}^{\varepsilon}=A_{s q 13}^{\varepsilon}$. Then $Q \leqq B$.
Proof. We consider $c_{i j}=c_{j i} \in R^{3} \times R^{3}, w_{i j}^{\varepsilon}$ the sequence defined in Proposition 2 for MA3 ( $A^{\varepsilon}$ ) and $c_{i j}$, and $v_{k h}^{\varepsilon}$ given by (2). Then we have the following convergence relations in the weak sense of $L_{2}(\Omega)$ :

$$
\begin{aligned}
& v_{k h}^{\varepsilon} \rightharpoonup c_{k h}, \quad w_{i j}^{\varepsilon} \rightharpoonup c_{i j}, \\
& \operatorname{MA3}\left(A^{\varepsilon} v^{\varepsilon}, v^{\varepsilon}\right) \rightharpoonup \operatorname{MA3}(Q c, c)=(Q c, c), \\
& \operatorname{MA3}\left(A^{\varepsilon} v^{\varepsilon}, w^{\varepsilon}\right) \rightharpoonup \operatorname{MA3}(Q c, c)=(Q c, c), \\
& \operatorname{MA3}\left(A^{\varepsilon} w^{\varepsilon}, w^{\varepsilon}\right)=\left(\operatorname{MA3}\left(A^{\varepsilon}\right) w^{\varepsilon}, w^{\varepsilon}\right) \rightharpoonup(B c, c),
\end{aligned}
$$

where we have used the fact that, for $(i j) \neq(13), w_{i j}^{\varepsilon}$ are constant and $w_{13}^{\varepsilon}$ depends only on $x_{3}$; therefore

$$
\begin{aligned}
& \operatorname{rot}\left(0,0, w_{13}^{\varepsilon}, 0, \cdots, 0\right)=0 \\
& \left\|\operatorname{div}\left(p_{11}^{\varepsilon}, p_{12}^{\varepsilon}, p_{13}^{\varepsilon}, \cdots p_{1 n}^{\varepsilon}\right)\right\|_{L_{2}(\Omega)} \leqq \text { const },
\end{aligned}
$$

with $p_{i j}^{\varepsilon}=A_{i j k h}^{\varepsilon} \partial u_{k}^{\varepsilon} / \partial x_{h}$. Now we may use the compensated compactness method for MA3 $\left(A^{\varepsilon} v^{2}, w^{\varepsilon}\right)$. Starting with

$$
\begin{equation*}
\operatorname{MA} 3\left(A^{\varepsilon}\left(v^{\varepsilon}-w^{\varepsilon}\right), v^{\varepsilon}-w^{\varepsilon}\right) \geqq 0, \tag{10}
\end{equation*}
$$

we obtain, by using the above convergence relations,

$$
(Q c, c)-2(Q c, c)+(B c, c) \geqq 0
$$

Theorem 3. Let $A^{\varepsilon}$ satisfy the condition (*), MA2 $\left[\left(A^{\varepsilon}\right)^{-1}\right]^{13}(E)^{-1}, A^{\varepsilon} \xrightarrow{H} Q$. Then $Q_{1313} \geqq E_{1313}$.

Proof. We consider $v_{k h}^{\varepsilon}$ given by (2) with $c_{13} \neq 0, c_{s q}=0$ for ( $\left.s q\right) \neq(13), d_{i j}=$ $-E_{i j k h} c_{k h}$, and $w_{k h}^{\varepsilon}$ the sequence given in Proposition 2 for MA2 $\left[\left(A^{\varepsilon}\right)^{-1}\right]$ and the constants $d_{i j}$. Considering

$$
\begin{equation*}
\operatorname{MA} 2\left(\left(A^{\varepsilon}\right)^{-1}\left(A^{\varepsilon} v^{\varepsilon}+w^{\varepsilon}\right), A^{\varepsilon} v^{\varepsilon}+w^{\varepsilon}\right) \geqq 0, \tag{11}
\end{equation*}
$$

we notice that $w_{13}^{\varepsilon}$ depends only on $x_{2}$. Consequently,

$$
\begin{array}{ll}
\operatorname{div}\left(w_{13}^{\varepsilon}, 0, \cdots, 0\right)=0, & \operatorname{rot}\left(\partial u_{3}^{\varepsilon} / \partial x_{1}, \partial u_{3}^{\varepsilon} / \partial x_{2}, \cdots, \partial u_{3}^{\varepsilon} / \partial x_{n}\right)=0, \\
\operatorname{div}\left(0,0, w_{13}^{\varepsilon}, 0, \cdots, 0\right)=0, & \operatorname{rot}\left(\partial u_{1}^{\varepsilon} / \partial x_{1}, \partial u_{1}^{\varepsilon} / \partial x_{2}, \cdots, \partial u_{1}^{\varepsilon} / \partial x_{n}\right)=0 .
\end{array}
$$

Using the compensated compactness method for $\operatorname{MA} 2\left(v^{\varepsilon}, w^{\varepsilon}\right)$, we obtain

$$
\int_{\Omega} w_{13}^{\varepsilon}\left(\partial u_{1}^{\varepsilon} / \partial x_{3}+\partial u_{3}^{\varepsilon} / \partial x_{1}\right) / 2 \cdot \phi \rightarrow \int_{\Omega} c_{13} d_{13} \phi, \quad \forall \phi \in C_{0}^{\infty}(\Omega)
$$

Remark 1 , together with condition $(*)$, implies the following convergence relations, in the weak sense of $L_{2}(\Omega)$ :

$$
\begin{aligned}
& \operatorname{MA2}\left(\left(A^{\varepsilon}\right)^{-1}\left(A^{\varepsilon} v^{\varepsilon}\right), A^{\varepsilon} v^{\varepsilon}\right) \rightarrow(Q c, c), \\
& \operatorname{MA} 2\left(\left(A^{\varepsilon}\right)^{-1}\left(A^{\varepsilon} v^{\varepsilon}\right), w^{\varepsilon}\right) \rightharpoonup d_{13} c_{13}, \\
& \operatorname{MA2}\left(\left(A^{\varepsilon}\right)^{-1}\left(w^{\varepsilon}\right), w^{\varepsilon}\right)=\left(\operatorname{MA} 2\left(A^{\varepsilon}\right)^{-1} w^{\varepsilon}, w^{\varepsilon}\right) \rightharpoonup\left(E^{-1} d, d\right) .
\end{aligned}
$$

Taking into account condition $(*)$ we obtain, by a proof similar to the second part of Theorem 1, MA2 $\left(\left(A^{\varepsilon}\right)^{-1} w^{\varepsilon}, A^{\varepsilon} v^{\varepsilon}\right) \rightharpoonup d_{13} c_{13}$. The above convergence relations together with relation (11) imply, as in Theorem 1 , that $Q_{1313}-E_{1313} \geqq 0$.
2. A particular configuration. The example given in this section is meant to illustrate the above theoretical results. Hashin and Rosen studied in [3] a composite material formed by cylindrical fibers of radii $r$, disposed in the vertex of a hexagonal array, surrounded by a matrix. Their method is based on an exact solution in cylindrical coordinates, and for this reason the interior of each hexagon is partially filled by the matrix, which is formed of cylinders of radii $\frac{1}{2}$ if the edge lengths of these hexagons are equal to one. We consider the medium formed by periodic parallelograms (Fig. 1).

The stress-strain relation is written in the reduced form:

$$
\begin{align*}
& \sigma_{11}=C_{11} e_{11}+C_{12} e_{22}+C_{12} e_{33}, \\
& \sigma_{22}=C_{12} e_{11}+C_{22} e_{22}+C_{23} e_{33}, \\
& \sigma_{33}=C_{12} e_{11}+C_{23} e_{22}+C_{22} e_{33},  \tag{12}\\
& \sigma_{12}=2 C_{44} e_{12}, \quad \sigma_{13}=2 C_{44} e_{13}, \\
& \sigma_{23}=\left(C_{22}-C_{23}\right) \cdot e_{23},
\end{align*}
$$



Fig. 1
where the usual six-by-six matrix notation has been used. $C_{11}$ stands for $a_{1111}, C_{12}$ stands for $a_{1122}$, and so on. The coefficients have the usual symmetry properties and depend only on $x_{2}$ and $x_{3} ; a_{1313}=a_{1212}$.

The same type of isotropy is considered for the corresponding homogeneous medium. In [6] the estimates are obtained in a coordinate system parallel to the directions of a periodicity. We have to transform the original Cartesian form of the equation

$$
\begin{equation*}
\partial\left(a_{i j k h}^{\varepsilon} \partial u_{k}^{\varepsilon} / \partial x_{h}\right) / \partial x_{j}=F_{i} \tag{13}
\end{equation*}
$$

for the new system since this one has angles of $60^{\circ}$ between the coordinate axes. If $\underline{g}_{k}$ and $\underline{f}_{p}$ are, respectively, the unit vectors of the Cartesian and oblique coordinates, we have

$$
\begin{aligned}
& \underline{g}_{k}=\alpha_{p k} \cdot \underline{f}_{p}, \quad \underline{f}_{p}=\beta_{k p} \cdot \underline{g}_{k}, \\
& \alpha=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & -1 / \sqrt{3} \\
0 & 0 & 2 / \sqrt{3}
\end{array}\right), \quad \beta=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 1 / 2 \\
0 & 0 & \sqrt{3} / 2
\end{array}\right) .
\end{aligned}
$$

Then from (13) we obtain

$$
\partial\left(A_{p q s t}^{\varepsilon} \partial u_{s}^{\varepsilon^{\prime}} / \partial x_{t}^{\prime}\right) / \partial x_{q}^{\prime}=F_{p}^{\prime}
$$

where ' denotes the components in the new system and

$$
2 \cdot A_{p q s t}=\alpha_{p i} \beta_{q j}\left(\beta_{h s} \alpha_{t k}+\beta_{k s} \alpha_{t h}\right) a_{i j k h} .
$$

Consequently, the stress-strain relations in the new system have the following form:

$$
\begin{aligned}
& \sigma_{11}^{\prime}=a_{1111} e_{11}^{\prime}+a_{1122} e_{22}^{\prime}+a_{1133} e_{33}^{\prime}, \\
& \sigma_{22}^{\prime}=\left(4 a_{2211} / 3\right) e_{11}^{\prime}+\left(5 a_{2222}-a_{3322}\right) / 3 \cdot e_{22}^{\prime}+\left(5 a_{2233}-a_{2222}\right) / 3 \cdot e_{33}^{\prime}-\left(4 a_{2323} / 3\right) e_{23}^{\prime}, \\
& \sigma_{33}^{\prime}=\left(4 a_{3311} / 3\right) e_{11}^{\prime}+\left(4 a_{3322} / 3\right) e_{22}^{\prime}+\left(4 a_{3333} / 3\right) e_{33}^{\prime}, \\
& \sigma_{12}^{\prime}=\left(4 a_{1313} / 3\right) e_{12}^{\prime}-\left(2 a_{1313} / 3\right) e_{13}^{\prime}, \\
& \sigma_{13}^{\prime}=-\left(2 a_{1313} / 3\right) e_{12}^{\prime}+\left(4 a_{1313} / 3\right) e_{13}^{\prime}, \\
& \sigma_{23}^{\prime}=-\left(2 a_{3311} / 3\right) e_{11}^{\prime}-\left(2 a_{2222} / 3\right) e_{22}^{\prime}-\left(2 a_{2233} / 3\right) e_{33}^{\prime}+\left(4 a_{2323} / 3\right) e_{23}^{\prime},
\end{aligned}
$$

therefore $A_{1313}=A_{1212}=4 a_{1313} / 3$. Notice that the matrix $A_{p q s t}^{\varepsilon}$ satisfies the conditions (*): $\boldsymbol{A}_{13 s q}^{\varepsilon}=A_{s q 13}^{\varepsilon}$.

We note that

$$
\left(A^{\varepsilon}\right)_{12 s t}^{-1}=\left(A^{\varepsilon}\right)_{s t 12}^{-1} \quad \text { and } \quad(A \varepsilon)_{13 s t}^{-1}=\left(A^{\varepsilon}\right)_{s t 13}^{-1} .
$$

These are direct consequences of the fact that columns 12 and 13 become proportional after we eliminate row 13 , as well as rows 12 and 13 , which become proportional after we eliminate column 13. Therefore

$$
\left(A^{\varepsilon}\right)_{s q 13}^{-1}=0, \quad\left(A^{\varepsilon}\right)_{s q 12}^{-1}=0, \quad\left(A^{\varepsilon}\right)_{13 s q}^{-1}=0, \quad\left(A^{\varepsilon}\right)_{12 s q}^{-1}=0
$$

for $s q \neq 13$ and 12. The minors of the elements $A_{1312}^{\varepsilon}$ and $A_{1213}^{\varepsilon}$ are both equal to

$$
-\left(2 a_{1313}^{\varepsilon} / 3\right)\left|\begin{array}{cccc}
A_{1111}^{\varepsilon} & A_{1122}^{\varepsilon} & A_{1133}^{\varepsilon} & 0 \\
A_{2211}^{\varepsilon} & A_{2222}^{\varepsilon} & A_{2233}^{\varepsilon} & A_{2323}^{\varepsilon} \\
A_{2311}^{\varepsilon} & A_{2322}^{\varepsilon} & A_{2323}^{\varepsilon} & 0
\end{array}\right| \text {, }
$$

and, consequently, we have $\left(A^{\varepsilon}\right)_{13 s q}^{-1}=\left(A^{\varepsilon}\right)_{s q 13}^{-1},\left(A^{\varepsilon}\right)_{12 s q}^{-1}=\left(A^{\varepsilon}\right)_{s q 12}^{-1}$.

The element $\left(A^{\varepsilon}\right)_{1313}^{-1}$, obtained using the development of $\operatorname{det}\left(A^{\varepsilon}\right)$ with respect to the row $A_{12 s q}^{\varepsilon}$, is given by

$$
\begin{equation*}
\left(A^{\varepsilon}\right)_{1313}^{-1}=1 / a_{1313}^{\varepsilon} . \tag{15}
\end{equation*}
$$

We note that $\left(A^{\varepsilon}\right)_{1313}^{-1}$ is used to construct the sequence $w^{\varepsilon}$ defined in Theorem 3; it is important to see that the homogenized coefficient corresponding to $a_{1313}^{\varepsilon}$ is estimated in [3] using only the values of this coefficient; in the method presented here, the estimates may generally depend on the other coefficients.

Following Definition 3, we must compute the 13 -limit of the harmonical mean with respect to $x_{3}^{\prime}$ and the 13 -limit of the arithmetical mean with respect to $x_{2}^{\prime}$ of the coefficient $A_{1313}^{\varepsilon}$, thus obtaining upper and lower bounds for it:

$$
\lim _{13} \operatorname{MA3}\left(A_{1313}^{\varepsilon}\right)=B_{1313}, \quad \lim _{13} \operatorname{MA}_{\varepsilon \rightarrow 0}\left[\left(A^{\varepsilon}\right)_{1313}^{-1}\right]=E_{1313}^{-1} .
$$

Finally we obtain $E_{1313} \leqq Q_{1313} \leqq B_{1313}$, where $A^{\varepsilon} \xrightarrow{H} Q$. Using the method described here, it is possible to obtain bounds for the effective coefficients in the case when the space between the periodical fibers is completely filled by the matrix of low resistance. We consider this situation in the sequel.

Now we analyze the geometry of the periodicity cell (Fig. 1). In the vertex of the romb of edge lengths 1 and $60^{\circ}$ in the origin are situated sectors of radii $r$ and $60^{\circ}$ (respectively, $120^{\circ}$ ), filled by the fiber. The rest of the romb is filled by the matrix of low resistance. We can see that $A B=C D$. For simplicity we put $x_{3}^{\prime}=t, x_{2}^{\prime}=s$. We have (see Fig. 2)

$$
\begin{aligned}
& t=O M, \quad O Z=t \sqrt{3} / 2 \\
& Z H=\left(\sqrt{4 r^{2}-3 t^{2}}\right) / 2, \quad U H=2 \cdot Z H=\sqrt{4 r^{2}-3 t^{2}}
\end{aligned}
$$

The maximum value of $t$ for which a parallel line to $O s$ intersects the circle of radii $r$ is $O N=2 r / \sqrt{3}$. We consider the case when such a parallel may intersect only two circles (the centers of which are situated on $O s$ ), then we consider $r \leqslant \sqrt{3} / 4$, which is in accordance with the above hypothesis.

We let $A_{1313}=h$ in the fiber, $A_{1313}=1$ in the matrix.
For the upper bound we have

$$
\operatorname{MA2}\left(A_{1313}\right)=\left\{\begin{array}{l}
h \sqrt{4 r^{2}-3 t^{2}}+1-\sqrt{4 r^{2}-3 t^{2}}, \quad t \in(0,2 r / \sqrt{3}), \\
1, \quad t \in(2 r / \sqrt{3}, 1 / 2),
\end{array}\right.
$$
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and using the fact that the weak limit in $L_{2}(\Omega)$ of a periodic function of $(x / \varepsilon)$, for $\varepsilon \rightarrow 0$, is the mean value on a cell (see [5]), we obtain

$$
\begin{equation*}
A_{1313}^{+}=\left\{2 \cdot \int_{0}^{2 r / \sqrt{ } 3}\left[(h-1) \sqrt{4 r^{2}-3 t^{2}}+1\right]^{-1} d t+1-4 r / \sqrt{3}\right\}^{-1} . \tag{17}
\end{equation*}
$$

The lower bound is given by

$$
\begin{equation*}
A_{1313}^{-}=2 \cdot \int_{0}^{2 r / \sqrt{ } 3}\left[\left(\frac{1}{h}-1\right) \sqrt{4 r^{2}-3 t^{2}}+1\right]^{-1} d t+1-4 r / \sqrt{3} . \tag{18}
\end{equation*}
$$

Hashin and Rosen [3] obtained the following bounds:

$$
\begin{equation*}
G^{+}\left(m_{g} v_{1}+v_{2}\right) \tag{19}
\end{equation*}
$$

where

$$
\begin{aligned}
& m_{g}=\left[h\left(1+b^{2}\right)+1-b^{2}\right] /\left[h\left(1-b^{2}\right)+1+b^{2}\right], \quad b=2 r, \\
& v_{1}=0.918, \quad v_{2}=0.082=1-v_{1}
\end{aligned}
$$

In order to compare these two methods, we compute the expressions (17)-(20) for different values of $h$ and $r$. Considering, for example, $r=0.2$ and $r=0.3$, we obtain the results in Tables 1 and 2. We can see that in general the estimates given in [3] are more precise than those given by the method presented here.

| Table 1 <br> $r=0.2$. |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $h$ | $A_{1313}^{-}$ | $G^{-}$ | $G^{+}$ | $A_{1313}^{+}$ |
| 2 | 0.819 | 1.103 | 1.112 | 0.840 |
| 3 | 0.846 | 1.157 | 1.159 | 0.907 |
| 6 | 0.879 | 1.232 | 1.236 | 1.037 |
| 10 | 0.889 | 1.275 | 1.282 | 1.140 |
| 20 | 0.908 | 1.302 | 1.310 | 1.236 |
| 30 | 0.909 | 1.314 | 1.323 | 1.271 |
| 50 | 0.912 | 1.323 | 1.333 | 1.315 |
| 100 | 0.914 | 1.331 | 1.341 | 1.351 |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $\infty$ | 0.917 | 1.339 | 1.349 | 1.393 |

Table 2
$r=0.3$.

| $h$ | $A_{1313}^{-}$ | $G^{-}$ | $G^{+}$ | $A_{1313}^{+}$ |
| ---: | :---: | :---: | :---: | :---: |
| 5 | 1.086 | 1.551 | 1.579 | 1.341 |
| 15 | 1.198 | 1.785 | 1.844 | 1.846 |
| 35 | 1.236 | 1.872 | 1.945 | 2.116 |
| 65 | 1.250 | 1.905 | 1.984 | 2.249 |
| 115 | 1.258 | 1.922 | 2.005 | 2.326 |
| 195 | 1.262 | 1.931 | 2.016 | 2.371 |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $\infty$ | 1.268 | 1.945 | 2.032 | 2.441 |

We want to emphasize that only for $A_{1313}$ is it possible to obtain both upper and lower limits using the above theoretical results. Generally, only the upper limit may be computed, since $A^{\varepsilon}$ verifies the condition (*) (see Definition 2).

Hashin and Rosen [3] also presented the bounds corresponding to the following constants:

$$
\begin{aligned}
& K_{23}=\left(a_{2222}+a_{2233}\right), \quad G_{23}=\left(a_{2222}-a_{2233}\right), \\
& E_{1}=a_{1111}-2 a_{1122} /\left(a_{2222}+a_{2233}\right) .
\end{aligned}
$$

If we consider $\lambda_{22}=\lambda_{33}=1, \lambda_{i j}=0$ for $(i j) \neq(22)$ and (33), then relations (14) and (12) give us

$$
A_{i j k h} \lambda_{i j} \lambda_{k h}=8 \cdot\left(a_{2222}+a_{2233}\right) / 3 .
$$

For $\lambda_{23}=1, \lambda_{i j}=0$ if $(i j) \neq(23)$, we obtain

$$
\begin{aligned}
A_{i j k h} \lambda_{i j} \lambda_{k h} & =4 \cdot a_{2323} / 3=4\left(C_{22}-C_{23}\right) / 3 \\
& =4\left(a_{2222}-a_{2233}\right) / 3 .
\end{aligned}
$$

Therefore we can apply our method to obtain upper bounds for the constants $K_{23}$ and $G_{23}$. Since in general the coefficients with $i j \neq k h$ cannot be directly estimated, it seems that the method presented here is not applicable for $E_{1}$ (which represents the longitudinal Young modulus).
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#### Abstract

Boundary value problems for hyperbolic linear partial differential integral equations of convolution type on an interval are studied. A necessary and sufficient condition on the convolution kernel is given such that discontinuities of the boundary data are smoothed in the interior of the interval. The result is applied to consider dynamics of viscoelastic media.
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1. Introduction. We study propagation of singularities by a linear first-order hyperbolic partial differential integral equation in one space variable, namely

$$
\begin{gather*}
u_{t}(t, \xi)=a u_{\xi}(t, \xi)+c u(t, \xi)+\int_{0}^{t}\left[d(t-s) u_{\xi}(s, \xi)+\dot{h}(t-s) u(s, \xi)\right] d s, \\
\left(t \geqq 0, \quad \xi \in\left(\xi_{1}, \xi_{2}\right)\right) \tag{1}
\end{gather*}
$$

with initial boundary conditions

$$
u(0, \xi)=0, \quad b_{j} u\left(t, \xi_{j}\right)=v_{j}(t) \quad(j=1,2)
$$

$u$ is considered to be vector valued and $a, c, d, h, b_{j}$ are matrices. Thus the problem includes the standard first-order transcription of

$$
\begin{equation*}
u_{t t}(t, \xi)=G(0) u_{\xi \xi}(t, \xi)+\int_{0}^{t} G^{\prime}(t-s) u_{\xi \xi}(s, \xi) d s \tag{2}
\end{equation*}
$$

with suitable initial and boundary conditions.
The latter equation describes the dynamics of a linearly viscoelastic homogeneous medium (given sufficient symmetry to reduce the problem to one space dimension). (See, e.g., [2], [3].) Considerable effort has been spent investigating how a discontinuity in the initial or boundary data is propagated to the interior of the interval. A major part of the literature, such as [1], [6]-[9], [12]-[15], [20a-c], treats the case that the kernel $d$ is sufficiently smooth (i.e., it admits at least two locally integrable derivatives). Reference [5] considers a similar situation in a nonlinear setting. In this case, a jump discontinuity in the boundary data gives rise to a jump discontinuity in the solution, traveling back and forth between the boundaries. The presence of a memory term does not affect the hyperbolic character of the equation, not even the wave speed of the discontinuity; its only effect is exponential damping of the stepsize of the discontinuity. However, in [19], Renardy has pointed out that the scene changes drastically as $d$ is allowed to be unbounded at $t=0$. He shows that singular kernels may generate solutions

[^8]that are infinitely often differentiable in the interior of the interval, though discontinuous on the boundary. This fits very well to a result in [10], showing that unboundedness of the kernel together with suitable monotonicity conditions implies that the resolvent operator to the integrodifferential equation is compact; smoothing is likely to be expected in this case.

A recent paper by Hrusa and Renardy [11] shows that the situation is even a bit more complicated. When kernels with different types of singularities at $t=0$ are compared, they indicate that whether the solution is $C^{\infty}$ across the characteristics at any time $t>0$ or does not gain any differentiability at all depends on the boundedness of $G^{\prime}(t) / \ln (t)$ rather than $G^{\prime}(t)$. In the limiting case that $G^{\prime}$ has a logarithmic singularity, the solution gains smoothness gradually as time increases. (Dealing with inhomogeneous boundary data rather than initial data, this means that the solution becomes smoother and smoother as we proceed deeper into the space interval.)

While writing this paper, we became aware of a contemporaneous study by Prüss, [17], which examines an integrated version of (2). The second derivative of $u$ with respect to $\xi$ is replaced by the generator of a cosine family, while the scalar function $G(t)$ may be replaced by a Stieltjes measure of specified type that includes the case $G$ is completely monotone. We will compare our work with both [11] and [17] in the last section of this paper.

While the work in [11] is done by explicit computation of various examples, this paper means to give a general theorem characterizing the kernels $d$ that lead to smoothing of the solution of a first-order hyperbolic system. Moreover, we give a formula for the space interval needed to gain one degree of differentiability in the limiting case. Unfortunately, our results for the general case (1) are very technical. If $d(t)$ is a scalar multiple $\varphi(t) d$ of a constant matrix $d$, considerable simplifications can be carried out. In particular, if $\varphi$ is convex decreasing, smoothing depends on $\lim _{t \rightarrow 0} \varphi(t) / \ln (t)$, in accordance with [11].

In the last section of this paper, we apply our results to some nonscalar problems in viscoelasticity where we encounter equations in which $d(t)$ is not a scalar multiple of a constant matrix, e.g., a Timoshenko beam. It will be seen that many such problems can be treated with our techniques.
2. The main theorems. We consider the following equation:

$$
\begin{aligned}
& u_{t}(t, \xi)=a u_{\xi}(t, \xi)+c u(t, \xi)+\int_{0}^{t}\left[d(t-s) u_{\xi}(s, \xi)+h(t-s) u(s, \xi)\right] d s, \\
& b_{j} u\left(t, \xi_{j}\right)=v_{j}(t) \quad(j=1,2) \\
& u(0, \xi)=0
\end{aligned}
$$

$$
\text { for } t \geqq 0, \xi \in\left[\xi_{1}, \xi_{2}\right] \text {. }
$$

The solution $u$ is supposed to be an $\mathbb{R}^{n}$-valued function on $[0, \infty) \times\left[\xi_{1}, \xi_{2}\right]$. Our hypotheses on the coefficients are the following.

Hypothesis 2.1. (a) $a$ is a real $n \times n$-matrix that has $n$ distinct real eigenvalues $\lambda_{1}<\cdots<\lambda_{m}<0<\lambda_{m+1}<\cdots<\lambda_{n}$. By $\left\{e_{i}: i=1 \cdots n\right\}$ we denote a system of eigenvectors of $a$ corresponding to the eigenvalues $\lambda_{i}$, respectively. $\left\{f_{i}: i=1 \cdots n\right\}$ is a system of eigenvectors of the transposed matrix $a^{*}$, such that $f_{i}^{*} e_{j}=\delta_{i j} . r$ is the $n \times n$-matrix $\left(f_{1} \cdots f_{n}\right)^{*}$; thus $r^{-1}=\left(e_{1} \cdots e_{n}\right)$, and $r a r^{-1}=\operatorname{diag}\left(\lambda_{1} \cdots \lambda_{n}\right)$. We put $\kappa_{i}=\lambda_{i}^{-1}$, and for $i=1 \cdots m, \delta_{i}=-1$, while $\delta_{i}=1$ for $i=m+1 \cdots n$.
(b) Putting $m_{1}=m$ and $m_{2}=n-m$, we assume for $j=1,2$ that $b_{j}$ is a real $m_{j} \times$ $n$-matrix and that the matrices $\left(b_{1} e_{1} \cdots b_{1} e_{m}\right)$ and $\left(b_{2} e_{m+1} \cdots b_{2} e_{n}\right)$ are invertible. (We may assume without loss of generality that they are $m_{j} \times m_{j}$ unit matrices.)
(c) $c$ is a real $n \times n$-matrix.
(d) For some $\gamma \geqq 0$, the function $t \rightarrow e^{-\gamma t} d(t)$ is a real $n \times n$-matrix valued integrable function on $[0, \infty)$ and $t e^{-\gamma t} d(t)$ is in $W^{1,1}(0, \infty)$.
(h) The function $t \rightarrow e^{-\gamma t} h(t)$ is a real $n \times n$-matrix valued integrable function on $[0, \infty)$.
(v) The functions $t \rightarrow e^{-\gamma t} v_{j}(t),(j=1,2)$ are in $L^{2}\left([0, \infty), \mathbb{R}^{m_{j}}\right)$.
(Hypothesis 2.1(a), (b), (c), (v) makes (2.1) without the convolution terms a hyperbolic first-order initial boundary value problem that is well posed in $L^{2}\left(\left[\xi_{1}, \xi_{2}\right], \mathbb{R}^{n}\right)$. Parts (d), (h) of the hypothesis are minimal boundedness assumptions on the convolution kernels.)

Before we can state our second hypothesis, we need to introduce the Laplace transform ${ }^{\wedge}$ :

$$
\left.\hat{d}(\tau)=\int_{0}^{\infty} e^{-t \tau} d(t) d t \quad \text { (which exists for } \operatorname{Re} \tau \geqq \gamma\right) .
$$

Since $\lim _{|\tau| \rightarrow \infty, \operatorname{Re} \tau \geqq \gamma} \hat{d}(\tau)=0$, we may choose some $\theta$ sufficiently large such that for $\operatorname{Re} \tau \geqq \theta$ the matrix $a+\hat{d}(\tau)$ has $n$ distinct eigenvalues $\lambda_{1}(\tau) \cdots \lambda_{n}(\tau)$ (converging to $\lambda_{1} \cdots \lambda_{n}$ as $|\tau| \rightarrow \infty$ ), and that $\operatorname{sgn} \operatorname{Re} \lambda_{i}(\tau)=\operatorname{sgn} \lambda_{i}=\delta_{i} \neq 0$. In particular, $(a+\hat{d}(\tau))^{-1}$ exists with eigenvalues $\kappa_{i}(\tau)=\lambda_{i}^{-1}(\tau)$.

Hypothesis 2.2. There exists a constant $M$ such that for $\rho \geqq \theta, \sigma \in \mathbb{R}, j=1 \cdots n$, $\delta_{j} \sigma \operatorname{Im} \kappa_{j}(\rho+i \sigma) \leqq M$.
(A discussion of ways to verify this hypothesis will be given in $\S 4$.)
Taking Laplace transforms in (2.1), we obtain

$$
\begin{align*}
& \tau \hat{u}(\tau, \xi)=(a+\hat{d}(\tau)) \hat{u}_{\xi}(\tau, \xi)+(c+\hat{h}(\tau)) \hat{u}(\tau, \xi), \\
& b_{j} \hat{u}\left(\tau, \xi_{j}\right)=\hat{v}_{j}(\tau) \quad(j=1,2)  \tag{2.2}\\
& \text { for Re } \tau \text { sufficiently large and } \xi \in\left[\xi_{1}, \xi_{2}\right] .
\end{align*}
$$

It has been suggested by one of the referees that Hypothesis 2.2 may be equivalent to the well-posedness of (2.1). It seems clear that this hypothesis is intimately related to the well-posedness of $(2.1)$ in $L^{2}\left(\left(\xi_{1}, \xi_{2}\right), \mathbb{R}^{n}\right)$ with arbitrary boundary matrices $b_{j}$ that are subject to Hypothesis 2.1; however, the proof of such a relation would seem to be quite lengthy and technical. Being interested in propagation of singularities rather than problems of well-posedness, we confine ourselves to the following existence result.

Theorem 2.1. Suppose Hypotheses 2.1 and 2.2 are valid. Then there exists a unique function $u:[0, \infty) \times\left[\xi_{1}, \xi_{2}\right] \rightarrow \mathbb{R}^{n}$, such that for sufficiently large $\theta$ and each $\xi \in\left[\xi_{1}, \xi_{2}\right]$, the function $t \rightarrow e^{-\theta t} u(t, \xi)$ is in $L^{2}\left([0, \infty), \mathbb{R}^{n}\right)$, and the Laplace transform $\hat{u}(\tau)$ satisfies (2.2).

To state our main result on smoothing we introduce the numbers

$$
\tilde{\beta}_{1}(\tau)=\max _{j=1 \cdots m}\left(-\operatorname{Im} \kappa_{j}(\tau)\right), \quad \tilde{\beta}_{2}(\tau)=\max _{j=m+1 \cdots n}\left(\operatorname{Im} \kappa_{j}(\tau)\right)
$$

for $\operatorname{Re} \tau \geqq \theta, \operatorname{Im} \tau \geqq 0$, and

$$
\alpha_{j}^{+}=\lim _{\sigma \rightarrow \infty} \sup -\sigma \tilde{\beta}_{j}(\theta+i \sigma) / \ln \sigma, \quad \alpha_{j}^{-}=\lim _{\sigma \rightarrow \infty} \inf -\sigma \tilde{\beta}_{j}(\theta+i \sigma) / \ln \sigma
$$

(By Hypothesis 2.2, $-\sigma \tilde{\beta}_{j}(\theta+i \sigma)$ is bounded from below, thus $\alpha_{j}^{ \pm} \in[0, \infty]$.)

Theorem 2.2. Suppose Hypotheses 2.1 and 2.2 are valid and choose $\theta$ sufficiently large (according to the hypotheses of this section and Theorem 2.1). Let $k>0$ be a real number. If $\left(\xi-\xi_{1}\right) \alpha_{1}^{-}>k$ and $\left(\xi_{2}-\xi\right) \alpha_{2}^{-}>k$, then for all boundary data $v_{j}$ according to (v) the solution $t \rightarrow e^{-\theta t} u(t, \xi)$ is in $W^{k, 2}\left([0, \infty), \mathbb{R}^{n}\right)$. If $\left(\xi-\xi_{1}\right) \alpha_{1}^{+}<k$ or $\left(\xi_{2}-\xi\right) \alpha_{2}^{+}<k$, then there exist boundary data $v_{1}$ and $v_{2}$ such that $e^{-\theta t} u(t, \xi)$ is not contained in $W^{k, 2}\left([0, \infty), \mathbb{R}^{n}\right)$.

Thus, if $\alpha_{j}^{-}=\alpha_{j}^{+}=\alpha_{j}$, then $\alpha_{1}\left(\alpha_{2}\right)$ may be viewed as the reciprocal of the distance from the left (right) boundary needed to gain one degree of differentiability. If $\alpha_{j}^{+}=0$, no differentiability is obtained unless the boundary data are sufficiently smooth themselves. On the other hand, if $\alpha_{j}^{-}=\infty$, all boundary data are immediately smoothed to $C^{\infty}$. Notice also, that $\alpha_{j}^{ \pm}$depends only on $d$ and $a$, while $c$ and $h$ have no bearing on the degree of smoothing.

Remark. The definitions of the $\alpha_{j}^{ \pm}$are independent of $\theta$ for sufficiently large $\theta$. This follows from the assumption that $e^{-\gamma t} t d(t) \in W^{1,1}(0, \infty)$. This independence is, in fact, the only reason for this smoothness assumption. To see this independence, we note that because $a$ has distinct nonzero eigenvalues, we can appeal to the differentiability of $(a+\hat{d}(\tau))^{-1}$ to obtain $\left|\kappa_{j}\left(\tau_{1}\right)-\kappa_{j}(\tau)\right|=O\left(\left\|\hat{d}\left(\tau_{1}\right)-\hat{d}(\tau)\right\|\right)$ where $\tau_{1}=\theta_{1}+i \sigma$ and $\tau=\theta+i \sigma$. However, for $\theta>\theta_{1}$,

$$
\begin{aligned}
\hat{d}(\tau)-\hat{d}\left(\tau_{1}\right) & =\int_{0}^{\infty} e^{-\left(\theta_{1}+i \sigma\right) t} \frac{\left[e^{-\left(\theta-\theta_{1}\right) t}-1\right]}{t} t d(t) d t \\
& =O\left(\sigma^{-1}\right)
\end{aligned}
$$

as it is the transform of a $W^{1,1}$ function. Hence,

$$
\left|\frac{\sigma}{\ln \sigma}\left(\kappa_{j}\left(\tau_{1}\right)-\kappa_{j}(\tau)\right)\right| \rightarrow 0 \quad \text { as } \sigma \rightarrow \infty .
$$

3. Proof of Theorems 2.1 and 2.2. Throughout this section, let us assume that $\theta$ is sufficiently large, and $\tau=\rho+i \sigma$ with $\rho \geqq \theta$ and $\sigma>0$.

From (2.2) we obtain

$$
\begin{equation*}
\hat{u}_{\xi}(\tau, \xi)=\tau(a+\hat{d}(\tau))^{-1}\left(I-\tau^{-1}(c+\hat{h}(\tau))\right) \hat{u}(\tau, \xi)=: \tau l(\tau) \hat{u}(\tau, \xi) \tag{3.1}
\end{equation*}
$$

( $I$ denotes the $n \times n$ unit matrix.)
As $\theta$ is chosen sufficiently large and $\lim _{|\tau| \rightarrow \infty, \operatorname{Re} \tau \geqq \gamma} l(\tau)=a^{-1}$, the matrix $l(\tau)$ possesses $n$ distinct eigenvalues $\mu_{1}(\tau) \cdots \mu_{n}(\tau)$ converging to $\kappa_{1} \cdots \kappa_{n}$. In particular, $\operatorname{sgn} \operatorname{Re} \mu_{j}(\tau)=\delta_{j}$. Now, for $|\tau| \rightarrow \infty,\left\|l(\tau)-(a+\hat{d}(\tau))^{-1}\right\|=O\left(\left|\tau^{-1}\right|\right)$; thus also $\mid \mu_{j}(\tau)-$ $\kappa_{j}(\tau) \mid=O\left(\left|\tau^{-1}\right|\right)$. This implies that Hypothesis 2.2 as well as the values for $\alpha_{j}^{ \pm}$remain the same if $\kappa_{i}$ is replaced by $\mu_{i}$ and $\tilde{\beta}_{j}$ is replaced by $\beta_{1}=\max _{j=1 \cdots m}-\operatorname{Im} \mu_{j}(\tau)$, $\beta_{2}=\max _{j=m+1 \cdots n} \operatorname{Im} \mu_{j}(\tau)$.

Moreover, $l(\tau)$ can be diagonalized by a matrix $r(\tau)$ converging to $r$ as $|\tau| \rightarrow \infty$, so that

$$
r(\tau) l(\tau) r^{-1}(\tau)=\operatorname{diag}\left(\mu_{1}(\tau) \cdots \mu_{n}(\tau)\right)=k(\tau) \rightarrow \operatorname{diag}\left(\kappa_{1} \cdots \kappa_{n}\right) .
$$

We write $r^{-1}(\tau)$ in the form $\left(e_{1}(\tau) \cdots e_{n}(\tau)\right)$ where $e_{j}(\tau) \rightarrow e_{j}$.
Putting $\tilde{u}(\tau, \xi)=r(\tau) \hat{u}(\tau, \xi)$, we obtain from (3.1) and the boundary conditions

$$
\begin{equation*}
\tilde{u}_{\xi}(\tau, \xi)=\tau k(\tau) \tilde{u}(\tau, \xi), \quad b_{j} r^{-1}(\tau) \tilde{u}\left(\tau, \xi_{j}\right)=\hat{v}_{j}(\tau) \tag{3.2}
\end{equation*}
$$

Consequently, the $i$ th coefficient $\tilde{u}_{i}$ of $\tilde{u}$ satisfies

$$
\tilde{u}_{i}(\tau, \xi)=\exp \left(\tau \mu_{i}(\tau)\left(\xi-\xi_{1}\right)\right) \tilde{u}_{i}\left(\tau, \xi_{1}\right)=\exp \left(-\tau \mu_{i}(\tau)\left(\xi_{2}-\xi\right)\right) \tilde{u}_{i}\left(\tau, \xi_{2}\right)
$$

We put $U(\tau)=\left(\tilde{u}_{1}\left(\tau, \xi_{1}\right) \cdots \tilde{u}_{m}\left(\tau, \xi_{1}\right), \tilde{u}_{m+1}\left(\tau, \xi_{2}\right) \cdots \tilde{u}_{n}\left(\tau, \xi_{2}\right)\right)^{t}$ and let $U_{i}$ be the $i$ th coefficient of $U$. So

$$
\begin{array}{ll}
\tilde{u}_{i}(\tau, \xi)=\exp \left(-\delta_{i} \tau \mu_{i}(\tau)\left(\xi-\xi_{1}\right)\right) U_{i}(\tau) & \text { for } i=1 \cdots m, \quad \text { and } \\
\tilde{u}_{i}(\tau, \xi)=\exp \left(-\delta_{i} \tau \mu_{i}(\tau)\left(\xi_{2}-\xi\right)\right) U_{i}(\tau) & \text { for } i=m+1 \cdots n . \tag{3.3}
\end{array}
$$

To estimate the solution, we use Hypothesis 2.2 and obtain

$$
\operatorname{Re}\left(\delta_{i} \tau \mu_{i}(\tau)\right)=\rho \delta_{i} \operatorname{Re} \mu_{i}(\tau)-\sigma \delta_{i} \operatorname{Im} \mu_{i}(\tau) \geqq \theta \delta_{i} \operatorname{Re} \mu_{i}(\tau)-M .
$$

As $\operatorname{Re} \mu_{i}(\tau)$ is bounded away from 0 (for large $\theta$ ) and $\theta$ may be chosen large, we can achieve that $\operatorname{Re}\left(\delta_{i} \tau \mu_{i}(\tau)\right)>0$ is arbitrarily large. In particular, by (3.3), we have $\|\tilde{u}(\tau, \xi)\| \leqq\|U(\tau)\|$.

The values of $U(\tau)$ are determined by the boundary conditions: As the matrices $b_{1}\left(e_{1} \cdots e_{m}\right)$ and $b_{2}\left(e_{m+1} \cdots e_{n}\right)$ are invertible, the matrices $p_{1}(\tau)=b_{1}\left(e_{1}(\tau) \cdots e_{m}(\tau)\right)$ and $p_{2}(\tau)=b_{2}\left(e_{m+1}(\tau) \cdots e_{n}(\tau)\right)$ are also (provided $\theta$ is chosen large). We put $q_{1}(\tau)=$ $b_{1}\left(e_{m+1}(\tau) \cdots e_{n}(\tau)\right)$ and $q_{2}(\tau)=b_{2}\left(e_{1}(\tau) \cdots e_{m}(\tau)\right)$. Then the boundary conditions can be written in the form

$$
\begin{aligned}
& {\left[\begin{array}{c}
\tilde{u}_{1}\left(\tau, \xi_{1}\right) \\
\vdots \\
\tilde{u}_{m}\left(\tau, \xi_{1}\right)
\end{array}\right]+p_{1}^{-1}(\tau) q_{1}(\tau)\left[\begin{array}{c}
\tilde{u}_{m+1}\left(\tau, \xi_{1}\right) \\
\vdots \\
\tilde{u}_{n}\left(\tau, \xi_{1}\right)
\end{array}\right]=p_{1}^{-1}(\tau) \hat{v}_{1}(\tau),} \\
& {\left[\begin{array}{c}
\tilde{u}_{m+1}\left(\tau, \xi_{2}\right) \\
\vdots \\
\tilde{u}_{n}\left(\tau, \xi_{2}\right)
\end{array}\right]+p_{2}^{-1}(\tau) q_{2}(\tau)\left[\begin{array}{c}
\tilde{u}_{1}\left(\tau, \xi_{2}\right) \\
\vdots \\
\tilde{u}_{m}\left(\tau, \xi_{2}\right)
\end{array}\right]=p_{2}^{-1}(\tau) \hat{v}_{2}(\tau) .}
\end{aligned}
$$

Let $Q(\tau)$ be the block matrix

$$
\left[\begin{array}{cc}
0 & p_{2}^{-1}(\tau) q_{2}(\tau) \operatorname{diag}\left(e^{\tau \mu_{i}(\tau)\left(\xi_{2}-\xi_{1}\right)}\right) \\
i=1 \cdots m \\
p_{1}^{-1}(\tau) q_{1}(\tau) \operatorname{diag}\left(e^{-\tau \mu_{i}(\tau)\left(\xi_{2}-\xi_{1}\right)}\right) & 0
\end{array}\right]
$$

Then we obtain from (3.3)

$$
U(\tau)+Q(\tau) U(\tau)=\left[\begin{array}{l}
p_{1}^{-1}(\tau) \hat{v}_{1}(\tau)  \tag{3.4}\\
p_{2}^{-1}(\tau) \hat{v}_{2}(\tau)
\end{array}\right] .
$$

Choosing $\theta$ sufficiently large, we can achieve that $\|Q(\tau)\|<1 / 4 n$, so that there exists a unique solution $U(\tau)$ to (3.4) with some bound $\|U(\tau)\| \leqq N\left(\left\|\hat{v}_{1}(\tau)\right\|+\left\|\hat{v}_{2}(\tau)\right\|\right)$.

If $\theta \geqq \gamma$, the function $\sigma \rightarrow \hat{v}_{j}(\theta+i \sigma)$ is in $L^{2}\left(\mathbb{R}, \mathbb{C}^{n}\right)$ by Plancherel's theorem. Hence for fixed $\xi \in\left[\xi_{1}, \xi_{2}\right], \hat{u}(\theta+i \sigma, \xi)=r^{-1}(\theta+i \sigma) \tilde{u}(\theta+i \sigma, \xi)$ is also in $L^{2}\left(\mathbb{R}, \mathbb{C}^{n}\right)$. Inverting the Laplace transform by a contour integral from $\theta-i \infty$ to $\theta+i \infty$, we obtain, again by Plancherel's theorem, that the function $t \rightarrow e^{-\theta t} u(t, \xi)$ is contained in $L^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right)$. This proves Theorem 2.1.

Let us now assume that $\alpha_{1}^{-}\left(\xi-\xi_{1}\right)>k$ and $\alpha_{2}^{-}\left(\xi_{2}-\xi\right)>k$, i.e., for sufficiently large $\sigma>0$,

$$
-\sigma \beta_{1}(\theta+i \sigma)\left(\xi-\xi_{1}\right) / \ln \sigma>k \quad \text { and } \quad-\sigma \beta_{2}(\theta+i \sigma)\left(\xi_{2}-\xi\right) / \ln \sigma>k
$$

Consequently, for $j=1 \cdots m, \sigma\left(\xi-\xi_{1}\right) \operatorname{Im} \mu_{j}(\theta+i \sigma) / \ln \sigma>k$, and for $j=m+1 \cdots n$, $-\sigma\left(\xi_{2}-\xi\right) \operatorname{Im} \mu_{j}(\theta+i \sigma) / \ln \sigma>k$. Thus for sufficiently large $\sigma$ and $j=1 \cdots m$,
$\operatorname{Re}\left((\theta+i \sigma) \mu_{j}(\theta+i \sigma)\left(\xi-\xi_{1}\right)\right)=\theta \operatorname{Re} \mu_{j}(\theta+i \sigma)\left(\xi-\xi_{1}\right)-\sigma \operatorname{Im} \mu_{j}(\theta+i \sigma)\left(\xi-\xi_{1}\right)$
$<-k \ln \sigma$,
while for $j=m+1 \cdots n$,

$$
\operatorname{Re}\left((\theta+i \sigma) \mu_{j}(\theta+i \sigma)\left(\xi_{2}-\xi\right)\right)>k \ln \sigma
$$

By (3.3) we have for sufficiently large $\sigma$ and $j=1 \cdots m$,

$$
\begin{aligned}
\left|\tilde{u}_{j}(\theta+i \sigma, \xi)\right| & =\exp \left(\operatorname{Re}\left((\theta+i \sigma) \mu_{j}(\theta+i \sigma)\left(\xi-\xi_{1}\right)\right)\right)\left|U_{j}(\theta+i \sigma)\right| \\
& \leqq \sigma^{-k}\left|U_{j}(\theta+i \sigma)\right| .
\end{aligned}
$$

Similarly for $j=m+1 \cdots n$,

$$
\begin{aligned}
\left|\tilde{u}_{j}(\theta+i \sigma, \xi)\right| & =\exp \left(-\operatorname{Re}\left((\theta+i \sigma) \mu_{j}(\theta+i \sigma)\left(\xi_{2}-\xi\right)\right)\right)\left|U_{j}(\theta+i \sigma)\right| \\
& \leqq \sigma^{-k}\left|U_{j}(\theta+i \sigma)\right| .
\end{aligned}
$$

This implies that the function

$$
\sigma \rightarrow \sigma^{k} \hat{u}(\theta+i \sigma, \xi)=\sigma^{k} r^{-1}(\theta+i \sigma) \tilde{u}(\theta+i \sigma, \xi)
$$

is contained in $L^{2}\left([0, \infty), \mathbb{C}^{n}\right)$; thus by Plancherel's theorem, the function $t \rightarrow e^{-\theta t} u(t, \xi)$ is in $W^{k, 2}\left([0, \infty), \mathbb{R}^{n}\right)$.

Assume conversely, that $\left(\xi-\xi_{1}\right) \alpha_{1}^{+}<k$ or $\left(\xi_{2}-\xi\right) \alpha_{2}^{+}<k$. Without loss of generality, we restrict our consideration to the first case; the second case is done similarly.

We choose some small $\varepsilon>0$, such that $\left(\xi-\xi_{1}\right) \alpha_{1}^{+}<k-2 \varepsilon$, and a scalar function $w$ such that $e^{-\gamma t} w(t) \in L^{2}([0, \infty), \mathbb{R})$, but $e^{-\theta t} w(t) \notin W^{\varepsilon, 2}([0, \infty), \mathbb{R})$. Our boundary conditions are $v_{1}(t)=w(t) \cdot(1 \cdots 1)^{t}, v_{2}(t)=0$. For sufficiently large $|\tau|$, we infer from (3.4) and $\|Q(\tau)\| \leqq 1 / 4 n$ the following:

$$
\begin{aligned}
& \left\|U(\tau)-\left[\begin{array}{l}
p_{1}(\tau) \hat{v}_{1}(\tau) \\
p_{2}(\tau) \hat{v}_{2}(\tau)
\end{array}\right]\right\| \leqq \frac{1}{4 n} \cdot\|U(\tau)\| ; \text { thus } \\
& \|U(\tau)\| \leqq \frac{4}{3} \cdot\left\|\left[\begin{array}{l}
p_{1}(\tau) \hat{v}_{1}(\tau) \\
p_{2}(\tau) \hat{v}_{2}(\tau)
\end{array}\right]\right\| \text {, and } \\
& \left\|U(\tau)-\left[\begin{array}{l}
p_{1}(\tau) \hat{v}_{1}(\tau) \\
p_{2}(\tau) \hat{v}_{2}(\tau)
\end{array}\right]\right\| \leqq \frac{1}{3} \cdot\left\|\left[\begin{array}{l}
p_{1}(\tau) \hat{v}_{1}(\tau) \\
p_{2}(\tau) \hat{v}_{2}(\tau)
\end{array}\right]\right\| .
\end{aligned}
$$

Moreover, as $p_{1}(\tau)=b_{1}\left(e_{1}(\tau) \cdots e_{m}(\tau)\right) \rightarrow b_{1}\left(e_{1} \cdots e_{m}\right)=I$, we have for sufficiently large $|\tau|$ that

$$
p_{1}(\tau)(1 \cdots 1)^{t}=\left(\pi_{1}(\tau) \cdots \pi_{m}(\tau)\right)^{t} \quad \text { with } \frac{3}{4}<\left|\pi_{j}(\tau)\right|<\frac{5}{4} .
$$

Thus for $j=1 \cdots m$

$$
\begin{aligned}
&\left|U_{j}(\tau)-\hat{w}(\tau) \pi_{j}(\tau)\right| \leqq 1 / 3 n \cdot\left\|\hat{w}(\tau)\left(\pi_{1}(\tau) \cdots \pi_{m}(\tau), 0 \cdots 0\right)^{t}\right\| \\
&<5|\hat{w}(\tau)| / 12, \\
&\left|U_{j}(\tau)\right|>\left|\hat{w}(\tau) \pi_{j}(\tau)\right|-5|\hat{w}(\tau)| / 12>\left(\frac{3}{4}-\frac{5}{12}\right)|\hat{w}(\tau)| \\
&=|\hat{w}(\tau)| / 3 .
\end{aligned}
$$

As $\left(\xi-\xi_{1}\right) \alpha_{1}^{+}<k-2 \varepsilon$, we infer for sufficiently large $\sigma$ that $-\left(\xi-\xi_{1}\right) \sigma \beta_{1}(\theta+$ $i \sigma) / \ln \sigma<k-2 \varepsilon$; thus there exists at least one $j \in\{1 \cdots m\}$ with $\left(\xi-\xi_{1}\right) \sigma \operatorname{Im} \mu_{j}(\theta+$ $i \sigma)<(k-2 \varepsilon) \ln \sigma$. Again considering sufficiently large $\sigma$, we obtain

$$
\begin{aligned}
\left(\xi-\xi_{1}\right) \operatorname{Re}\left((\theta+i \sigma) \mu_{j}(\theta+i \sigma)\right) & =\left(\xi-\xi_{1}\right) \theta \operatorname{Re} \mu_{j}(\theta+i \sigma)-\left(\xi-\xi_{1}\right) \sigma \operatorname{Im} \mu_{j}(\theta+i \sigma) \\
& >(\varepsilon-k) \ln \sigma .
\end{aligned}
$$

Thus

$$
\begin{aligned}
\left|\tilde{u}_{j}(\theta+i \sigma, \xi)\right| & =\exp \left(\left(\xi-\xi_{1}\right) \operatorname{Re}\left((\theta+i \sigma) \mu_{j}(\theta+i \sigma)\right)\right) \cdot\left|U_{j}(\theta+i \sigma)\right| \\
& >\sigma^{\varepsilon-k}|\hat{w}(\theta+i \sigma)| / 3 .
\end{aligned}
$$

Suppose now that the function $t \rightarrow e^{-\theta t} u(t, \xi)$ is in $W^{k, 2}\left([0, \infty), \mathbb{R}^{n}\right)$. By Plancherel's theorem, this implies that the function $\sigma \rightarrow \sigma^{k} \hat{u}(\theta+i \sigma, \xi)$; hence also $\sigma^{k} \tilde{u}(\theta+i \sigma, \xi)$ is in $L^{2}\left(\mathbb{R}, \mathbb{C}^{n}\right)$. This implies $\sigma^{\varepsilon} \hat{w}(\theta+i \sigma) \in L^{2}(\mathbb{R}, \mathbb{C})$, in contradiction to the assumption that $e^{-\theta t} w(t) \notin W^{\varepsilon, 2}([0, \infty), \mathbb{R})$.
4. Simplifications and examples. The verification of Hypothesis 2.2, as well as the computation of the numbers $\alpha_{j}^{ \pm}$, will in general give rise to tedious calculations, if at all possible. Therefore it seems worthwhile to point out some simplifications that may be applied to certain special cases to obtain explicit results.

We have already noticed in § 2 , that the matrix $c$ and the convolution kernel $h$ do not contribute to the degree of smoothing. We improve this result and also show that bounded variation parts of the kernel $d$ can be ignored.

Proposition 4.1. Suppose Hypothesis 2.1 is verified with two different kernels $d$ and $\tilde{d}$. Moreover, let the function $t \rightarrow e^{-\gamma t}(d(t)-\tilde{d}(t))$ be of bounded variation and integrable on $[0, \infty)$. Then Hypothesis 2.2 is valid with $d$ if and only if it is valid with $\tilde{d}$, and the values of $\alpha_{1}^{+}\left(\alpha_{1}^{-}, \alpha_{2}^{+}, \alpha_{2}^{-}\right)$are the same for $d$ and $\tilde{d}$.

Proof. As $a$ has distinct and nonzero eigenvalues, the eigenvalues and inverse matrices depend continuously differentiably on matrices in a sufficiently small neighborhood $V$ of $a$. We pick $\theta$ sufficiently large, such that for $\operatorname{Re} \tau>\theta$ both matrices, $(a+\hat{d}(\tau))$ and $(a+\hat{\tilde{d}}(\tau))$, are contained in $V$. Thus the $j$ th eigenvalue $\kappa_{j}(\tau)$ of $(a+\hat{d}(\tau))^{-1}$ and $\tilde{\kappa}_{j}(\tau)$ of $(a+\hat{\tilde{d}}(\tau))^{-1}$ satisfy $\left|\kappa_{j}(\tau)-\tilde{\kappa}_{j}(\tau)\right|=O(\|\hat{d}(\tau)-\hat{\tilde{d}}(\tau)\|)$. Since $e^{-\gamma t}(d(t)-\tilde{d}(t))$ is of bounded variation, $\|\hat{d}(\tau)-\hat{\tilde{d}}(\tau)\|=O\left(|\tau|^{-1}\right)$. Thus $\tau\left(\kappa_{j}(\tau)-\tilde{\kappa}_{j}(\tau)\right)$ is bounded for $\operatorname{Re} \tau>\theta$, implying that Hypothesis 2.2 is equivalent for the two cases. Moreover, $\sigma\left(\kappa_{j}(\theta+i \sigma)-\tilde{\kappa}_{j}(\theta+i \sigma)\right) / \ln \sigma$ converges to 0 as $|\sigma| \rightarrow \infty$; thus we obtain the same values for $\alpha_{1}^{+}\left(\alpha_{2}^{+}, \alpha_{1}^{-}, \alpha_{2}^{-}\right)$in both cases.

As an immediate consequence of this proposition and Theorem 2.2 we obtain Corollary 4.2.

Corollary 4.2. Let Hypothesis 2.1 be satisfied with $d$ such that $e^{-\gamma t} d(t)$ is integrable and of bounded variation. Then Hypothesis 2.2 is satisfied, and $L^{2}$ boundary data are not smoothed inside the interval.

Proof. By Proposition 4.1 we may replace $d$ by 0 , so that $\kappa_{j}(\tau)=\kappa_{j}$ is real. This implies Hypothesis 2.2 and $\alpha_{j}^{ \pm}=0$.

When we linearize the eigenvalues of $a+\hat{d}(\tau)$ at $a$, this leads to the following lemma.

Lemma 4.3. Suppose Hypothesis 2.1 holds. Then for $|\tau| \rightarrow \infty$,

$$
\operatorname{Im} \kappa_{j}(\tau)=-\lambda_{j}^{-2} \operatorname{Im}\left(f_{j}^{*} \hat{d}(\tau) e_{j}\right)+o(\|\operatorname{Im} \hat{d}(\tau)\|)+o\left(\left|\operatorname{Im} \kappa_{j}(\tau)\right|\right)
$$

In particular, if $\|\operatorname{Im} \hat{d}(\tau)\|=O\left(\left|\operatorname{Im}\left(f_{j}^{*} \hat{d}(\tau) e_{j}\right)\right|\right)$, then

$$
\operatorname{Im} \kappa_{j}(\tau) / \operatorname{Im}\left(f_{j}^{*} \hat{d}(\tau) e_{j}\right) \rightarrow-\lambda_{j}^{-2}
$$

Proof. $\operatorname{Im}\left(\lambda_{j}^{2} \kappa_{j}(\tau) \mid\right)=\left(\lambda_{j}^{2}-\left|\lambda_{j}^{2}(\tau)\right|\right) \operatorname{Im} \kappa_{j}(\tau)+\left|\lambda_{j}^{2}(\tau)\right| \operatorname{Im} \lambda_{j}^{-1}(\tau)=o\left(\left|\operatorname{Im} \kappa_{j}(\tau)\right|\right)-$ $\operatorname{Im} \lambda_{j}(\tau)$. Since the eigenvalues of $a$ are pairwise distinct, the eigenvalues $\lambda_{j}(q)$ of $a+q$ depend continuously differentiably on $q$, provided that $q$ is a sufficiently small complex $n \times n$-matrix. Moreover, the derivative $\nabla \lambda_{j}(0)$ at $q=0$ is a linear map from the space
of $n \times n$-matrices into $\mathbb{C}$ given by $\left(\nabla \lambda_{j}(0)\right) q=f_{j}^{*} q e_{j}$. If $|\tau|$ is large, so that $\hat{d}(\tau)$ is sufficiently small, then

$$
\begin{aligned}
\operatorname{Im} \lambda_{j}(\tau)= & \operatorname{Im}\left(\lambda_{j}(\tau)-\lambda_{j}\right) \\
= & \operatorname{Im}\left[i \nabla \lambda_{j}(\operatorname{Re} \hat{d}(\tau)) \cdot \operatorname{Im} \hat{d}(\tau)+o(\|\operatorname{Im} \hat{d}(\tau)\|)\right] \\
= & \operatorname{Im}\left[i \nabla \lambda_{j}(0) \cdot \operatorname{Im} \hat{d}(\tau)+i\left(\nabla \lambda_{j}(\operatorname{Re} \hat{d}(\tau))-\nabla \lambda_{j}(0)\right) \cdot \operatorname{Im} \hat{d}(\tau)\right] \\
& +o(\|\operatorname{Im} \hat{d}(\tau)\|) \\
= & f_{j}^{*} \operatorname{Im} \hat{d}(\tau) e_{j}+o(\|\operatorname{Im} \hat{d}(\tau)\|)
\end{aligned}
$$

The hypothesis of this lemma again is technical enough; however, it is true if $d$ is a scalar multiple of a constant matrix. The rest of this section is devoted to this case.

Proposition 4.4. Suppose that Hypothesis 2.1 is satisfied, and that $d(t)=\varphi(t) d$ with a scalar-valued function $\varphi$ and a constant real matrix $d$. Moreover assume that for all $j=1 \cdots n, f_{j}^{*} d e_{j} \neq 0$. Then Hypothesis 2.2 is equivalent to the following. If $\sigma \operatorname{Im} \hat{\varphi}(\rho+$ $i \sigma$ ) is unbounded from above (below) for $\rho \geqq \theta, \sigma \geqq 0$, then for each $j=1 \cdots n, \delta_{j} f_{j}^{*} d e_{j}>$ $0(<0)$. Moreover, in this case we have

$$
\begin{aligned}
& \alpha_{1}^{+}=\lim _{\sigma \rightarrow \infty} \sup [\sigma|\operatorname{Im} \hat{\varphi}(\theta+i \sigma)| / \ln \sigma] \cdot \min _{j=1 \cdots m} \lambda_{j}^{-2}\left|f_{j}^{*} d e_{j}\right|, \\
& \alpha_{1}^{-}=\lim _{\sigma \rightarrow \infty} \inf [\sigma|\operatorname{Im} \hat{\varphi}(\theta+i \sigma)| / \ln \sigma] \cdot \min _{j=1 \cdots m} \lambda_{j}^{-2}\left|f_{j}^{*} d e_{j}\right|, \\
& \alpha_{2}^{+}=\lim _{\sigma \rightarrow \infty} \sup [\sigma|\operatorname{Im} \hat{\varphi}(\theta+i \sigma)| / \ln \sigma] \cdot \min _{j=m+1 \cdots n} \lambda_{j}^{-2}\left|f_{j}^{*} d e_{j}\right|, \\
& \alpha_{2}^{-}=\lim _{\sigma \rightarrow \infty} \inf [\sigma|\operatorname{Im} \hat{\varphi}(\theta+i \sigma)| / \ln \sigma] \cdot \min _{j=m+1 \cdots n} \lambda_{j}^{-2}\left|f_{j}^{*} d e_{j}\right| .
\end{aligned}
$$

Proof. Evidently, $\quad\|\operatorname{Im} \hat{d}(\tau)\|=|\operatorname{Im} \hat{\varphi}(\tau)| \cdot\|d\|=O\left(\left|\operatorname{Im} \hat{\varphi}(\tau) f_{j}^{*} d e_{j}\right|\right)=O\left(\mid \operatorname{Im} f_{j}^{*}\right.$ $\left.\hat{d}(\tau) e_{j} \mid\right)$, so that the previous lemma applies and $\operatorname{Im} \kappa_{j}(\theta+i \sigma) / \operatorname{Im} \hat{\varphi}(\theta+i \sigma) \rightarrow$ $-\lambda_{j}^{-2} f_{j}^{*} d e_{j}$. Thus $\delta_{j} \operatorname{Im} \kappa_{j}(\theta+i \sigma)$ is bounded from above if and only if either $\operatorname{Im} \hat{\varphi}(\theta+$ $i \sigma)$ is bounded, or $\operatorname{Im} \hat{\varphi}(\theta+i \sigma)$ is bounded from below, and $-\delta_{j} \lambda_{j}^{-2} f_{j}^{*} d e_{j}<0$, or $\operatorname{Im} \hat{\varphi}(\theta+i \sigma)$ is bounded from above, and $-\delta_{j} \lambda_{j}^{-2} f_{j}^{*} d e_{j}>0$. Now assume that one of these conditions is satisfied. Then

$$
\begin{aligned}
\tilde{\beta}_{1}(\theta+i \sigma) & =\max _{j=1 \cdots m}\left(-\operatorname{Im} \kappa_{j}(\theta+i \sigma)\right) \\
& =\max _{j=1 \cdots m}\left[\lambda_{j}^{-2} f_{j}^{*} d e_{j} \operatorname{Im} \hat{\varphi}(\theta+i \sigma)\right]+o(|\operatorname{Im} \hat{\varphi}(\theta+i \sigma)|) .
\end{aligned}
$$

Employing the definition of $\alpha_{1}^{+}$, we obtain

$$
\alpha_{1}^{+}=\lim _{\sigma \rightarrow \infty} \sup \left[-\max _{j=1 \cdots m} \lambda_{j}^{-2} f_{j}^{*} d e_{j} \operatorname{Im} \hat{\varphi}(\theta+i \sigma) / \ln \sigma\right],
$$

which equals 0 if $\sigma|\operatorname{Im} \hat{\varphi}(\theta+i \sigma)|$ is bounded. If for some sequence $\sigma_{k} \rightarrow \infty, \mid \sigma_{k} \operatorname{Im} \hat{\varphi}(\theta+$ $\left.i \sigma_{k}\right) \mid \rightarrow \infty$, then for large $k, \operatorname{Im} \hat{\varphi}\left(\theta+i \sigma_{k}\right)$ and $f_{j}^{*} d e_{j}$ have the opposite sign; thus

$$
\alpha_{1}^{+}=\lim _{\sigma \rightarrow \infty} \sup [\sigma|\operatorname{Im} \hat{\varphi}(\theta+i \sigma)| / \ln \sigma] \cdot \min _{j=1 \cdots m} \lambda_{j}^{-2}\left|f_{j}^{*} d e_{j}\right| .
$$

The formulae for the other $\alpha_{j}^{ \pm}$are proved similarly.

Our last result shows how this is related to the singularity of the kernel $\varphi(t)$ at $t=0$.
Proposition 4.5. Suppose that $d(t)=\varphi(t) d$ with a constant $n \times n$-matrix $d$ and $a$ scalar, nonnegative, nonincreasing, convex function $\varphi(t) e^{-\gamma t}$. Moreover, for each $j=$ $1 \cdots n$ let $\delta_{j} f_{j}^{*} d e_{j}<0$. Then Hypothesis 2.2 is satisfied, and

$$
\begin{aligned}
& \lim _{t \rightarrow 0} \inf [-\varphi(t) / \ln t] \cdot \min _{j=1 \cdots m}\left|f_{j}^{*} d e_{j}\right| \cdot \lambda_{j}^{-2} \\
& \quad \leqq \alpha_{1}^{-} \leqq \alpha_{1}^{+} \leqq 2 \lim _{t \rightarrow 0} \sup [-\varphi(t) / \ln t] \cdot \min _{j=1 \cdots m}\left|f_{j}^{*} d e_{j}\right| \cdot \lambda_{j}^{-2}, \quad \text { and } \\
& \lim _{t \rightarrow 0} \inf [-\varphi(t) / \ln t] \cdot \min _{j=m+1 \cdots m}\left|f_{j}^{*} d e_{j}\right| \cdot \lambda_{j}^{-2} \\
& \quad \leqq \alpha_{2}^{-} \leqq \alpha_{2}^{+} \leqq 2 \lim _{t \rightarrow 0} \sup [-\varphi(t) / \ln t] \cdot \min _{j=m+1 \cdots m}\left|f_{j}^{*} d e_{j}\right| \cdot \lambda_{j}^{-2} .
\end{aligned}
$$

In particular, if $\varphi$ has a singularity weaker than logarithmic at 0 , there are $L^{2}$ boundary data that never get smoothed in the interior of the interval. On the other hand, if $\varphi$ has a singularity stronger than logarithmic, all boundary data are smoothed immediately to $C^{\infty}$.

Proof. As for $\theta>\gamma$, the function $e^{-\gamma t} \varphi(t)$ is again nonnegative, convex, and nonincreasing; we may assume without loss of generality that $\varphi$ itself is also, and put $\theta=0$. Since $\varphi$ is nonincreasing, we obtain for $\sigma>0, \operatorname{Im} \hat{\varphi}(i \sigma)=-\int_{0}^{\infty} \sin (\sigma t) \varphi(t) d t<0$. Thus $\sigma \operatorname{Im} \hat{\varphi}(i \sigma)$ is bounded from above, and as $\delta_{j} f_{j}^{*} d e_{j}<0$, Hypothesis 2.2 is satisfied.

To estimate the $\alpha_{j}^{ \pm}$, we start out with

$$
\begin{aligned}
-\sigma \operatorname{Im} \hat{\varphi}(i \sigma) & =\sigma \int_{0}^{\infty} \sin (\sigma t) \varphi(t) d t=\int_{0}^{\infty} \sin \tau \varphi\left(\frac{\tau}{\sigma}\right) d \tau \\
& =\int_{0}^{\pi} \sin \tau \sum_{j=0}^{\infty}\left[\varphi\left(\frac{\tau+2 \pi j}{\sigma}\right)-\varphi\left(\frac{\tau+\pi(2 j+1)}{\sigma}\right)\right] d \tau .
\end{aligned}
$$

Using the convexity of $\varphi$, we obtain

$$
\begin{aligned}
-\sigma \operatorname{Im} \hat{\varphi}(i \sigma) \geqq & \int_{0}^{\pi} \sin \tau \sum_{j=0}^{\infty}\left[\varphi\left(\frac{\tau+2 \pi j}{\sigma}\right)-\frac{1}{2}\left(\varphi\left(\frac{\tau+2 \pi j}{\sigma}\right)+\varphi\left(\frac{\tau+2 \pi(j+1)}{\sigma}\right)\right)\right] d \tau \\
= & \frac{1}{2} \int_{0}^{\pi} \sin \tau \varphi\left(\frac{\tau}{\sigma}\right) d \tau, \\
-\sigma \operatorname{Im} \hat{\varphi}(i \sigma)= & \int_{0}^{\pi} \sin \tau\left[\varphi\left(\frac{\tau}{\sigma}\right)-\sum_{j=1}^{\infty}\left[\varphi\left(\frac{\tau+\pi(2 j-1)}{\sigma}\right)-\varphi\left(\frac{\tau+2 \pi j}{\sigma}\right)\right]\right] d \tau \\
\leqq & \int_{0}^{\pi} \sin \tau \varphi\left(\frac{\tau}{\sigma}\right) d \tau-\frac{1}{2} \int_{0}^{\pi} \sin \tau \sum_{j=1}^{\infty}\left[\varphi\left(\frac{\tau+\pi(2 j-1)}{\sigma}\right)\right. \\
& \left.-\varphi\left(\frac{\tau+\pi(2 j+1)}{\sigma}\right)\right] d \tau \\
= & \int_{0}^{\pi} \sin \tau \varphi\left(\frac{\tau}{\sigma}\right) d \tau-\frac{1}{2} \int_{0}^{\pi} \sin \tau \varphi\left(\frac{\tau+\pi}{\sigma}\right) d \tau \leqq \int_{0}^{\pi} \sin \tau \varphi\left(\frac{\tau}{\sigma}\right) d \tau .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\lim _{\sigma \rightarrow \infty} \inf (-\sigma \operatorname{Im} \hat{\varphi}(i \sigma) / \ln \sigma) & \geqq \lim _{\sigma \rightarrow \infty} \inf \frac{1}{2 \ln \sigma} \int_{0}^{\pi} \sin \tau \varphi\left(\frac{\tau}{\sigma}\right) d \tau \\
& =\lim _{\sigma \rightarrow \infty} \inf \int_{0}^{\pi} \frac{\sin \tau(\ln \sigma-\ln \tau)}{2 \ln \sigma} \cdot \frac{-\sigma(\tau / \sigma)}{\ln (\tau / \sigma)} d \tau \\
& \geqq \lim _{t \rightarrow 0} \inf -\varphi(t) / \ln t \text { since }
\end{aligned}
$$

$$
\int_{0}^{\pi} \frac{\sin \tau(\ln \sigma-\ln \tau)}{2 \ln \sigma} d \tau \rightarrow 1 \quad \text { as } \sigma \rightarrow \infty
$$

Similarly,

$$
\begin{aligned}
\lim _{\sigma \rightarrow \infty} \sup (-\sigma \operatorname{Im} \hat{\varphi}(i \sigma) / \ln \sigma) & \leqq \lim _{\sigma \rightarrow \infty} \sup \frac{1}{\ln \sigma} \int_{0}^{\pi} \sin \tau \varphi\left(\frac{\tau}{\sigma}\right) d \tau \\
& =\lim _{\sigma \rightarrow \infty} \sup \int_{0}^{\pi} \frac{\sin \tau(\ln \sigma-\ln \tau)}{\ln \sigma} \cdot \frac{-\varphi(\tau / \sigma)}{\ln (\tau / \sigma)} d \tau \\
& \leqq 2 \lim _{t \rightarrow 0} \sup -\varphi(t) / \ln t
\end{aligned}
$$

This and Proposition 4.4 yield the desired estimates.
Example 1. To give an example, let us show how our results apply to a shear flow in a linearly viscoelastic fluid bordered by two parallel (infinite) plates. We assume that the fluid is initially quiescent and that it is then perturbed by moving the plates in a fixed, tangential direction. The resulting velocity field depends only on one space variable orthogonal to the boundaries. The direction of the velocity vector is parallel to the motion of the plates, so that the velocity field can be viewed as a scalar. Let $\nu(t, \xi)$ denote the velocity, $\lrcorner(t, \xi)$ the shear stress, and $\rho$ the density of the fluid. $G(t)$ is the stress relaxation modulus. Then we have the constitutive equation

$$
\diamond(t, \xi)=\int_{0}^{t} G(t-s) \nu_{\xi}(s, \xi) d s
$$

and the momentum equation

$$
\rho \nu_{t}(t, \xi)=\sigma_{\xi}(t, \xi) .
$$

The initial and boundary conditions are

$$
\nu(0, \xi)=0, \quad \diamond(0, \xi)=0, \quad \nu\left(t, \xi_{1}\right)=v_{1}(t), \quad \nu\left(t, \xi_{2}\right)=v_{2}(t)
$$

Combining the equations and putting $u(t, \xi)=(\nu(t, \xi), \triangleleft(t, \xi))^{t}$, we obtain

$$
\begin{gathered}
u_{t}(t, \xi)=\left[\begin{array}{cc}
0 & \rho^{-1} \\
G(0) & 0
\end{array}\right] u_{\xi}(t, \xi)+\int_{0}^{t} G^{\prime}(t-s)\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right] u_{\xi}(s, \xi) d s \\
=a u_{\xi}(t, \xi)+\int_{0}^{t} G^{\prime}(t-s) d u_{\xi}(s, \xi) d s, \\
u(0, \xi)=0, \quad b u\left(t, \xi_{j}\right)=(1,0) u\left(t, \xi_{j}\right)=v_{j}(t) \quad(j=1,2) .
\end{gathered}
$$

It is a matter of elementary linear algebra to compute

$$
\begin{array}{rlr}
\lambda_{1}=-\left(\frac{G(0)}{\rho}\right)^{1 / 2}, & \lambda_{2}=\left(\frac{G(0)}{\rho}\right)^{1 / 2}, \\
e_{1}=\left[\begin{array}{c}
1 \\
-\sqrt{G(0) \rho}
\end{array}\right], & e_{2}=\left[\begin{array}{c}
1 \\
\sqrt{G(0) \rho}
\end{array}\right], \\
f_{1}=\left[\begin{array}{cc}
\frac{1}{2} \\
-\frac{1}{2} \sqrt{G(0) \rho}
\end{array}\right], & f_{2}=\left[\begin{array}{c}
\frac{1}{2} \\
\frac{1}{2} \sqrt{G(0) \rho}
\end{array}\right], \\
& \delta_{j} f_{j}^{*} d e_{j}=\frac{1}{2} \sqrt{G(0) \rho} & \text { for } j=1,2 .
\end{array}
$$

From physical considerations it is reasonable to assume that $G^{\prime}$ is negative, nondecreasing, convex down, and integrable. Replacing $d$ by $-d$ and $G^{\prime}$ by $-G^{\prime}$, we may apply Proposition 4.5 to see that Hypothesis 2.2 holds. Moreover, if $G^{\prime}$ has no
singularity or a singularity weaker than logarithmic at $t=0$, no smoothing occurs. If the singularity is stronger than logarithmic, the solutions are $C^{\infty}$ with respect to time for each fixed $\xi$ in the interior of the interval. In the limiting case that the singularity is logarithmic, the solution gains differentiability gradually as we go away from the boundary. The space interval needed to gain one degree of differentiability is $\alpha^{-1}$ with

$$
\alpha=\sqrt{\rho} / 2 \sqrt{G(0)^{3}} \cdot \lim _{\sigma \rightarrow \infty}\left[\sigma \operatorname{Im} \hat{G}^{\prime}(i \sigma) / \ln \sigma\right]
$$

(provided that the limit exists, otherwise we must include the space interval between $\left(\alpha^{+}\right)^{-1}$ and $\left(\alpha^{-}\right)^{-1}$. This also implies that step discontinuities are smoothed immediately to continuous functions, as a step function is contained in $W^{1 / 2-\varepsilon, 2}$ for any $\varepsilon>0$, while $W^{1 / 2+\varepsilon, 2}$ is already embeddable in the space of continuous functions.

Let us briefly compare how our work relates to the results in [11]. The equation treated there is

$$
u_{t t}(t, \xi)=b u_{\xi \xi}(t, \xi)+\int_{-\infty}^{t} m(t-s)\left(u_{\xi \xi}(t, \xi)-u_{\xi \xi}(s, \xi)\right) d s
$$

Putting $u=v, \ell=\rho^{-1}\left(G(0)-\int_{0}^{\infty} G^{\prime}(s) d s\right), m(t)=-\rho^{-1} G^{\prime}(t)$, this may be viewed as a second-order transcription of our problem. While we treat inhomogeneous boundary conditions on a finite interval, in [11] homogeneous boundary conditions and a nonzero initial condition are treated.

If the kernel $m$ exhibits a singularity stronger than logarithmic, the boundary value problem shows immediate smoothing to $C^{\infty}$. The same is true for the initial value problem, as far as smoothness across the characteristics is concerned. The "vertical" characteristic, showing always a singularity one degree weaker than the initial singularity, of course does not appear if the discontinuity comes in from the boundary. If the singularity of the kernel is weaker than logarithmic, no differentiability is gained in both cases. The effect observed in [11], that initial data of bounded variation may be smoothed to $C^{1}$, evidently requires more refined methods than the one developed in our paper.

The example of a kernel with logarithmic singularity in [11] is $m(t)=$ $\sum_{k=0}^{\infty} \exp \left(-e^{k} t\right)$. It is shown that differentiability is gained gradually. It is easy to compute $\alpha$ by our formula:

$$
\begin{aligned}
\alpha & =\sqrt{\rho} / 2 \sqrt{G(0)^{3}} \cdot \lim _{\sigma \rightarrow \infty}\left[\sigma \operatorname{Im} \hat{G}^{\prime}(i \sigma) / \ln \sigma\right] \\
& =\frac{1}{2} \cdot\left(\ell+\int_{0}^{\infty} m(s) d s\right)^{-3 / 2} \cdot \lim _{\sigma \rightarrow \infty}[-\sigma \operatorname{Im} \hat{m}(i \sigma) / \ln \sigma] .
\end{aligned}
$$

Now $\hat{m}(i \sigma)=\sum_{k=0}^{\infty} 1 /\left(e^{k}+i \sigma\right)$; in particular,

$$
\begin{aligned}
\int_{0}^{\infty} m(s) d s & =\hat{m}(0)=e /(e-1) \\
-\lim _{\sigma \rightarrow \infty} \sigma \operatorname{Im} \hat{m}(i \sigma) / \ln \sigma & =\lim _{\sigma \rightarrow \infty} \sum_{k=0}^{\infty} \sigma^{2} /\left(e^{2 k}+\sigma^{2}\right) \ln \sigma \\
& =\lim _{\sigma \rightarrow \infty} \frac{1}{\ln \sigma} \sum_{k=0}^{\infty} 1 /\left(e^{2 k} / \sigma^{2}+1\right) \\
& =\lim _{\sigma \rightarrow \infty} \frac{1}{\ln \sigma} \int_{0}^{\infty} 1 /\left(e^{2 t} / \sigma^{2}+1\right) d t \\
& =\lim _{\sigma \rightarrow \infty} \frac{1}{2 \ln \sigma} \int_{1 / \sigma^{2}}^{\infty} 1 /(z+1) z d z
\end{aligned}
$$

$$
=\lim _{\sigma \rightarrow \infty} \ln \left(1+\sigma^{2}\right) / 2 \ln \sigma=1 .
$$

Thus $\alpha=1 / 2(b+e /(e-1))^{3 / 2}$.
We will also use Example 1 to compare our work with that of Prüss [17]. We are indebted to R. Wheeler for drawing our attention to this work. The equation examined in [17] is the abstract integrodifferential equation in a Banach space $X$ :

$$
u_{t}(t)=\int_{0}^{t} d a(t-s) A u(s)
$$

where $a(t)=a_{0}+a_{\infty} t+\int_{0}^{t} a_{1}(s) d s$ with $a_{0} \geqq 0, a_{\infty} \geqq 0$ and $a_{1}(t)$ completely monotone. In addition, $\boldsymbol{A}$ is the generator of a cosine family in $\boldsymbol{X}$. In order to make a reasonable comparison, we consider the equation

$$
u_{t}(t)=\int_{0}^{t} G(t-s) A u(s) d s
$$

where $G(t)=a_{\infty}+a_{1}(t)$.
It is shown in [17] that the resolvent operator associated with this equation becomes $C^{\infty}$ in time for any $t>0$ if

$$
\lim _{\sigma \rightarrow \infty} \frac{-\ln \sigma \operatorname{Im} \hat{G}(i \sigma)}{\sigma \operatorname{Re} \hat{G}(i \sigma)}=0
$$

If the expression above is finite but nonzero, the resolvent operator gains smoothness as time goes on.

The abstract setting can be adapted to Example 1, if nonsmooth initial conditions but homogeneous boundary conditions are considered.

In our setting we require that $G(0)$ is finite; hence $\lim _{\sigma \rightarrow \infty} i \sigma \hat{G}(i \sigma)=G(0)$. As

$$
\begin{aligned}
\frac{\sigma \operatorname{Im} \hat{G}^{\prime}(i \sigma)}{\ln \sigma} & \sim \frac{\sigma^{2} \operatorname{Re} \hat{G}(i \sigma)}{\ln \sigma} \sim G(0) \frac{\sigma^{2} \operatorname{Re} \hat{G}(i \sigma)}{\ln \sigma \operatorname{Re} i \sigma \hat{G}(i \sigma)} \\
& =-G(0) \frac{\sigma \operatorname{Re} \hat{G}(i \sigma)}{\ln \sigma \operatorname{Im} \hat{G}(i \sigma)}
\end{aligned}
$$

our condition for infinite smoothing is the same as that of Prüss [17].
Example 2. Our methods work as well for a system of wave equations coupled by boundary conditions. In [3], Chen, Coleman, and West have considered small transversal vibrations in a cable consisting of two or more elastic strings, linked together by a dashpot-like damping device at their ends. To find out how a step discontinuity in stress or velocity is transmitted along the cable, we must take care of the internal viscoelastic damping of the material. Assuming a linear Boltzmann constitutive law, we obtain the following system:

$$
\begin{aligned}
& v_{t}^{-}(t, \xi)=\rho_{-}^{-1} s_{\xi}^{-}(t, \xi), \quad t \geqq 0, \quad \xi \in[-l, 0], \\
& s^{-}(t, \xi)=\int_{0}^{t} G_{-}(t-s) v^{-}(s, \xi) d s, \\
& v_{t}^{+}(t, \xi)=\rho_{+}^{-1} s_{\xi}(t, \xi), \quad t \geqq 0, \quad \xi \in[0, l], \\
& s^{+}(t, \xi)=\int_{0}^{t} G_{+}(t-s) v^{+}(s, \xi) d s,
\end{aligned}
$$

with the boundary conditions

$$
\begin{aligned}
& v^{-}(t,-l)=v^{-}(t), \quad v^{+}(t, l)=v^{+}(t), \\
& k\left[v^{+}(t, 0)-v^{-}(t, 0)\right]=s^{+}(t, 0) \quad(k>0), \\
& s^{+}(t, 0)=s^{-}(t, 0) .
\end{aligned}
$$

Here $v^{ \pm}$denotes (transversal) velocity in either string, $\nabla^{ \pm}$is stress, $\rho_{ \pm}$is mass density, and $G_{ \pm}$is the stress relaxation modulus. For simplicity we have assumed both strings to have the same length $l$ and normalized cross-section areas to one.

To fit these equations formally in our framework, we put

$$
\begin{array}{ll}
v_{1}(t, \xi)=v_{+}(t, \xi), & s_{1}(t, \xi)=s_{+}(t, \xi), \\
v_{2}(t, \xi)=v_{-}(t,-\xi), & s_{2}(t, \xi)=s_{-}(t,-\xi), \\
t \geqq 0, \quad \xi \in[0, l],
\end{array}
$$

and obtain

$$
\begin{aligned}
{\left[\begin{array}{l}
v_{1} \\
s_{1} \\
v_{2} \\
s_{2}
\end{array}\right]_{t}(t, \xi)=} & {\left[\begin{array}{cccc}
0 & \rho_{+}^{-1} & 0 & 0 \\
G_{+}(0) & 0 & 0 & 0 \\
0 & 0 & 0 & -\rho_{-}^{-1} \\
0 & 0 & -G_{-}(0) & 0
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
s_{1} \\
v_{2} \\
s_{2}
\end{array}\right]_{\xi}(t, \xi) } \\
& +\int_{0}^{t}\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
G_{+}^{\prime}(t-s) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -G_{-}^{\prime}(t-s) & 0
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
s_{1} \\
v_{2} \\
s_{2}
\end{array}\right]_{\xi}(s, \xi) d s,
\end{aligned}
$$

with boundary conditions

$$
\begin{aligned}
& {\left[\begin{array}{rrrr}
k & -1 & -k & 0 \\
0 & 1 & 0 & -1
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
\jmath_{1} \\
v_{2} \\
\jmath_{2}
\end{array}\right](t, 0)=0,} \\
& {\left[\begin{array}{lrrr}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
\jmath_{1} \\
v_{2} \\
\delta_{2}
\end{array}\right](t, l)=0 .}
\end{aligned}
$$

The same computations as in the previous example yield

$$
\begin{array}{cc}
\lambda_{1}=-\sqrt{\rho_{+}^{-1} G_{+}(0)}, & \lambda_{2}=-\sqrt{\rho_{-}^{-1} G_{-}(0)} \\
\lambda_{3}=\sqrt{\rho_{-}^{-1} G_{-}(0)}, & \lambda_{4}=\sqrt{\rho_{+}^{-1} G_{+}(0)}, \\
e_{1}=\left[\begin{array}{c}
1 \\
-\sqrt{\rho_{+} G_{+}(0)} \\
0 \\
0
\end{array}\right], & e_{2}=\left[\begin{array}{c}
0 \\
0 \\
1 \\
\sqrt{\rho_{-} G_{-}(0)}
\end{array}\right], \\
e_{3}=\left[\begin{array}{c}
0 \\
0 \\
1 \\
-\sqrt{\rho_{-} G_{-}(0)}
\end{array}\right], & e_{4}=\left[\begin{array}{c}
1 \\
\sqrt{\rho_{+} G_{+}(0)} \\
0 \\
0
\end{array}\right] .
\end{array}
$$

Since

$$
\left[\begin{array}{rrrr}
k & -1 & -k & 0 \\
0 & 1 & 0 & -1
\end{array}\right]\left[e_{1}, e_{2}\right]=\left[\begin{array}{cc}
k+\sqrt{\rho_{+} G_{+}(0)} & -k \\
-\sqrt{\rho_{+} G_{+}(0)} & -\sqrt{\rho_{-} G_{-}(0)}
\end{array}\right]
$$

and

$$
\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right]\left[e_{3}, e_{4}\right]=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

are both invertible, the boundary conditions fit in Hypothesis 2.1(b).
The further analysis depends only on the eigenvalues of

$$
a+\hat{d}(\tau)=\left[\begin{array}{cccc}
0 & \rho_{+}^{-1} & 0 & 0 \\
\tau \hat{G}_{+}(\tau) & 0 & 0 & 0 \\
0 & 0 & 0 & -\rho_{-}^{-1} \\
0 & 0 & -\tau \hat{G}_{-}(\tau) & 0
\end{array}\right]
$$

which is of block-diagonal form, each block corresponding to a viscoelastically damped wave equation.

To each of the blocks the results of the previous example apply. We see again that singularities in the boundary data $v^{ \pm}$are smoothed to $C^{\infty}$ in the interior of the interval, if

$$
\lim _{\sigma \rightarrow \infty} \frac{\sigma \operatorname{Im} \hat{G}_{ \pm}^{\prime}(i \sigma)}{\ln \sigma}=\infty
$$

for convex decreasing positive $-G_{ \pm}^{\prime}$, this means again that $G^{\prime}$ has a singularity stronger than logarithmic at 0 .

If $G^{\prime}(0)$ is finite, no smoothing occurs and singularities travel from end to end. It is only this case where the damping device linking the strings has influence on the propagation of singularities. Reflection and transmission occur at the connection point. The methods of [6, Ex. 3.2] show that reflection and transmission at the link are the same as if the strings were purely elastic, while the viscoelastic nature of the material leads to exponential damping of the stepsize, as waves propagate along the strings.

Example 3. Once the behavior of a single string is known, the results of the example above are in fact obvious from physical intuition. It is more interesting, however, that also a Timoshenko beam equation decouples in two wave equations, if high frequency behavior such as propagation of singularities is considered.

Consider a viscoelastic beam pinned on both ends, such that one end can be forced to move in a transversal direction at a given velocity. (Other boundary conditions may be treated similarly.) We investigate how a discontinuity in the velocity forced on the end of an initially quiescent beam is propagated along the beam. It is known that for wave phenomena with high frequencies Timoshenko's beam equation is preferable to the Euler-Bernoulli equation [21], [22]. From [21, (11.9)-(11.11)] we take

$$
\begin{aligned}
& \rho A y_{t t}=\left[\kappa A G_{\omega}^{*}\left(y_{\xi}-\psi\right)\right]_{\xi}, \\
& \rho I \psi_{t t}=\left[E_{\omega}^{*} I \psi_{\xi}\right]_{\xi}+\kappa A G_{\omega}^{*}\left(y_{\xi}-\psi\right):
\end{aligned}
$$

$G_{\omega}^{*}$ and $E_{\omega}^{*}$ being complex elasticity moduli. We reset the problem in the form of Boltzmann viscoelasticity, and subsequently put it in a first-order system:

$$
\begin{equation*}
\rho A y_{t t}(t, \xi)=\left[\kappa A G_{0}\left(y_{\xi}-\psi\right)(t, \xi)+\int_{0}^{t} \kappa A G(t-s)\left(y_{\xi}-\psi\right)(s, \xi) d s\right]_{\xi}, \tag{4.1}
\end{equation*}
$$

$$
\begin{align*}
& \rho I \psi_{t t}(t, \xi)=\left[E_{0} I \psi_{\xi}(t, \xi)+\int_{0}^{t} \operatorname{IE}(t-s) \psi_{\xi}(s, \xi) d s\right]_{\xi} \\
&+\kappa A G_{0}\left(y_{\xi}-\psi\right)(t, \xi)+\int_{0}^{t} \kappa A G(t-s)\left(y_{\xi}-\psi\right)(s, \xi) d s \tag{4.2}
\end{align*}
$$

with boundary conditions

$$
\begin{array}{ll}
y_{t}(t, 0)=v(t), & y_{t}(t, l)=0, \\
\psi_{\xi}(t, 0)=0, & \psi_{\xi}(t, l)=0 .
\end{array}
$$

Here $y$ is the transverse displacement of the beam, $\psi$ is the angle of rotation for a cross-section element, when shear is neglected. $G_{0}$ and $E_{0}$ are instantaneous elasticity moduli, $G$ and $E$ are stress relaxation moduli. The meaning of the other constants is as in [21].

To obtain a first-order system put

$$
\begin{aligned}
& u(t, \xi)=\left[\begin{array}{c}
u_{1}(t, \xi) \\
\vdots \\
u_{4}(t, \xi)
\end{array}\right] \text { with } \\
& u_{1}=y_{\xi}, \quad u_{2}=y_{t}, \quad u_{3}=\psi_{\xi}, \quad u_{4}=\psi_{t} .
\end{aligned}
$$

To take care of $\psi$ in (4.2) we put $G_{1}(t)=G_{0}+\int_{0}^{t} G(s) d s$ and perform an integration by parts:

$$
G_{0} \psi(t)+\int_{0}^{t} G(t-s) \psi(s) d s=\int_{0}^{t} G_{1}(t-s) \psi_{t}(s) d s
$$

(As the beam is initially quiescent, $\psi(0)=0$.) Now we can set up the first-order system:

$$
\begin{aligned}
& u_{t}(t, \xi)=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
\kappa G_{0} / \rho & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & E_{0} / \rho & 0
\end{array}\right] u_{\xi}(t, \xi) \\
& +\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & -\kappa G_{0} / \rho & 0 \\
0 & 0 & 0 & 0 \\
\kappa A G_{0} / I \rho & 0 & 0 & 0
\end{array}\right] u(t, \xi) \\
& +\int_{0}^{t}\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
\kappa G(t-s) / \rho & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & E(t-s) / \rho & 0
\end{array}\right] u_{\xi}(s, \xi) d s \\
& +\int_{0}^{t}\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & -\kappa G(t-s) / \rho & 0 \\
0 & 0 & 0 & 0 \\
\kappa A G(t-s) / I \rho & 0 & 0 & -\kappa A G_{1}(t-s) / I \rho
\end{array}\right] u(s, \xi) d s, \\
& {\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right] u(t, 0)=\left[\begin{array}{c}
v(t) \\
0
\end{array}\right],} \\
& {\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right] u(t, l)=\left[\begin{array}{l}
0 \\
0
\end{array}\right] .}
\end{aligned}
$$

As the smoothing properties depend only on the matrices $a$ and $d(t)$ appearing with $u_{\xi}$, we may ignore $c$ and $h(t)$ and obtain two uncoupled viscoelastically damped wave equations exhibiting the same behavior:

$$
\begin{gathered}
{\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]_{t}(t, \xi)=\left[\begin{array}{cc}
0 & 1 \\
\kappa G_{0} / \rho & 0
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]_{\xi}(t, \xi)+\int_{0}^{t}\left[\begin{array}{cc}
0 & 0 \\
\kappa G(t-s) / \rho & 0
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]_{\xi}(s, \xi) d s,} \\
u_{2}(t, 0)=v(t), \quad u_{2}(t, l)=0, \\
{\left[\begin{array}{l}
u_{3} \\
u_{4}
\end{array}\right]_{t}(t, \xi)=\left[\begin{array}{cc}
0 & 1 \\
E_{0} / \rho & 0
\end{array}\right]_{\xi} \quad\left[\begin{array}{l}
u_{3} \\
u_{4}
\end{array}\right](t, \xi)+\int_{0}^{t}\left[\begin{array}{cc}
0 & 0 \\
E(t-s) / \rho & 0
\end{array}\right]\left[\begin{array}{l}
u_{3} \\
u_{4}
\end{array}\right]_{\xi}(s, \xi) d s,} \\
u_{3}(t, 0)=u_{3}(t, l)=0 .
\end{gathered}
$$

Now the computations of Example 1 show that singularities in boundary data are smoothed to $C^{\infty}$ in the interior of the interval if $G$ and $E$ are positive, decreasing, convex with singularities stronger than logarithmic at 0 .

If $G$ and $E$ are bounded and sufficiently smooth at $t=0$, again the methods of [6] can be applied to show that a discontinuity in boundary data for $y_{t}$ and $\psi_{x}$ gives rise to two waves, one carrying a discontinuity in $y_{t}$ at speed $\sqrt{\kappa G_{0} / \rho}$, the other propagating a discontinuity in $\psi_{x}$ at speed $\sqrt{E_{0} / \rho}$. The stepsizes are subject to exponential damping, due to the memory of the material.
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#### Abstract

We study the large time behavior of positive solutions of the semilinear parabolic equation $u_{t}=u_{x x}+\varepsilon(g(u))_{x}+f(u), 0<x<L, \varepsilon \in \mathbf{R}$, subject to $u(0, t)=u(L, t)=0$. The model problem in which the results apply is $g(u)=u^{m}$ and $f(u)=u^{p} 1 \leqq m<p$. The steady state problem is analyzed in some detail, and results about finite time blow up are proved.
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Introduction. In this paper, we continue our study, begun in [1], of the longtime behavior of nonnegative solutions of

$$
\begin{array}{lll}
u_{t}=u_{x x}+\varepsilon(g(u))_{x}+f(u), & 0<x<L, & t>0 \\
u(0, t)=u(L, t)=0, & & t>0 \\
u(x, 0)=u_{0}(x), & 0<x<L, & \tag{1.3}
\end{array}
$$

where $\varepsilon$ is a constant ( $\geqq 0$ without loss of generality) and $f, g$ are given point functions of $u$. We will be primarily concerned with the power law cases $f(u)=u^{p}, g(u)=u^{m}$, $m, p>1$. In the earlier paper [1], we analyzed the case $1<p \leqq m$ and proved some general results for stationary solutions for any $p, m>1$. We will repeat the statements of these results in the following sections. Also, in [1], we discussed some of the recent literature concerning (1.1)-(1.3). We will not repeat that discussion here.

We might point out, however, where equations of form (1.1) occur in physical situations or where (1.1) is a simplified model for a physical process. Cox and Mortell [2] show how a variety of modified Burgers' equations may be obtained by studying the equations of gas dynamics in a tube, under various boundary conditions. Horgan and Olmstead [5] investigate a system which arises from Burgers' original work and their paper contains many other relevant references. Another area is non-Boussinesq convection, where nonlinear density dependence on temperature leads to higher-order temperature effects in the momentum equation, see e.g., Veronis [12], Payne and Straughan [11].

The plan of the paper is as follows. In §2, we obtain some general propositions concerning positive stationary solutions when $p>m$. These propositions are preliminary to the main results concerning stationary solutions we obtain in $\S 3$. In that section we analyze the cases $1<m<p<2 m-1$ (Theorem 3.1), $p=2 m-1$ (Theorem 3.2) and finally, $1<2 m-1<p$ (Theorem 3.3). In §4, we analyze the longtime

[^9]behavior of solutions of (1.1)-(1.3). We show that when $p>m$, large data solutions cannot be global in time. Finally, in the last section, we indicate how these results may be generalized to nonlinearities that are not exact power laws.

Perhaps we should remark that when $\varepsilon=0$, there is a close relationship between problems of the form (1.1(0)) and those of the form (1.4(0)) where for arbitrary $\varepsilon$,

$$
\begin{gather*}
u_{t}=u_{x x}+\varepsilon(g(u))_{x} \\
u(0, t)=0  \tag{1.5}\\
u_{x}(L, t)=f(u(L, t)) \tag{1.6}
\end{gather*}
$$

However, when $\varepsilon \neq 0$, the sign of $\varepsilon$ becomes crucial for the analysis of $(1.4(\varepsilon))$ and the correspondence between the two problems is not so close. See [7] for a discussion of $(1.4(\varepsilon))$.
2. Preliminary results about steady state solutions. In this section and the next, we state and prove results concerning the multiplicity of positive solutions of the steady state problem

$$
\begin{array}{ll}
u_{x x}+\varepsilon\left(u^{m}\right)_{x}+u^{p}=0, & 0<x<L \\
u(0)=u(L)=0, & \\
u>0, & 0<x<L
\end{array}
$$

The case $1<p \leqq m$ has been analyzed in [1], thus we are interested here in the case $p>m \geqq 1$.

The nature of the solution set may of course depend on the parameter $\varepsilon$. Since a solution of $(2.1(\varepsilon))$ is uniquely identified by its $L^{\infty}$ norm (by uniqueness of solution for the initial value problem for an ordinary differential equation) we may conveniently represent the solution of $(2.1(\varepsilon))$, for fixed $m$ and $p$ as a set of points in the $\left(\varepsilon,\|u\|_{L^{\infty}}\right)$ plane. Also, since the change of variable $x \rightarrow L-x$ takes $\varepsilon$ to $-\varepsilon$ we may restrict attention to $\varepsilon \geqq 0$ only. Let

$$
\Gamma=\left\{(\varepsilon, M): \varepsilon \geqq 0, M>0 \text { and }(2.1(\varepsilon)) \text { has a solution } u \text { with }\|u\|_{L^{\infty}}=M\right\}
$$

be the set of points corresponding to solutions of $(2.1(\varepsilon))$ for some fixed values of $m$ and $p$.

We begin by recalling some results from [1].
PROPOSITION 2.1. Let $p>1, m \geqq 1$.
(i) $\left[1\right.$, Thm. 2.2] There is a unique positive solution of (2.1(0)). Denote by $\beta_{0}$ its $L^{\infty}$ norm.
(ii) [1, Prop. 2.6] There exists $M_{0}>0$ such that if $u$ solves $(2.1(\varepsilon))$ for some $\varepsilon \geqq 0$ then $\|u\|_{L^{\infty}} \geqq M_{0}$.
(iii) [1, Prop. 2.9] $\Gamma$ is locally a simple curve.
(iv) [1, Cor. 2.5] In some neighborhood of $\varepsilon=0, M=\beta_{0}, \Gamma=\{(\varepsilon, \beta(\varepsilon)\}$ for a continuous function $\beta$, with $\beta(0)=\beta_{0}$.
(v) [1, Prop. 2.7] The component of $\Gamma$ containing $\left(0, \beta_{0}\right)$ is not bounded.
(vi) [1, Lemma 2.1] If $u_{1}, u_{2}$ are solutions of (2.1( $\varepsilon$ )), $u_{1} \not \equiv u_{2}$ then $u_{1}<u_{2}$ or $u_{2}<u_{1}$.

Thus there is a curve of solutions emanating from the known $\varepsilon=0$ solution. This curve may be continued indefinitely and along it either $\varepsilon \rightarrow \infty$ or $\|u\|_{L^{\infty}} \rightarrow \infty$ or both. We will see that for $m<p \leqq 2 m-1$ we must have $\|u\|_{L^{\infty}} \rightarrow \infty$ along the branch, while for $p>2 m-1$ we must have $\varepsilon \rightarrow \infty$.

In the rest of this section we prove some results which are valid whenever $p>$ $m \geqq 1$. We begin with some lemmas.

Lemma 2.2. Let $u$ be a solution of $(2.1(\varepsilon))$ with $p>m-1$. Then there exists $0<x_{0}<x_{1}<L$ such that

$$
\begin{array}{lll}
u_{x} \leqq 0, & u_{x x} \leqq 0 & \text { on }\left(0, x_{0}\right) \\
u_{x} \leqq 0, & u_{x x} \leqq 0 & \text { on }\left(x_{0}, x_{1}\right) \\
u_{x} \leqq 0, & u_{x x} \geqq 0 & \text { on }\left(x_{1}, L\right) \tag{2.4}
\end{array}
$$

Proof. Clearly $u_{x}$ can change sign exactly once (at some point $x_{0}$ say) and $u_{x x} \leqq 0$ on ( $0, x^{*}$ ) some $x^{*}>x_{0}$. Also since $u_{x}(L)<0$ and $p>m-1$ we must have $u_{x x}>0$ near $L$, hence there exists $x_{1} \in\left(x_{0}, L\right)$ such that $u_{x x}<0$ on $\left(0, x_{1}\right)$ and $u_{x x}\left(x_{1}\right)=0$. If we set $v=-u_{x x}=\varepsilon\left(u^{m}\right)_{x}+u^{p}$ then we obtain the following differential inequality for $v$;

$$
\begin{align*}
v_{x} & =\varepsilon m u^{m-1} u_{x x}+\varepsilon m(m-1) u^{m-2} u_{x}^{2}+p u^{p-1} u_{x}  \tag{2.5}\\
& =\left((m-1) \frac{u_{x}}{u}-\varepsilon m u^{m-1}\right) v+(p-m+1) u^{p-1} u_{x} \\
& <\left((m-1) \frac{u_{x}}{u}-\varepsilon m u^{m-1}\right) v \quad x_{1} \leqq x<L
\end{align*}
$$

Since $v\left(x_{1}\right)=0$ we conclude that $v(x) \leqq 0$ on $\left[x_{1}, L\right)$.
Lemma 2.3. Let $u$ be a solution of $(2.1(\varepsilon)), p>m-1$. Define

$$
\begin{align*}
& y(x)=\int_{0}^{x} u^{m-1}(s) d s  \tag{2.6}\\
& h(y)=u^{m}(x(y)) \tag{2.7}
\end{align*}
$$

Then

$$
\begin{gather*}
h_{y y}+\varepsilon m h_{y}+m h^{(p+1-m) / m}=0  \tag{2.8}\\
h(0)=h(R)=0 \quad R=\int_{0}^{L} u^{m-1}(s) d s . \tag{2.9}
\end{gather*}
$$

Furthermore if $\varepsilon_{0}>0$ there exists $R_{0}>0$, depending only on $\varepsilon_{0}, p$, m, and $L$ such that if $0 \leqq \varepsilon \leqq \varepsilon_{0}$ then $R \geqq R_{0}$.

Proof. The fact that (2.8) holds is a straightforward computation. To prove the lower bound for $R$, we first claim that there exists $\alpha_{0}>0$, (depending on $\varepsilon_{0}, p, m$ and $L$ ) such that

$$
\begin{equation*}
u_{x}(L)<-\alpha_{0} \tag{2.10}
\end{equation*}
$$

if $u$ is a solution of $(2.1(\varepsilon))$ with $\varepsilon \leqq \varepsilon_{0}$. Allowing this for the moment, there are two possibilities. First if $x_{1}<L / 2\left(x_{1}\right.$ from Lemma 2.1) then $u(x) \geqq \alpha_{0}(L-x)$ for
$L / 2 \leqq x \leqq L$ which clearly implies a lower bound for $\int_{0}^{L} u^{m-1}(s) d s$. If, on the other hand $x_{1}>L / 2$ then $u$ is concave on ( $0, x_{1}$ ) hence is bounded below by the piecewise linear function $p(x)$ satisfying $p(0)=p\left(x_{1}\right)=0, p\left(x_{0}\right)=\|u\|_{L^{\infty}}$. Since $\|u\|_{L^{\infty}}$ is bounded below by Proposition 2.1(ii) we again obtain a lower bound for $R$.

Finally, to prove (2.10) we see from the equation that

$$
\begin{equation*}
\left(u_{x}+\varepsilon u^{m}\right)_{x} \leqq 0 \quad 0<x<L \tag{2.11}
\end{equation*}
$$

so that

$$
\begin{equation*}
u_{x} \geqq-\varepsilon u^{m}+u_{x}(L) . \tag{2.12}
\end{equation*}
$$

From this differential inequality we see that

$$
\int_{0}^{\|u\|_{L^{\infty}}} \frac{d u}{\varepsilon u^{m}-u_{x}(L)} \leqq L
$$

so that, since $m \geqq 1,\|u\|_{L^{\infty}}$ tends to zero as $u_{x}(L)$ tends to zero. Hence, by Proposition 2.1(ii), $u_{x}(\bar{L})$ must be bounded away from zero.

Let us denote $\psi(x)=\frac{\pi}{2 L} \sin ((\pi / L) x)$, i.e., $\psi$ is the first eigenfunction of $-d^{2} / d x^{2}$ on ( $0, L$ ) normalized in $L^{1}(0, L)$.

Lemma 2.4. Let $p>m, \varepsilon_{0}>0$. There exists $C_{1}$ depending only on $\varepsilon_{0}, p, m$, and $L$ such that if $u$ is a solution of $(2.1(\varepsilon))$ with $\varepsilon \leqq \varepsilon_{0}$ then

$$
\begin{align*}
\int_{0}^{L} u \psi^{p /(p-m)} d x & \leqq C_{1}  \tag{2.13}\\
\int_{0}^{L} u^{p} \psi^{p /(p-m)} d x & \leqq C_{1} \tag{2.14}
\end{align*}
$$

Proof. Let $n=\frac{p}{p-m}, \lambda=\left(\frac{\pi}{L}\right)^{2}$, multiply the equation by $\psi^{n}$ and integrate from 0 to $L$. Simple integration by parts yields

$$
\begin{equation*}
\int_{0}^{L} u^{p} \psi^{n} d x+\int_{0}^{L} n(n-1) u \psi^{n-2} \psi_{x}^{2} d x=\lambda n \int_{0}^{L} u \psi^{n} d x+\varepsilon n \int_{0}^{L} u^{m} \psi^{n-1} \psi_{x} d x \tag{2.15}
\end{equation*}
$$

Using Hölder's and Young's inequalities we find

$$
\begin{equation*}
\int_{0}^{L} u^{p} \psi^{n} d x \leqq \lambda n \int_{0}^{L} u \psi^{n} d x+\varepsilon n\left(\delta \int_{0}^{L} u^{p} \psi^{n}+C(\delta) \int_{0}^{L}\left|\psi_{x}\right|^{n} d x\right) \tag{2.16}
\end{equation*}
$$

Choosing $\delta=1 / 2 \varepsilon n$, we get

$$
\begin{equation*}
\int u^{p} \psi^{n} d x \leqq 2 \lambda n \int u \psi^{n} d x+C\left(\varepsilon_{0}, n, L\right) \tag{2.17}
\end{equation*}
$$

Now from Jensen's inequality the left-hand side of (2.17) is bounded below by

$$
\begin{equation*}
\frac{\left(\int u \psi^{n} d x\right)^{p}}{\left(\int \psi^{n} d x\right)^{p-1}} \tag{2.18}
\end{equation*}
$$

and the conclusion follows easily.
LEMMA 2.5. Let $p>m, \varepsilon_{0}>0$ and $0<a<b<L$. There exists $C_{2}$ depending on $\varepsilon_{0}, p, m, L, a$, and $b$ such that if $u$ is a solution of $(2.1(\varepsilon))$ with $\varepsilon \leqq \varepsilon_{0}$ then

$$
\begin{align*}
&\|u\|_{L^{\infty}(a, b)} \leqq C_{2}  \tag{2.19}\\
&\left\|u_{x}\right\|_{L^{1}(a, b)} \leqq C_{2} . \tag{2.20}
\end{align*}
$$

Proof. We claim that there exists a constant $C=C\left(\varepsilon_{0}, p, m, L\right)$ and $x_{2} \in$ $[L / 8,7 L / 8]$ such that

$$
\begin{equation*}
\left|u_{x}\left(x_{2}\right)\right|+\varepsilon\left|u^{m}\left(x_{2}\right)\right| \leqq C . \tag{2.21}
\end{equation*}
$$

Assuming (2.21) for the moment, we have from $(2.1(\varepsilon))$ the equation

$$
\begin{equation*}
u_{x}(x)+\varepsilon u^{m}(x)=u_{x}\left(x_{2}\right)+\varepsilon u^{m}\left(x_{2}\right)+\int_{x_{2}}^{x} u^{p}(s) d s . \tag{2.22}
\end{equation*}
$$

By Lemma $2.4 u$ is bounded in $L_{\text {loc }}^{p}(0, L)$, uniformly in $\varepsilon$ for $\varepsilon \leqq \varepsilon_{0}$. Hence from (2.21) and (2.22), we see that $u_{x}+\varepsilon u^{m}$ is bounded in $L_{\text {loc }}^{\infty}(0, L)$. Since $m<p, u^{m}$ is bounded in $L_{\text {loc }}^{1}(0, L)$, again uniformly in $\varepsilon$ for $\varepsilon \leqq \varepsilon_{0}$, and (2.20) follows. The estimate (2.19) follows immediately from (2.20) and (2.21).

It remains to prove the claim (2.21). From (2.13) it follows that meas $\left\{u \psi^{n} \geqq\right.$ $k\}<L / 16$ for large enough $k=k\left(\varepsilon_{0}, p, m, L\right)$. Suppose $u$ achieves its maximum at $x_{0}<L / 2$ (the argument is similar if $x_{0}>L / 2$ ). There must exist $x^{*} \in(L / 2,5 L / 8)$ such that $u\left(x^{*}\right) \psi^{n}\left(x^{*}\right) \leqq k$ and $u(x) \leqq u\left(x^{*}\right)$ for $x \geqq x^{*}$. By the mean value theorem there must exist $x_{2} \in\left(x^{*}, 7 L / 8\right)$ such that

$$
\begin{equation*}
-u_{x}\left(x_{2}\right)=\frac{u\left(x^{*}\right)-u\left(\frac{7 L}{8}\right)}{\frac{7 L}{8}-x^{*}} \leqq \frac{4 k}{\psi^{n}\left(\frac{5 L}{8}\right) L} \tag{2.23}
\end{equation*}
$$

Since $u\left(x_{2}\right) \leqq u\left(x^{*}\right) \leqq \frac{k}{\psi^{n}(5 L / 8)}$ the claim is proved.
We now prove that for $p>m$ there is exactly one solution of $(2.1(\varepsilon))$ for $\varepsilon$ sufficiently small. Let us denote by $\underline{u}_{\varepsilon}$ the known solution given by Proposition 2.1 for $\varepsilon$ near 0 .

Proposition 2.6. Let $p>m$. There exists $\varepsilon_{1}>0$ such that (2.1( $\varepsilon$ )) has exactly one solution for $0<\varepsilon<\varepsilon_{1}$.

Proof. Suppose the conclusion is false. Then there exists $\varepsilon_{j} \rightarrow 0$ and $u_{j}$, a solution of $\left(2.1 \varepsilon_{j}\right)$, with $u_{j} \neq \underline{u}_{\varepsilon_{j}}$. Let $\varsigma \in C_{0}^{\infty}(0, L)$; we have

$$
\begin{equation*}
\int_{0}^{L} u_{j} \zeta_{x x}-\varepsilon_{j} u_{j}^{m} \zeta_{x}+u_{j}^{p} \zeta d x=0 \tag{2.24}
\end{equation*}
$$

By Proposition $2.5\left\{u_{j}\right\}$ is precompact in $L_{\text {loc }}^{2}(0, L)$. Hence (passing to a subsequence) there exists $u^{*} \in L_{\mathrm{loc}}^{2}(0, L)$ such that

$$
\begin{equation*}
\int_{0}^{L}\left[u^{*} \zeta_{x x}+\left(u^{*}\right)^{p} \zeta\right] d x=0 \tag{2.25}
\end{equation*}
$$

Since $\varsigma$ is arbitrary we conclude that $\left(u^{*}\right)_{x x} \leqq 0$ weakly, and hence strongly on $(0, L)$.
Now let $x_{1 j}$ be the inflection point for $u_{j}$. We claim that $x_{1 j} \rightarrow L$ as $j \rightarrow \infty$. Otherwise (for a further subsequence) there exists $L_{1}<L$ such that $u_{j}$ is convex on $\left(L_{1}, L\right)$. Then we must have $\left(u^{*}\right)_{x x} \geqq 0$ on $\left(L_{1}, L\right)$, a contradiction.

Hence for large enough $j, u_{j}$ is concave on ( $0,3 L / 4$ ).
We now consider two cases. If there is a subsequence $j_{k} \rightarrow \infty$ such that $\left\|u_{j_{k}}\right\|_{L^{\infty}} \rightarrow$ $\infty$, then using the fact that $u_{j_{k}}$ is concave on $(0,3 L / 4)$ it follows that we must have $\int_{0}^{L} u_{j_{k}} \psi^{n} d x \rightarrow \infty$ which contradicts Lemma 2.4. If, on the other hand, $\left\|u_{j}\right\|_{L^{\infty}}$ is bounded independently of $j$, then one easily checks that $u^{*}$ must be a solution of
(2.1(0)) or else $u^{*} \equiv 0$. Now $u^{*} \equiv 0$ is impossible because of Proposition 2.1(ii). Thus $u^{*}$ must be the unique solution of (2.1(0)). This contradicts Proposition 2.1(iv) since $\underline{u}_{\varepsilon_{j}} \neq u_{j}$.
3. Description of the set of steady state solutions In this section we complete our discussion of the steady state problem (2.1( $\varepsilon$ )) by proving results about the multiplicity of solutions. As the exponents $m$ and $p$ are varied, there are at least four distinct cases which arise. Solution diagrams for these cases may be found in [1, $\S 5]$.

THEOREM 3.1. Let $1<m<p<2 m-1$. Then there exist $\varepsilon_{0}, \varepsilon_{1}$ such that $0<\varepsilon_{1}<\varepsilon_{0}<\infty$ and such that
(i) (2.1( $\varepsilon)$ ) has exactly one solution for $0 \leqq \varepsilon<\varepsilon_{1}$;
(ii) $(2.1(\varepsilon))$ has no solution for $\varepsilon>\varepsilon_{0}$;
(iii) If $p$ is close enough to $m$ then there exists $\varepsilon$ such that $(2.1(\varepsilon))$ has at least two solutions, i.e. $\varepsilon_{1}<\varepsilon_{0}$.

Theorem 3.2. Let $p=2 m-1, m>1$. Then
(i) $(2.1(\varepsilon))$ has exactly one solution for $0 \leqq \varepsilon<\varepsilon_{0} \equiv \sqrt{\frac{4}{m}}$;
(ii) $(2.1(\varepsilon))$ has no solution for $\varepsilon \geqq \varepsilon_{0}$.

THEOREM 3.3. Let $p>2 m-1$. Then $(2.1(\varepsilon))$ has exactly one solution for all $\varepsilon \geqq 0$.

As one can see, the results are not complete for $m<p<2 m-1$. We conjecture that $\varepsilon_{1}<\varepsilon_{0}$ for all $m, p$ in this range.

For the readers convenience we recall the result of [1] for the case $p \leqq m$.
THEOREM 3.4. Let $1<p \leqq m$. Then there exists $\varepsilon_{0}>0$ such that
(i) (2.1( ()$)$ has at least two solutions for $0<\varepsilon<\varepsilon_{0}$;
(ii) $(2.1(\varepsilon))$ has at least one solution for $\varepsilon=\varepsilon_{0}$;
(iii) $(2.1(\varepsilon))$ has no solution for $\varepsilon>\varepsilon_{0}$.

We begin the proofs with the easiest case, $p=2 m-1$. Note that this is exactly the case in which equation (2.8) is linear.

Proof of Theorem 3.2. Define $y, h$, and $R$ as in Lemma 2.3. If $\varepsilon \geqq \sqrt{4 / m}$ all solutions of (2.8) are nonoscillatory, hence $h(0)=h(R)=0$ cannot be satisfied for any $R>0$ except if $h \equiv 0$.

To show the existence of at least one solution for $\varepsilon<\sqrt{4 / m}$, then by Proposition 2.1 it is enough to obtain an a priori bound for solutions of $(2.1(\varepsilon))$ when $\varepsilon<\sqrt{4 / m}$. Thus suppose $u$ is a solution for such an $\varepsilon$. We have by explicit calculation

$$
\begin{equation*}
h(y)=C e^{-(\varepsilon m / 2) y} \sin \left(\sqrt{m-\frac{\varepsilon^{2} m^{2}}{4} y}\right) \tag{3.1}
\end{equation*}
$$

for some constant $C$. Since $h>0$

$$
\begin{equation*}
\int_{0}^{L} u^{m-1}(s) d s=R=\frac{\pi}{\sqrt{m-\frac{\varepsilon^{2} m^{2}}{4}}} \tag{3.2}
\end{equation*}
$$

The constant $C$ can be determined from

$$
\begin{equation*}
y^{\prime}=u^{m-1}=h^{(m-1) / m}=C^{(m-1) / m} e^{\varepsilon((m-1) / 2) y} \sin ^{(m-1) / m}\left(\left(\sqrt{m-\frac{\varepsilon^{2} m^{2}}{4}}\right) y\right) \tag{3.3}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
C^{(m-1) / m}=\frac{1}{L} \int_{0}^{R} \frac{e^{\varepsilon((m-1) / 2) y} d y}{\sin ^{(m-1) / m}\left(\left(\sqrt{m-\frac{\varepsilon^{2} m^{2}}{4}}\right) y\right)} \tag{3.4}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\|u\|_{L^{\infty}} \leqq C^{m-1} \tag{3.5}
\end{equation*}
$$

and $C$ clearly remains bounded when $\varepsilon$ is bounded away from $\sqrt{4 / m}$.
Finally, if for some $\varepsilon$ there exists two solutions $u_{1} \not \equiv u_{2}$ then the preceding argument shows $\int_{0}^{L} u_{1}^{m-1} d x=\int_{0}^{L} u_{2}^{m-1} d x$. However, by Proposition 2.1(vi) $u_{1}<u_{2}$ or $u_{2}<u_{1}$, a contradiction.

Remark. The uniqueness of positive solutions of $(2.1(\varepsilon))$ when $p=2 m-1$ can also be shown by a scaling argument as follows. The differential equation is invariant under the transformation $u(x) \rightarrow \lambda^{1 /(p-m)} u(\lambda x)$ for any $\lambda>0$. Thus, if there existed two distinct positive solutions of $(2.1(\varepsilon))$ then we could find two functions $u_{i} i=1,2$ with $u_{1}(0)=u_{2}(0)=0,\left\|u_{1}\right\|_{L^{\infty}}=\left\|u_{2}\right\|_{L^{\infty}}$ and both satisfying $u_{x x}+\varepsilon\left(u^{m}\right)_{x}+u^{p}=0$. By uniqueness of solutions of the initial value problem for $u$, we may conclude that $u_{1} \equiv u_{2}$.

## For the proof of Theorem 3.3 we need the following.

Lemma 3.4. Let $p>2 m-1$. Fix $\varepsilon \geqq 0$ and let $h_{i}$ be positive solutions of (2.8), (2.9) on $\left[0, R_{i}\right]$ for $i=1,2$. If $R_{2}>R_{1}$ then $\left\|h_{2}\right\|_{L^{\infty}}<\left\|h_{1}\right\|_{L^{\infty}}$.

Proof. If $\left\|h_{2}\right\|_{L^{\infty}}=\left\|h_{1}\right\|_{L^{\infty}}$ then $h_{1} \equiv h_{2}$ by uniqueness of solutions of the initial value problem and hence $R_{1}=R_{2}$. Now suppose $\left\|h_{2}\right\|_{L^{\infty}}>\left\|h_{1}\right\|_{L^{\infty}}$. By consideration of the phase plane diagram for (2.8) we see that

$$
\begin{equation*}
h_{2}^{\prime}\left(R_{2}\right)<h_{1}^{\prime}\left(R_{1}\right)<0<h_{1}^{\prime}(0)<h_{2}^{\prime}(0) \tag{3.6}
\end{equation*}
$$

We first observe that it is not possible that $h_{2}(y) \geqq h_{1}(y)$ for $0 \leqq y \leqq R_{1}$. Indeed, otherwise

$$
\begin{equation*}
\left(h_{1} h_{2}^{\prime}-h_{2} h_{1}^{\prime}\right)^{\prime}+\varepsilon\left(h_{1} h_{2}^{\prime}-h_{2} h_{1}^{\prime}\right)=h_{2} h_{1}^{(p-m+1) / m}-h_{1} h_{2}^{(p-m+1) / m}<0 \tag{3.7}
\end{equation*}
$$

since $p>2 m-1$, so that

$$
\begin{equation*}
h_{1} h_{2}^{\prime}-h_{2} h_{1}^{\prime} \leqq\left(h_{1}(0) h_{2}^{\prime}(0)-h_{2}(0) h_{1}^{\prime}(0)\right) e^{-\varepsilon y}=0 \tag{3.8}
\end{equation*}
$$

and in particular

$$
-h_{2}\left(R_{1}\right) h_{1}^{\prime}\left(R_{1}\right) \leqq 0
$$

which is a contradiction.

Thus there must exist $y_{1} \in\left(0, R_{1}\right)$ such that $h_{2}>h_{1}$ on $\left(0, y_{1}\right)$ and $h_{2}\left(y_{1}\right)=$ $h_{1}\left(y_{1}\right)$. There are now two cases. First suppose $h_{2}^{\prime}\left(y_{1}\right) \geqq 0$.

Since (3.8) holds on $\left(0, y_{1}\right]$ it follows that $h_{1}^{\prime}\left(y_{1}\right)>h_{2}^{\prime}\left(y_{1}\right)$. Denote by $h_{i}^{-1}$ the branches of the inverse function with values in $\left[0, y_{1}\right]$. We see that $h_{1}^{\prime}\left(h_{1}^{-1}(x)\right)-$ $h_{2}^{\prime}\left(h_{2}^{-1}(z)\right)$ must have a root in $\left(0, h_{1}\left(y_{2}\right)\right)$, i.e., there exist points $y_{2}, y_{2}^{*}$ such that $h_{1}\left(y_{2}\right)=h_{2}\left(y_{2}^{*}\right)$ and $h_{1}^{\prime}\left(y_{2}\right)=h_{2}^{\prime}\left(y_{2}^{*}\right)$. Thus by uniqueness for the initial value problem, $h_{1}(y)=h_{2}\left(y+y_{2}^{*}-y_{2}\right)$, and since $h_{1}(0)=h_{2}(0)=0$ we must have $h_{1} \equiv h_{2}$, a contradiction.

Finally suppose $h_{2}^{\prime}\left(y_{1}\right)<0$. Since $h_{2}\left(R_{1}\right)>h_{1}\left(R_{1}\right)=0$ there must exist $y_{2} \in$ ( $y_{1}, R_{1}$ ) such that $h_{2}(y)>h_{1}(y)$ on ( $y_{2}, R_{1}$ ) and $h_{2}\left(y_{2}\right)=h_{1}\left(y_{2}\right)$. Also we must have $h_{1}^{\prime}\left(y_{2}\right)<0$ and $h_{1}^{\prime}\left(y_{2}\right)<h_{2}^{\prime}\left(y_{2}\right)<0$. Using (3.6) we again have a contradiction as in the previous case.

Proof of Theorem 3.3. First we prove uniqueness. Suppose $u_{1}$ and $u_{2}$ are both solutions of $(2.1(\varepsilon))$; by Proposition $2.1(\mathrm{vi})$ we may assume $0<u_{1}<u_{2}$. Let $h_{i}, R_{i}$ $i=1,2$ be as in Lemma $2.3, i=1,2$, so that $R_{2}>R_{1}$. Then, from Lemma 3.4, it follows that $\left\|u_{2}\right\|_{L^{\infty}}<\left\|u_{1}\right\|_{L^{\infty}}$ a contradiction.

We next show the existence of a solution for all $\varepsilon \geqq 0$. By Proposition 2.1(v) it is enough to show that if $\varepsilon_{0}>0$ there exists $C=C\left(\varepsilon_{0}, p, m, L\right)$ such that if $u$ is a solution of $(2.1(\varepsilon))$ for $\varepsilon \leqq \varepsilon_{0}$, then $\|u\|_{L^{\infty}} \leqq C$. Using Lemmas 3.4 and 2.3 it is enough to prove the same statement for solutions of (2.8), (2.9) for a fixed $R=R_{0}>0$.

Let $\psi_{\varepsilon}(y), \lambda_{\varepsilon}>0$ satisfy

$$
\begin{gather*}
\psi_{\varepsilon}^{\prime \prime}-\varepsilon m \psi_{\varepsilon}^{\prime}=-\lambda_{\varepsilon} \psi_{\varepsilon}  \tag{3.9}\\
\psi_{\varepsilon}(0)=\psi_{\varepsilon}\left(R_{0}\right)=0  \tag{3.10}\\
\int_{0}^{R_{0}} \psi_{\varepsilon}(y) d y=1 \tag{3.11}
\end{gather*}
$$

Multiplying (2.8) by $\psi_{\varepsilon}$ and integrating gives

$$
\begin{equation*}
\int_{0}^{R_{0}} \psi_{\varepsilon}(y) h^{(p+1-m) / m}(y) d y=\frac{\lambda_{\varepsilon}}{m} \int \psi_{\varepsilon}(y) h(y) d y \tag{3.12}
\end{equation*}
$$

Hence using Jensen's inequality,

$$
\begin{equation*}
\int_{0}^{R_{0}} \psi_{\varepsilon}(y) h^{(p+1-m) / m}(y) d y \leqq C\left(\varepsilon_{0}, p, m, L\right) \tag{3.13}
\end{equation*}
$$

Now let $G_{\varepsilon}(y, \xi)$ be the Green's function for

$$
\begin{gather*}
\zeta^{\prime \prime}+\varepsilon m \zeta^{\prime}=f \quad 0<y<R_{0}  \tag{3.14}\\
\zeta(0)=\varsigma\left(R_{0}\right)=0 \tag{3.15}
\end{gather*}
$$

so that

$$
\begin{equation*}
h(y)=m \int_{0}^{R_{0}} G_{\varepsilon}(y, \xi) h^{(p+1-m) / m}(\xi) d \xi \tag{3.16}
\end{equation*}
$$

It is a straightforward calculation to check that

$$
\begin{equation*}
\left|\frac{G_{\varepsilon}(y, \xi)}{\psi_{\varepsilon}(\xi)}\right| \leqq C\left(\varepsilon_{0}, m, R_{0}\right) \quad \varepsilon \leqq \varepsilon_{0} \tag{3.17}
\end{equation*}
$$

Hence, from (3.13) and (3.17), one obtains the required uniform estimate for $h$.
For the proof of Theorem 3.1 we begin with the nonexistence result.
Proposition 3.5. Let $1<m<p<2 m-1$. Then there exists $\varepsilon_{0}>0$ such that (2.1( $\varepsilon$ )) has no solution for $\varepsilon \geqq \varepsilon_{0}$.

Proof. First we make the following claim. There exists $\alpha_{0}>0, \varepsilon^{*}>0$ such that if $u$ is a solution of $(2.1(\varepsilon))$ for $\varepsilon>\varepsilon^{*}$ then there exists $x_{2}>x_{1}$ ( $x_{1}$ from Lemma 2.2) such that

$$
\begin{gather*}
u\left(x_{2}\right) \geqq \alpha_{0}  \tag{3.18}\\
m u_{x}\left(x_{2}\right) \leqq-\frac{2}{\varepsilon} u^{p-m+1}\left(x_{2}\right) \tag{3.19}
\end{gather*}
$$

To see this define

$$
\begin{equation*}
\tilde{x}_{2}=\sup \left\{x: m u_{x}(\hat{x})+\frac{2}{\varepsilon} u^{p-m+1}(\hat{x}) \geqq 0 \quad \hat{x}<x\right\} . \tag{3.20}
\end{equation*}
$$

Since

$$
m u_{x}(x)+\frac{1}{\varepsilon} u^{p-m+1}(x) \geqq 0 \quad x \leqq x_{1}
$$

and

$$
m u_{x}(L)+\frac{1}{\varepsilon} u^{p-m+1}(L)<0
$$

$\tilde{x}_{2}$ is well defined, and $\tilde{x}_{2} \in\left(x_{1}, L\right)$. Now recalling from Proposition 2.1(ii) that $u\left(x_{0}\right) \geqq M_{0}>0$ and integrating the differential inequality $m u_{x}+(2 / \varepsilon) u^{p-m+1}(x) \geqq 0$ on $\left[x_{0}, \tilde{x}_{2}\right]$, we find that $u\left(\tilde{x}_{2}\right) \geqq M_{0} / 2$ for say $\varepsilon>\varepsilon^{*}$. Choosing $\alpha_{0}=M_{0} / 4$ we have that the conditions (3.18) and (3.19) are satisfied by some $x_{2}>\tilde{x}_{2}$.

Next define the function $h(y)$ as in Lemma 2.3 and let $\varsigma(y)$ satisfy

$$
\begin{gather*}
\varsigma^{\prime \prime}+\varepsilon m \varsigma^{\prime}+m h\left(y_{2}\right)^{(p+1-2 m) / m} \zeta=0  \tag{3.21}\\
\zeta\left(y_{2}\right)=h\left(y_{2}\right)  \tag{3.22}\\
\varsigma^{\prime}\left(y_{2}\right)=h^{\prime}\left(y_{2}\right) \tag{3.23}
\end{gather*}
$$

where $y_{2}=y\left(x_{2}\right)$. The inequalities (3.18), (3.19) in terms of $h$ are

$$
\begin{gather*}
h\left(y_{2}\right) \geqq \alpha_{0}^{m}  \tag{3.24}\\
h^{\prime}\left(y_{2}\right)<-\frac{2}{\varepsilon} h^{\frac{p-m+1}{m}}\left(y_{2}\right) \tag{3.25}
\end{gather*}
$$

Let $\varepsilon^{2}>\max \left(\varepsilon^{* 2},(4 / m) \alpha_{0}^{p+1-2 m}\right)$. We claim that $\zeta^{\prime}(y) \leqq 0$ for $y \leqq y_{2}$. Accepting this for the moment, we have (since $p+1-2 m<0$ )

$$
\begin{equation*}
\left(h \varsigma^{\prime}-h^{\prime} \zeta\right)^{\prime}+\varepsilon m\left(h \varsigma^{\prime}-h^{\prime} \zeta\right)=-m \varsigma h\left(h\left(y_{2}\right)^{(p+1-2 m) / m}-h^{(p+1-2 m) / m}\right) \tag{3.26}
\end{equation*}
$$

There is an interval $\left[y_{3}, y_{2}\right]$ on which $h(y) \geqq h\left(y_{2}\right)=h\left(y_{3}\right)$ and so

$$
\begin{equation*}
\left[e^{\varepsilon m y}\left(h \zeta^{\prime}-h^{\prime} \zeta\right)\right]^{\prime} \leqq 0 \quad \text { on }\left[y_{3}, y_{2}\right] \tag{3.27}
\end{equation*}
$$

and in particular

$$
\begin{equation*}
h(y) \varsigma^{\prime}(y)-h^{\prime}(y) \varsigma(y) \geqq 0 \quad y_{3} \leqq y \leqq y_{2} \tag{3.28}
\end{equation*}
$$

But the interval $\left[y_{3}, y_{2}\right]$ contains the point $y\left(x_{0}\right)$, where the maximum of $h$ is achieved, and evaluating (3.28) at this point we obtain $\varsigma^{\prime}\left(y\left(x_{0}\right)\right)>0$, a contradiction.

It remains to verify that $\zeta^{\prime}(y) \leqq 0$ for $y \leqq y_{2}$. This may be checked by writing out explicitly the solution $\varsigma(y)$, and using (3.21)-(3.25). The computation can be made a little less painful by arguing in the following way. First, the characteristic roots for the $\zeta$ equation are real, hence $\varsigma$ can have no more than one critical point. Since $\zeta^{\prime}\left(y_{2}\right)<0$, if we check that $\zeta^{\prime}(y)<0$ for large negative $y$ we will be done. Now as $y \rightarrow-\infty$ it is easy to check that $\varsigma(y) \sim C e^{r y}$ where $r=-\left(A+\sqrt{A^{2}-4 B}\right) / 2, C=\left(r h\left(y_{2}\right)-\right.$ $\left.h^{\prime}\left(y_{2}\right)\right) / \sqrt{A^{2}-4 B}$ and $A=\varepsilon m, B=m h\left(y_{2}\right)^{(p+1-2 m) / m}$. Thus to conclude we need $h^{\prime}\left(y_{2}\right)<r h\left(y_{2}\right)$, and because of (3.25) it is enough that $2 / \varepsilon h^{(p+1-2 m) / m}\left(y_{2}\right) \geqq$ $A / 2\left[1-\sqrt{1-4 B / A^{2}}\right]$. But the left side is $2 B / A$, and since $4 B / A^{2}<1$ the conclusion follows from the obvious inequality $1-\sqrt{1-\xi}<\xi$ for $0<\xi<1$.

Proof of Theorem 3.1. We have already proved (i) in Proposition 2.6 and (ii) in Proposition 3.5. For the proof of (iii) we will need to recall some results from [1]. In that paper solutions of $(2.1(\varepsilon))$ were found by looking for zeros of a function $H(\alpha, \varepsilon)=v(L)$, where $v(x)$ satisfies

$$
\begin{gather*}
v_{x x}+\varepsilon\left(v^{m}\right)_{x}+v^{p}=0 \quad x>0  \tag{3.29}\\
v(0)=0  \tag{3.30}\\
v_{x}(0)=\alpha . \tag{3.31}
\end{gather*}
$$

Let us fix $m$ and regard $H$ as a function of $p$ also, $H=H(\alpha, \varepsilon, p)$. For $p>1 H$ is $C^{1}$ in all variables and by Proposition 2.9 of [1] either $\partial H / \partial \alpha$ or $\partial H / \partial \varepsilon$ is nonzero at any root of $H$. Also by Proposition 2.4 of [1] $\partial H / \partial \alpha\left(\alpha_{0}, 0\right)>0$, where $\alpha_{0}$ is the initial slope for the unique solution of (2.1(0)). Thus it is not hard to check that there exists $\bar{\varepsilon}>0, \bar{\alpha}>\alpha_{0}$ and $\bar{m}>m$ such that for $p \in[m, \bar{m}],(2.1(\varepsilon))$ has a solution for all $\varepsilon \in[0, \bar{\varepsilon}]$ with initial slope $\alpha=\alpha(\varepsilon) \leqq \bar{\alpha}$.

Now for $p=m$ it was shown in Proposition 3.5 of [1] that (2.1( $\varepsilon$ )) has at least two solutions for all $0<\varepsilon<\varepsilon_{0}$, and in particular there is a maximal solution $\bar{u}_{\varepsilon}$ of $(2.1(\varepsilon))$ with $\bar{u}_{\varepsilon x}(0) \rightarrow \infty$ as $\varepsilon \rightarrow 0$. Choosing $\varepsilon_{2} \in(0, \bar{\varepsilon})$ such that $\bar{u}_{\varepsilon_{2} x}(0)>\bar{\alpha}$ yields a curve of roots of $H$ in the form $\alpha=\alpha(\varepsilon, p)$ or $\varepsilon=\varepsilon(\alpha, p)$ containing the point $\left(u_{\varepsilon_{2} x}(0), \varepsilon_{2}, m\right)$ and hence for $p$ close enough to $m$ there must be a second solution of (2.1 $(\varepsilon)$ ) for some $\varepsilon$ near $\varepsilon_{2}$.
4. The time dependent problem. In this section we discuss the large time behavior for the time dependent problem

$$
\begin{array}{rlrl}
u_{t} & =u_{x x}+\varepsilon\left(u^{m}\right)_{x}+u^{p} & & 0<x<L \\
& & t>0 \\
u(0, t) & =u(L, t)=0 & & t>0 \\
u(x, 0) & =u_{0}(x) \geqq 0 & & 0<x<L
\end{array}
$$

It is known (e.g., [1], [8]) that for any $u_{0} \in L^{\infty}(0, L)$ there is a solution $u(x, t)$ of (4.1 $(\varepsilon)$ ) on some interval $0 \leqq t \leqq T_{\max }$, for some $T_{\max } \in(0, \infty]$, and if $T_{\max }<\infty$ then $\lim _{t \rightarrow T_{\text {max }}^{-}}\|u(\cdot, t)\|_{L^{\infty}(0, L)}=\infty$.

Our first result gives sufficient conditions that $T_{\max }$ be finite, i.e. that the solution of $(4.1(\varepsilon))$ blow up in finite time. Recall we have defined $\psi(x)=(\pi / 2 L) \sin ((\pi / L) x)$ and $n=p /(p-m)$.

Proposition 4.1. Let $p>m$. Then there exists $C_{0}=C_{0}(\varepsilon, p, m, L)<\infty$ such that if

$$
\begin{equation*}
\int_{0}^{L} u_{0}(x) \psi^{n}(x) d x>C_{0} \tag{4.2}
\end{equation*}
$$

then the solution of $(4.1(\varepsilon))$ blows up in finite time.
Remark. The proof is a variation of the eigenfunction method (e.g., Kaplan [6], Levine [14] and Payne [10]). The nature of the blow-up set has been studied by Friedman and Lacey [4]. Recall from [1] that if $\varepsilon \neq 0$ and $p \leqq m$ then $T_{\max }=\infty$ for any $u_{0} \in L^{\infty}(0, L)$. See Chipot and Weissler [3] for another recent result about blowup for an equation with nonlinear gradient dependence; previous work on blow-up has generally only dealt with the reaction-diffusion case.

Proof. Set

$$
\begin{equation*}
F(t)=\int_{0}^{L} u(x, t) \psi^{n}(x) d x \tag{4.3}
\end{equation*}
$$

A short calculation shows that

$$
\begin{align*}
F^{\prime}(t) \geqq- & \left(\pi^{2} / L^{2}\right) n \int_{0}^{L} \psi^{n}(x) u(x, t) d x-\varepsilon n \int_{0}^{L} u^{m}(x, t) \psi^{n-1}(x) \psi_{x}(x) d x  \tag{4.4}\\
& +\int_{0}^{L} u^{p}(x, t) \psi^{n}(x) d x
\end{align*}
$$

Using Jensen's inequality we see that

$$
\begin{align*}
\varepsilon n \int_{0}^{L} u^{m}(x, t) \psi^{n-1}(x) \psi_{x}(x) d x & \leqq A_{1}\left(\int_{0}^{L} u^{p}(x, t) \psi^{n}(x) d x\right)^{m / p}  \tag{4.5}\\
\frac{\pi^{2}}{L^{2}} n \int_{0}^{L} u(x, t) \psi^{n}(x) d x & \leqq A_{2}\left(\int_{0}^{L} u^{p}(x, t) \psi^{n}(x) d x\right)^{1 / p} \tag{4.6}
\end{align*}
$$

with

$$
\begin{align*}
& A_{1}=\varepsilon n\left\|\psi_{x}\right\|_{L^{\infty}(0, L)} L^{1-m / p}  \tag{4.7}\\
& A_{2}=\frac{\pi^{2}}{L^{2}} n\left(\int_{0}^{L} \psi^{n}(x) d x\right)^{(p-1) / p} \tag{4.8}
\end{align*}
$$

Therefore

$$
\begin{equation*}
F^{\prime}(t) \geqq Q\left(\int_{0}^{L} u^{p}(x, t) \psi^{n}(x) d x\right) \tag{4.9}
\end{equation*}
$$

with

$$
\begin{equation*}
Q(s)=s-A_{1} s^{m / p}-A_{2} s^{1 / p} \tag{4.10}
\end{equation*}
$$

If $s_{0}$ is the largest positive root of $Q$, then $Q(s), Q^{\prime}(s)>0$ for $s>s_{0}$. If

$$
\begin{equation*}
F(0)>C_{0} \equiv A_{2} s_{0}^{1 / p} \tag{4.11}
\end{equation*}
$$

then one sees easily that $\int_{0}^{L} u^{p}(x, t) \psi^{n}(x) d x>s_{0}$ for all $t$ and so

$$
\begin{equation*}
F^{\prime}(t) \geqq Q\left(\frac{1}{A_{2}} F^{p}(t)\right) . \tag{4.12}
\end{equation*}
$$

Since $p>1, F(t)$ must blow up in finite time.
We next recall some results from [1].
PROPOSITION 4.2. Let $m \geqq 1, p>1, \varepsilon \in \mathbf{R}$
(i) $u \equiv 0$ is an asymptotically stable steady state solution of (4.1( $\varepsilon)$ ).
(ii) If $(4.1(\varepsilon))$ has any positive steady state then it has a minimal one, $\underline{u}_{\varepsilon}$, which is unstable from below.
(iii) Let $E=\left\{\varepsilon: \underline{u}_{\varepsilon}\right.$ is stable from above $\}$. Then $E$ is nowhere dense and there exists $\varepsilon_{2}>0$ such that $E \cap\left(-\varepsilon_{2}, \varepsilon_{2}\right)=\varnothing$.

Remark. In general the possibility that a steady state is stable from above and unstable from below (i.e., is not hyperbolic) cannot be ruled out, such behavior being necessary at the "turning points" of the solution curve $\Gamma$ (defined at the beginning of $\S 2$ ), which may occur for $1<p \leqq m$.

Another important result concerning the asymptotic behavior of solutions of (4.1 $(\varepsilon)$ ) follows from general theorems due to Zelenyak [13].

Proposition 4.3. Let $u(x, t)$ be a solution of $(4.1(\varepsilon))$ such that $\|u(\cdot, t)\|_{L^{\infty}(0, L)}$ is uniformly bounded for $t>0$. Then there exists a nonnegative steady state $u^{*}$ of (4.1( $\varepsilon$ )) such that $u(x, t) \rightarrow u^{*}(x)$ uniformly as $t \rightarrow \infty$.

Remark. We may conclude, for example, from Propositions 4.2(ii), 4.3 and the maximum principle that if $u_{0}(x) \leqq \underline{u}_{\varepsilon}(x), u_{0}(x) \not \equiv \underline{u}_{\varepsilon}(x)$ then the solution of $(4.1(\varepsilon))$ tends to 0 as $t \rightarrow \infty$.

To conclude we summarize all that we can say about the asymptotic behavior of solutions of $(4.1(\varepsilon))$ under various conditions on $m, p$, and $\varepsilon$. In what follows, the numbers $\varepsilon_{0}, \varepsilon_{1}$, and $\varepsilon_{2}$ have the meaning assigned to them in Theorems 3.1, 3.2, 3.3, and Proposition 4.2.

Case 1. $m<p<2 m-1$ and $\varepsilon>\varepsilon_{0}$ or $p=2 m-1$ and $\varepsilon \geqq \varepsilon_{0}$. In this case the only nonnegative steady state is $u \equiv 0$, which is asymptotically stable. If $u(x, t)$ is the solution of $(4.1(\varepsilon))$ then either it converges to 0 as $t \rightarrow \infty$ or it tends to infinity in finite or infinite time. If $u_{0}$ is small enough (in $L^{\infty}(0, L)$ say) then $u$ must tend to zero, while if $u_{0}$ is large enough so that 4.2 holds, then $u$ must go to $\infty$ in finite time. We mention that Matano has shown ([9]), for the case of a reaction-diffusion equation in one space dimension, that blow up cannot occur if the maximal nonnegative solution is stable from above. The present example shows that Matano's result is false in general if the equation has some first derivative terms.

Case 2. $m<p<2 m-1$ and $\varepsilon<\varepsilon_{1}$ or $p=2 m-1$ and $\varepsilon<\varepsilon_{0}$ or $p>2 m-1$. In this case there is exactly one positive steady state $\underline{u}_{\varepsilon}$ which is unstable from below. For any $u_{0}$ the solution must either tend to 0 as $t \rightarrow \infty$ or tend to $\underline{u}_{\varepsilon}$ as $t \rightarrow \infty$ or tend to infinity in finite or infinite time. If $u_{0} \leqq \underline{u}_{\varepsilon}, u_{0} \not \equiv \underline{u}_{\varepsilon}$ or if $u_{0}$ is sufficiently small in $L^{\infty}(0, L)$ then $u \rightarrow 0$ as $t \rightarrow \infty$. If $u_{0}$ is large enough so that (4.2) holds then $u$ tends to infinity in finite time.

Case 3. Same as Case 2 and also $\varepsilon \notin E$ (in particular $0<\varepsilon<\varepsilon_{2}$ ). In this case we also have $\underline{u}_{\varepsilon}$ unstable from above so we can assert in addition that if $u_{0} \geqq \underline{u}_{\varepsilon}$, $u_{0} \not \equiv \underline{u}_{\varepsilon}$, then $u$ tends to infinity in finite or infinite time.

Case 4. $m<p<2 m-1, \varepsilon_{1}<\varepsilon<\varepsilon_{0}$. In this case there are one or more positive steady states. For any $u_{0}$, the solution $u$ must tend to a nonnegative steady state or tend to infinity in finite or infinite time. Again if $u_{0} \leqq \underline{u}_{\varepsilon}, u_{0} \not \equiv \underline{u}_{\varepsilon}$ or if $u_{0}$ is small enough in $L^{\infty}(0, L)$ then $u \rightarrow 0$ as $t \rightarrow \infty$ while if 4.2 holds then $u$ tends to infinity in finite time. If $\varepsilon \notin E$ then there must exist another steady state solution $\bar{u}_{\varepsilon}>\underline{u}_{\varepsilon}$ which is stable from below.
5. More general nonlinearities. In this section we describe briefly how the results of $\S \S 2-4$ can be generalized to the case of nonpower-law nonlinearities. We will write the steady state problem as

$$
\begin{array}{rlrl}
u_{x x}+\varepsilon(g(u))_{x}+f(u) & =0 & 0<x<L \\
u(0)=u(L) & =0 & \\
u(x) & >0 & 0<x<L
\end{array}
$$

Let us first list all of the hypotheses that may be used
(H1) $f \in C^{1}([0, \infty)), f(0)=0, f(u) / u$ is strictly increasing on $\mathbf{R}^{+}$

$$
0 \leqq \lim _{u \rightarrow 0} \frac{f(u)}{u}<\left(\frac{\pi}{L}\right)^{2}<\lim _{u \rightarrow \infty} \frac{f(u)}{u}
$$

(H2) $g \in C^{1}([0, \infty)), g(0)=0, g^{\prime}(u)>0$ for $u>0$.
(H3) $f(u) / g^{\prime}(u)$ is nondecreasing on $\mathbf{R}^{+}$.
(H4) $\quad f(u) / g(u) g^{\prime}(u)$ is strictly increasing on $\mathbf{R}^{+}$with $\lim _{u \rightarrow \infty} f(u) / g(u) g^{\prime}(u)=\infty$.
(H5) $\quad f(u) / g(u) g^{\prime}(u)$ is strictly decreasing on $\mathbf{R}^{+}$with $\lim _{u \rightarrow \infty} f(u) / g(u) g^{\prime}(u)=0$.
(H6) $\quad f(u) / g(u) g^{\prime}(u) \equiv \lambda$ (a constant).
(H7) $f(u) \geqq C_{1} u^{p}-C_{2}, u \geqq 0$, some $C_{1}, C_{2} \geqq 0$.
(H8) $\quad g(u) \leqq C_{3} u^{m}+C_{4}, u \geqq 0$, some $C_{3}, C_{4} \geqq 0$.
ThEOREM 5.1. Let (H1), (H2) and (H3) hold
(i) Assume (H5), (H7) and (H8) hold with $p>m$. Then there exists $\varepsilon_{0}, \varepsilon_{1}$ such that $0<\varepsilon_{1} \leqq \varepsilon_{0}<\infty$ and such that $(5.1(\varepsilon))$ has exactly one solution for $0 \leqq \varepsilon<\varepsilon_{1}$ and no solution for $\varepsilon>\varepsilon_{0}$.
(ii) Assume (H6). Then (5.1( $\varepsilon$ )) has exactly one solution for $0 \leqq \varepsilon<\sqrt{4 \lambda}$ and no solution for $\varepsilon \geqq \sqrt{4 \lambda}$.
(iii) Assume (H4). Then (5.1( $\varepsilon$ )) has exactly one solution for all $\varepsilon \geqq 0$.

Let us make some remarks about which hypotheses are necessary for the various Lemmas and Propositions. Proposition 2.1 is true if the conditions $p>1$ and $m \geqq 1$ are replaced by (H1) and (H2), except possibly for part (iii) which is proved in [1] only for the case that (H1) holds and $g(u)=u^{m}, m \geqq 1$. However, the fact that $\Gamma$ is locally a simple curve is not explicitly used in what follows. The conclusion of Lemma 2.2 is still true if we assume (H1), (H2), and (H3). In Lemma 2.3 we set

$$
\begin{gather*}
y(x)=\int_{0}^{x} g^{\prime}(u(s)) d s  \tag{5.2}\\
h(y)=g(u(y)) \tag{5.3}
\end{gather*}
$$

and in place of (2.8) we have

$$
\begin{equation*}
h_{y y}+\varepsilon h_{y}+F(h)=0 \tag{5.4}
\end{equation*}
$$

with

$$
\begin{equation*}
F(h)=f\left(g^{-1}(h)\right) / g^{\prime}\left(g^{-1}(h)\right) . \tag{5.5}
\end{equation*}
$$

The lower bound for $R=\int_{0}^{L} g^{\prime}(u(s)) d s$ in Lemma 2.3 remains valid if we assume (H1), (H2), and (H3). Lemmas 2.4 and 2.5 are true if we assume (H7) and (H8) with $p>m$; in (2.14), we replace $u^{p}$ by $f(u)$. The conclusion of Proposition 2.6 still holds if we assume (H1), (H2), (H3), (H7), and (H8) with $p>m$. In $\S 3$, Lemma 3.4 will be true under hypotheses (H1), (H2), and (H4), and for Propositon 3.5 we assume (H1), (H2), (H3), and (H5).

Concerning the time dependent problem

$$
\begin{array}{rlrl}
u_{t} & =u_{x x}+\varepsilon(g(u))_{x}+f(u) & & 0<x<L \\
& t>0 \\
u(0, t) & =u(L, t)=0 & & \\
u(x, 0) & =u_{0}(x) \geqq 0 & & 0<x<L
\end{array}
$$

an adequate existence, uniqueness, and continuation theory will be true, provided (H1) and (H2) hold, and an analogue of the blow-up result Proposition 4.1 is proved as before if we assume also H 7 and H 8 with $p>m$.

In Proposition 4.2, parts (i) and (ii) are true assuming (H1) and (H2). The set $E$ in part (iii) still cannot intersect an interval $\left(-\varepsilon_{2}, \varepsilon_{2}\right)$ but the fact that it is nowhere dense was proved in [1] assuming only that (H1) holds and $g(u)=u^{m} m \geqq 1$. The stabilization result, Proposition 4.2, is true under conditions (H1) and (H2), although more regularity is assumed in [13]. We leave to the interested reader the formulation of results about the asymptotic behavior analogous to those stated at the end of $\S 4$.
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# NONMONOTONE CLINES IN HOMOGENEOUS SPACE CANNOT BE STABLE* 
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#### Abstract

This paper deals with models for the space-time variation of the genetic composition of populations. Both the standard reaction-diffusion equation and two nonlinear integral operator models are discussed. A simple argument is presented, explaining that nonconstant stationary solutions, so-called clines, in a homogeneous space cannot be stable unless they are monotone.

In the integral operator case the proof uses differentiation along the orbits of the translation group and the Perron-Frobenius Theorem for integral operators with nonnegative kernel. For the reaction-diffusion equation stronger results are known, and only a heuristic argument is given.
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1. Some models in population genetics and dynamics. Population genetics has given rise to an abundance of mathematical models distinguished by various characteristic properties: deterministic or stochastic models; continuous or discrete time; haploid or diploid species; one locus or many loci, and, in the one-locus-case: two or more alleles; one habitat, several discrete habitats, or a habitat that is a region in $\mathbf{R}^{n}$ for $n=1,2$, or 3. The mathematical problems considered in this paper correspond to deterministic models for one locus with two alleles (denoted $A$ and $a$ ) in a diploid population distributed over all of $\mathbf{R}$.

As the literature amply testifies, even the very simplest problem of a population with one locus and two alleles in just one habitat has given rise to an impressive number of different models, and for some of these the analysis of the dynamics is quite complicated. Part of the reason for this complexity is the fact that the natural state space is three-dimensional, the three natural variables being the population sizes ( $u, v, w$ ) of the genotypes $A A, A a$, and $a a$. Two important additional variables are the total population size $N=u+v+w$ and the gene frequency (i.e., the fraction of the gene $A$ in the total gene pool) $p=(2 u+v) /(2 N)$. The latter, in particular, is the focus of attention in population genetics, and models formulated only in terms of this one variable are of special interest.

For a population with separate generations (and under the usual assumption of random mating), the two variables $N$ and $p$ completely determine the state immediately after the creation of a new generation, namely

$$
(u, v, w)=\left(N p^{2}, 2 N p(1-p), N(1-p)^{2}\right) .
$$

Simple assumptions concerning the nature of the selection process lead to a formula of the form

$$
p_{1}=g_{0}(p)
$$

for the gene frequency of the next generation, where

$$
\begin{equation*}
g_{0}(p)=\frac{W_{1} p^{2}+W_{2} p(1-p)}{W_{1} p^{2}+2 W_{2} p(1-p)+W_{3}(1-p)^{2}}, \tag{1}
\end{equation*}
$$

[^10]and the positive numbers $W_{i}, i=1,2,3$ can be interpreted as "fitnesses" of the three genotypes (they can arise in different ways in different models).

When the assumption is added that the population is distributed over a region in space, models can be formulated in terms of variables $u, v, w$, and $N$ with similar interpretations as above, except that they are functions of space and time, and should be thought of as spatial densities. $p$ is also a function of space and time with values that are real numbers between 0 and 1.

The papers by Felsenstein [9] and Weinberger [29] and the book by Fife [11] give impressions of the many different deterministic models that have been proposed for the description of the combined processes of selection, population size dynamics, and migration, as well as of the mathematical results obtained.

Whether or not the dynamics of a spatially distributed population with separate generations can be described in terms of the sole variable $p$ depends on the assumptions concerning the interplay between the processes of selection, population regulation, and migration. If each generation is subject first to selection, then to population regulation (in the form that population density is set to a global constant without change in the local genotype proportions), and finally to migration, then the gene frequency distribution $p_{n+1}$ of the offspring generation is derived from the gene frequency distribution $p_{n}$ of the parent generation by

$$
\begin{equation*}
p_{n+1}=Q p_{n} \tag{2}
\end{equation*}
$$

where $Q$ is a nonlinear integral operator of the form

$$
\begin{equation*}
Q p(x)=\int k(x, y) g(p(y)) d y \tag{3}
\end{equation*}
$$

Here $g$ denotes the function $g_{0}$ given by (1), and the kernel $k$ describes the migration process (cf. Weinberger [29, formulae (2.1)-(2.4)]). If, on the other hand, regulation acts first, followed by selection and migration, then the gene frequency distribution $p_{n+1}$ is given by

$$
\begin{equation*}
p_{n+1}=R p_{n} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
R p(x)=\frac{\int k(x, y) g(p(y)) W(p(y)) d y}{\int k(x, y) W(p(y)) d y} . \tag{5}
\end{equation*}
$$

Here, again, $g$ is the function given by (1), and $W(p)$ is the denominator in (1):

$$
\begin{equation*}
W(p)=W_{1} p^{2}+2 W_{2} p(1-p)+W_{3}(1-p)^{2} \tag{6}
\end{equation*}
$$

(cf. Weinberger [29, formula (2.12)]). It seems that, roughly speaking, these two situations are the only ones for which a model with one-dimensional state space is appropriate.

In the derivation of (2) and (4), the assumption of nonoverlapping generations is crucial. The standard model in the absence of this assumption is a differential equations model of the type considered by Fisher [13] and by Kolmogorov, Petrovskii, and Piskunov [19] in 1937:

$$
\begin{equation*}
\frac{\partial p}{\partial t}=\frac{\partial}{\partial x}\left(a \frac{\partial p}{\partial x}\right)+f(p) \tag{7}
\end{equation*}
$$

(or its equivalent in higher-dimensional space). This model can be justified if the processes of selection and migration are slow when measured in terms of the life span
of individuals (cf., for instance, Nagylaki [23] and Weinberger [28, §8]). The selection process is slow if $W_{1}, W_{2}$, and $W_{3}$ are of the same order of magnitude, say $\bar{W}$. Then $W(p) \approx \bar{W}$ for $0 \leqq p \leqq 1$, and $g_{0}(p)-p \approx f_{0}(p)$, where

$$
\begin{equation*}
f_{0}(p)=p(1-p)\left(d_{1} p-d_{3}(1-p)\right) \tag{8}
\end{equation*}
$$

with

$$
d_{1}=\left(W_{1}-W_{2}\right) / \bar{W}, \quad d_{3}=\left(W_{3}-W_{2}\right) / \bar{W} .
$$

Usually, the function $f$ in (7) is assumed to be of the form (8) with $\left(d_{1}, d_{3}\right)$ proportional to ( $W_{1}-W_{2}, W_{3}-W_{2}$ ). If the time scales of the processes of selection, migration, and reproduction are comparable, it seems that much more complicated models, such as models with age structure, are required.
2. Equilibrium distributions. Existence and stability. Known results. At the present stage of the presentation we will not be very specific about properties of the functions entering in the models (2), (4), and (7). As already indicated, we restrict ourselves to the case $n=1$. We denote by $Q$ and $R$, the operator given by (3) and (5), respectively where
$p$ is a function from $\mathbf{R}$ to $[0,1] ;$
$g:[0,1] \rightarrow[0,1]$ is continuously differentiable and monotone;
$g(0)=0, g(1)=1$;
$W(p)$ is given by (6);
$k$ is nonnegative and satisfies $\int k(x, y) d y=1$ for all $x$.
Similarly, in order to talk conveniently about (7), we introduce the nonlinear differential operator $A$ defined by

$$
A(p)=\frac{\partial}{\partial x}\left(a \frac{\partial p}{\partial x}\right)+f(p),
$$

where
the function $a: \mathbf{R} \rightarrow \mathbf{R}$ is strictly positive;
$f:[0,1] \rightarrow \mathbf{R}$ is continuously differentiable; and
$f(0)=f(1)=0$.
Depending on the model considered, an equilibrium solution is a function $p: \mathbf{R} \rightarrow$ [ 0,1 ] satisfying $Q p=p, R p=p$, or $A p=0$, respectively.

The constant functions $p(x)=0$ and $p(x)=1$ are trivial equilibria. Other obvious equilibria are constant functions $p(x)=\bar{p}$, where $\bar{p}$ is such that $g(\bar{p})=\bar{p}$, or $f(\bar{p})=0$ respectively.

Less obvious, and mathematically and genetically more interesting, are nonconstant equilibrium solutions, so-called clines.

The existence of clines and their stability has been discussed by a large number of authors. It is a typical feature of these papers that stability rests on an assumption about spatial inhomogeneity (in this connection a subdivision of space into a finite or infinite collection of separate habitats is an extreme case of spatial inhomogeneity). See, e.g., Karlin and McGregor [16] for the case of several discrete habitats; Downham and Shah [7], Diekmann [6], and Lui [20] for the discrete time model (2); and Slatkin [27], Conley [4], Fleming [14], May, Endler, and McMurtrie [21], Nagylaki [23], Fife and Peletier [12], and Keller [18] for the diffusion equation model (7).

It is much less clear what to expect in homogeneous space, i.e., in the situation where the region considered is all of $\mathbf{R}$, and the operator $Q, R$, or $A$ commutes with
translations. For the operators $Q$ and $R$, this assumption means that $W_{1}, W_{2}$, and $W_{3}$ (and hence $g$ ) do not depend explicitly on $x$, and that $k$ is of the form $k(x, y)=h(x-y)$. For the operator $\boldsymbol{A}$ it means that $a$ is constant and $f$ does not depend explicitly on $\boldsymbol{x}$.

For (7) the situation is well understood. If $f(p)$ is of the form (8), and if $W_{2} \geqq \min \left(W_{1}, W_{3}\right)$, then every equilibrium is constant. If $W_{2}<\min \left(W_{1}, W_{3}\right)$ (the heterozygote is inferior), then there exist nonconstant equilibria, and every nonconstant equilibrium $p_{0}$ has one of the following properties:
(1) $p_{0}$ is periodic;
(2) $p_{0}$ has a single maximum, and $p_{0}(x) \rightarrow 0$ for $|x| \rightarrow \infty$, i.e., $p_{0}$ represents a "pocket" containing the (superior) gene $A$ surrounded by a population in which the gene $a$ is predominant;
(3) $p_{0}$ has a single minimum, and $p_{0}(x) \rightarrow 1$ for $|x| \rightarrow \infty$, i.e., $p_{0}$ represents a "pocket" containing the (inferior) gene $a$ surrounded by a population in which the gene $A$ is predominant;
(4) $p_{0}$ is a monotone cline, and $p_{0}(x) \rightarrow 0$ for $x \rightarrow-\infty, p_{0}(x) \rightarrow 1$ for $x \rightarrow \infty$ or conversely.

For a given set of $W$ 's, exactly one of the cases (2)-(4) occurs, depending on whether $W_{1}>W_{3}, W_{1}<W_{3}$, or $W_{1}=W_{3}$. Furthermore, a nonconstant equilibrium is unstable unless it is monotone. See, for instance, McKean [22], Bazykin [3], Fife [10], Fife [11, §4.3], Razževă̌kin [24], Rosen [25], and Hagan [15].

Much less is known about the time evolution given by (2) or (4). It can be deduced from Theorem 6.5 in Weinberger [29] that if $g(p)$ is of the form (1), and if $W_{2} \geqq$ $\min \left(W_{1}, W_{3}\right)$, then every equilibrium is constant. In a forthcoming paper we will prove that if the heterozygote is inferior, then there exist nonconstant equilibria. It is not known, however, whether in the inferior heterozygote case, every nonconstant equilibrium has one of the properties (1)-(4), but we conjecture that this is the case. The purpose of the present paper is to prove an instability result analogous to the one mentioned above, viz. that a nonconstant equilibrium for (2) or (4) is unstable unless it is monotone. Since we must assume that the equilibrium considered has one of the properties (1)-(3), we do not quite succeed in this purpose.
3. The role of spatial homogeneity. Heuristics. A number of the assertions in this section should be taken with a grain of salt, for in order to bring out the basic ideas we will not worry about specifying precise conditions under which all steps are valid.

We consider the case of homogeneous space and assume that $p_{0}$ is an equilibrium solution to (2). For $r \in \mathbf{R}$ we let $p_{r}$ denote the translate of $p_{0}$ defined by

$$
\begin{equation*}
p_{r}(x)=p_{0}(x+r) . \tag{9}
\end{equation*}
$$

Then, by the assumption of homogeneity, $p_{r}$ is also an equilibrium solution, i.e.,

$$
\begin{equation*}
Q p_{r}=p_{r} \quad \text { for all real } r . \tag{10}
\end{equation*}
$$

Consequently, if we work in a space $F$ of functions having a differentiable structure, say $F$ is a Banach space or a Banach manifold, and if the curve $r \mapsto p_{r}$ in $F$ is differentiable at 0 , and if $Q$ is differentiable at $p_{0}$, then it follows by differentiation in (10) that

$$
\begin{equation*}
Q^{\prime} p^{\prime}=p^{\prime} . \tag{11}
\end{equation*}
$$

Here $Q^{\prime}$ denotes the derivative of $Q$ at $p_{0}$ and $p^{\prime}$ denotes the derivative of $p_{r}$ at the point $r=0$. Now, with $p_{r}$ defined by (9), it is true in "most" function spaces $F$ that if the derivative $p^{\prime}$ exists, it is equal to the usual derivative $p_{0}^{\prime}$ of $p_{0}$ with respect
to $x$ (for this to be true it is sufficient that the natural injection of $F$ into the space $\mathscr{D}^{\prime}$ of distributions is continuous and that $p_{0}^{\prime}$ is taken in the distribution sense). Also, in "most" function spaces it is true that if the derivative $Q^{\prime}$ exists at $p$, it is given by the linear integral operator

$$
Q^{\prime}\left(p_{0}\right) u(x)=\int h(x-y) g^{\prime}\left(p_{0}(y)\right) u(y) d y
$$

Since $g$ is monotone, $g^{\prime}$ is nonnegative, so $Q^{\prime}\left(p_{0}\right)$ is an integral operator with nonnegative kernel, and by (11) the function $p_{0}^{\prime}$ is an eigenfunction corresponding to the eigenvalue 1 . Finally we note that "a lot of" integral operators with nonnegative kernal have the "Perron-Frobenius property," i.e., there exists a nonnegative eigenfunction, and its corresponding eigenvalue is simple and numerically maximal, i.e., it is equal to the spectral radius of the operator.

Clearly, if the preceding results apply, then an equilibrium solution $p_{0}$ to (2) that is not monotone must be unstable. This is true because $p_{0}^{\prime}$ is an eigenfunction for $Q^{\prime}\left(p_{0}\right)$, and the Perron-Frobenius property implies that the corresponding eigenvalue, which is 1 , is not the largest eigenvalue of $Q^{\prime}\left(p_{0}\right)$ since the eigenfunction $p_{0}^{\prime}$ takes both positive and negative values. But if $Q^{\prime}\left(p_{0}\right)$ has an eigenvalue larger than 1 , then $p_{0}$ is an unstable equilibrium.

Next, consider an equilibrium solution of (4), i.e.,

$$
p_{0}=R p_{0}=\frac{M p_{0}}{N p_{0}}
$$

where

$$
\begin{gather*}
M p(x)=\int h(x-y) g(p(y)) W(p(y)) d y,  \tag{12}\\
N p(x)=\int h(x-y) W(p(y)) d y \tag{13}
\end{gather*}
$$

As above, it follows from the assumption of spatial homogeneity that $p_{0}^{\prime}$ is an eigenfunction of the derivative $R^{\prime}\left(p_{0}\right)$ corresponding to the eigenvalue 1 , and, as above, under mild regularity assumptions, the operator $R^{\prime}\left(p_{0}\right)$ is a linear integral operator with kernel

$$
\begin{align*}
K(x, y) & =h(x-y)\left[N p_{0}(x)\right]^{-2}\left[N p_{0}(x)(g W)^{\prime}\left(p_{0}(y)\right)-M p_{0}(x) W^{\prime}\left(p_{0}(y)\right)\right]  \tag{14}\\
& =h(x-y)\left[N p_{0}(x)\right]^{-1}\left[(g W)^{\prime}\left(p_{0}(y)\right)-p_{0}(x) W^{\prime}\left(p_{0}(y)\right)\right] .
\end{align*}
$$

Since $0 \leqq p_{0}(x) \leqq 1$ for all $x$, the kernel $K$ is nonnegative if

$$
(g W)^{\prime}(p) \geqq \max \left(0, W^{\prime}(p)\right) \quad \text { on }[0,1] .
$$

Precisely as above we see that if $R^{\prime}\left(p_{0}\right)$ has the Perron-Frobenius property, then $p_{0}$ cannot be stable unless it is monotone.

Finally, if $p_{0}$ is an equilibrium solution of

$$
\begin{equation*}
\frac{\partial p}{\partial t}=A p \tag{16}
\end{equation*}
$$

then it follows from the translation invariance of the equation that the derivative $p_{0}^{\prime}$ is a solution to the linear differential equation

$$
a \frac{d^{2} u}{d x^{2}}+f^{\prime}\left(p_{0}(x)\right) u=0
$$

For "a lot of" second-order differential operators of the form

$$
L u=a \frac{d^{2} u}{d x^{2}}+q u
$$

with positive $a$ there is a positivity result related to the Sturm oscillation theorems that, in this connection, can replace the Perron-Frobenius property. The result in question states that if the upper part of the spectrum of $L$ is discrete, then $L$ has a positive eigenfunction, and the corresponding eigenvalue is simple and is the largest point in the spectrum of $L$.

Again, if the preceding results apply, then an equilibrium solution $p_{0}$ to (16) that is not monotone must be unstable. To see this, observe that since $p_{0}^{\prime}$ is an eigenfunction for $L$, and since it takes both positive and negative values, by the above-mentioned positivity result the corresponding eigenvalue, which is zero, is not the largest eigenvalue of $L$. But if $L$ has an eigenvalue larger than zero, then $p_{0}$ is unstable. See Remark 2 below for a strengthening of this statement.

## 4. Formulation of assumptions and theorems.

Assumptions A. The function $g:[0,1] \rightarrow[0,1]$ satisfies the following:
(i) $g(0)=0, g(1)=1$;
(ii) $g$ is differentiable with Hölder continuous derivative;
(iii) $g^{\prime}(p)>0$ on $] 0,1[$;
(iv) $g^{\prime}(0)<1$.

Assumptions B. The function $h: \mathbf{R} \rightarrow \mathbf{R}$ satisfies the following:
(i) $h(x) \geqq 0$ on $\mathbf{R}$;
(ii) $h$ is continuously differentiable;
(iii) $\int h(x) d x=1$;
(iv) $\int\left|h^{\prime}(x)\right| d x<\infty$;
(v) the closed additive subsemigroup of $\mathbf{R}$ generated by $\operatorname{supp}(h)$ is all of $\mathbf{R}$.

Assumptions $\mathbf{C}$. The function $W:[0,1] \rightarrow \mathbf{R}$ satisfies the following:
(i) $W(p)>0$ on $[0,1]$;
(ii) $W$ is differentiable with Hölder continuous derivative;
(iii) $(g W)^{\prime}(p) \geqq \max \left(0, W^{\prime}(p)\right)$ for $\left.p \in\right] 0,1[$.

Definition. By $P$ we denote the subset of $L^{\infty}$ defined by

$$
P=\left\{p \in L^{\infty}: 0 \leqq p(x) \leqq 1 \text { a.e. }\right\} .
$$

Theorem 1. Let Assumptions A and B be satisfied, and let Q be defined by (cf. (3))

$$
\begin{equation*}
Q p(x)=\int h(x-y) g(p(y)) d y \tag{17}
\end{equation*}
$$

Let $p_{0}$ be a solution to the equation $Q p=p$, assume that $p_{0}$ is not constant, and that either

$$
\begin{gathered}
p_{0}(x) \rightarrow 0 \text { for }|x| \rightarrow \infty, \text { or } \\
p_{0} \text { is periodic. }
\end{gathered}
$$

Then $p_{0}$ is an unstable equilibrium for (2) considered as a discrete dynamical system in $P$.

Theorem 2. Let Assumptions A, B, and C be satisfied, and let $R$ be defined by (cf. (5))

$$
\begin{equation*}
R p(x)=\frac{\int h(x-y) g(p(y)) W(p(y)) d y}{\int h(x-y) W(p(y)) d y} \tag{18}
\end{equation*}
$$

Let $p_{0}$ be a solution to the equation $R p=p$, assume that $p_{0}$ is not constant, and that either

$$
p_{0}(x) \rightarrow 0 \quad \text { for }|x| \rightarrow \infty, \quad \text { or }
$$

$p_{0}$ is periodic.
Then $p_{0}$ is an unstable equilibrium for (4) considered as a discrete dynamical system in $P$.

Remark 1. For the sake of wider applicability, the results have been given a formulation independent of population genetics. Let us briefly describe their application to the models of population genetics.

If $g$ is given by (1), then Assumptions $\mathrm{A}(\mathrm{i})$-(iii) hold for all positive $W_{1}, W_{2}$, $W_{3}$, and Assumption A(iv) holds if and only if the heterozygote is inferior. If $W$ is given by (6), then Assumptions C(i)-(ii) hold for all positive $W_{1}, W_{2}, W_{3}$, and Assumption C(iii) holds if and only if $W_{2} \leqq 2 \min \left(W_{1}, W_{3}\right)$. Thus, if the heterozygote is inferior, Assumptions A and C hold. In this case it is also true that $g^{\prime}(1)<1$, and then the conclusions of Theorems 1 and 2 hold also for equilibria $p_{0}$ that satisfy $p_{0}(x) \rightarrow 1$ for $|x| \rightarrow \infty$.

Let us also note that (as mentioned above) if the heterozygote is not inferior, then all equilibria are constant.

Remark 2. As mentioned in § 2, it is known that nonmonotone equilibrium solutions of the nonlinear diffusion equation (16) are unstable. Actually, they have the so-called "hair-trigger" instability property (cf. Aronson and Weinberger [1], [2]), which is much stronger than that which can be proved along the lines considered in this paper. Instability results of hair-trigger type have also been proved for the unstable constant equilibria of (2) and (4) (cf. Weinberger [29]), and although we have not been able to prove it, we conjecture that similar results are valid for nonmonotone clines.

## 5. Proofs of the theorems.

Proof of Theorem 1. The proof is divided into several steps.
(i) $p_{0}$ does not assume the values 0 or 1 .

Let us prove that $p_{0}$ does not assume the value 0 . That it does not assume the value 1 follows by means of the transformation $p \mapsto 1-p$ and Assumption B(iii).

Since $p_{0}$ is not constant, it is not identically 0 , and $g\left(p_{0}\right)$ is different from 0 where $p_{0}$ is. Since both $h$ and $g\left(p_{0}\right)$ are nonnegative, it follows from (17) that the support of $p_{0}$ contains the set $\operatorname{supp}\left(p_{0}\right)+\operatorname{supp}(h)$.

But then we first deduce from Assumption $\mathrm{B}(\mathrm{v})$ that $\operatorname{supp}\left(p_{0}\right)$ is all of $\mathbf{R}$, and, next, that $p_{0}(x)>0$ for all $x$.
(ii) $p_{0}$ is twice continuously differentiable.

Since $p_{0}=Q p_{0}$, it follows from Assumptions $\mathrm{B}(\mathrm{iv})$ and $\mathrm{A}(\mathrm{ii})$ that $p_{0}$ is differentiable with

$$
\begin{aligned}
p_{0}^{\prime}(x) & =\int h^{\prime}(x-y) g\left(p_{0}(y)\right) d y \\
& =\int h(x-y) g^{\prime}\left(p_{0}(y)\right) p_{0}^{\prime}(y) d y
\end{aligned}
$$

Here, $h$ can again be differentiated, and the claim follows.
(iii) $Q$ is differentiable.

In fact, $Q$ is differentiable at any $\boldsymbol{p} \in P$ with

$$
\begin{equation*}
Q^{\prime}(p) u(x)=\int h(x-y) g^{\prime}(p(y)) u(y) d y . \tag{19}
\end{equation*}
$$

It is clear that the linear map given by (19) is bounded in $L^{\infty}$. To see that it is the derivative of $Q$ note that

$$
\begin{aligned}
Q(p+u)-Q(p) & =\int h(x-y)[g(p(y)+u(y))-g(p(y))] d y \\
& =\int d y \int_{0}^{1} h(x-y) g^{\prime}(p(y)+t u(y)) u(y) d t,
\end{aligned}
$$

and use the uniform continuity of $g^{\prime}$. See also the remark following the proof.
(iv) $Q^{\prime}$ is Hölder continuous.

This is an immediate consequence of the Hölder continuity of $g^{\prime}$. We note in passing that it is essential that the topology in $P$ be derived from the $L^{\infty}$-norm and not from an $L^{r}$-norm with $r<\infty$.

In the rest of the proof we consider separately the case $p_{0}(x) \rightarrow 0$ at $\infty((v)$-(viii) below) and the case of periodic $p_{0}((\mathrm{x})$ below $)$.

First we discuss the case $p_{0}(x) \rightarrow 0$ at $\infty$.
(v) The linear map $K=Q^{\prime}\left(p_{0}\right)$ has the Perron-Frobenius property.

More precisely, the spectral radius $r$ of $K$ is an eigenvalue of multiplicity 1 , and it has a nonnegative eigenvector.

We will deduce this from the following result (cf. Schaefer [26, Thm. 3.2, p. 270]).
Let $E$ be a Banach lattice and $K$ an irreducible positive continuous linear mapping in $E$ with spectral radius $r$. If $r$ is a pole of the resolvent of $K$, then $r$ has algebraic multiplicity 1, and there exists a nonnegative eigenvector.

The positivity of $K$ follows from Assumption A(iv) and its irreducibility from Assumption $\mathrm{B}(\mathrm{v})$, so in order to establish (v) it remains to prove that $r$ is a pole of the resolvent. As we shall see in (vii) below, this statement follows from step (vi).
(vi) There exist operators $K_{1}$ and $K_{2}$ in $L^{\infty}$ such that $K=K_{1}+K_{2},\left\|K_{1}\right\|<1, K_{2}$ is compact.

To prove this, we note that by Assumption A(iv) and the assumption that $p_{0} \rightarrow 0$ at $\infty$, there exist real numbers $c<1$ and $C$ such that

$$
\begin{equation*}
g^{\prime}\left(p_{0}(y)\right) \leqq c \quad \text { for }|y|>C . \tag{20}
\end{equation*}
$$

Then define the operators $K_{1}$ and $K_{2}$ by

$$
\begin{aligned}
& K_{1} u(x)=\int_{|y|>C} h(x-y) g^{\prime}\left(p_{0}(y)\right) u(y) d y, \\
& K_{2} u(x)=\int_{|y| \leqq C} h(x-y) g^{\prime}\left(p_{0}(y)\right) u(y) d y .
\end{aligned}
$$

It is clear that $K=K_{1}+K_{2}$, and from Assumption $\mathrm{B}(i i i)$ and (20) it follows that $\left\|K_{1}\right\| \leqq c<1$.

Let $h_{y}$ denote the function $h_{y}(x)=h(x-y)$. Since $h$ is uniformly continuous, the function $y \mapsto h_{y}$ from $\mathbf{R}$ to $L^{\infty}$ is continuous, and hence the set $H=\left\{h_{y}:|y| \leqq C\right\}$ is a compact subset of $L^{\infty}$.

By a theorem of Mazur (cf. Dunford and Schwartz [8, p. 416]), the closed convex hull $\hat{H}$ of $H \cup(-H)$ is also compact, and for any $u$ in $L^{\infty}$ we have $K_{2} u \in 2 C M\|u\| \hat{H}$, where $M$ denotes the maximum of $g^{\prime}$.

The compactness of $K_{2}$ follows.
(vii) The spectral radius $r$ of $K$ is a pole of the resolvent of $K$.

Let $\sigma_{e}(K)$ denote the essential spectrum of the linear operator $K$, i.e., the set of complex numbers $\lambda$ such that $\lambda I-K$ is not a semi-Fredholm operator (cf. Kato [17, p. 243]).

Then $\sigma_{e}\left(K_{1}\right)$ is contained in the spectrum of $K_{1}$, and hence in the closed disc of radius $\left\|K_{1}\right\|$. Since $K_{2}$ is compact, it follows from the Stability Theorem 5.35 in Kato [17, p. 244] that $\sigma_{e}(K)$ is contained in the same disc. Since $K$ is bounded, it follows from Kato [17, p. 243] that, except for a discrete set of eigenvalues of finite algebraic multiplicity, the complement of this disc belongs to the resolvent set of $K$.

Now observe that 1 is an eigenvalue of $K$ (with the eigenvector $p_{0}^{\prime}$ ), and that, consequently, $r \geqq 1>\left\|K_{1}\right\|$.

It is well known (cf., for instance, Schaefer [26, p. 264]), that $r$ is a point in the spectrum of $K$, and the facts collected above show that it is an isolated eigenvalue of finite algebraic multiplicity. Thus (cf., for instance, Kato [17, III.6.5]), it is a pole of the resolvent of $K$.
(viii) $p_{0}$ is unstable.

By (v), $r$ has multiplicity 1 , and there exists a positive eigenvector corresponding to $r$. Since $p_{0}^{\prime}$ takes both positive and negative values, it cannot be an eigenvector corresponding to the eigenvalue $r$. On the other hand, $p_{0}^{\prime}$ is an eigenvector for $K$ corresponding to the eigenvalue 1 , and it follows that $r>1$.

The instability of $p_{0}$ is now a consequence of (ix) below. The required regularity of $Q$ was established in (iv). Also see the remark following the proof.
(ix) A discrete instability theorem.

Let $U$ be a neighborhood of 0 in a Banach space $F$, let $f: U \rightarrow F$ be of class $C^{1+\alpha}$ for some $\alpha$ with $0<\alpha<1$, and assume that 0 is a fixed point of $f$. If the spectral radius $r$ of the differential $K=d f$ of $f$ at 0 satisfies $r>1$, then 0 is an unstable equilibrium of $f$ considered as a discrete dynamical system in $U$.

This result is a straightforward adaptation to the discrete time situation of Theorem 2.3 in Daleckiĭ and Kreĭn [5, Chap. VII].
(x) The case of periodic $p_{0}$.

Let $l$ denote the period of $p_{0}$, define $L_{\text {per }}^{\infty}$ to be the subspace of $L^{\infty}$ consisting of functions of period $l$, and put $P_{\text {per }}=P \cap L_{\text {per }}^{\infty}$. Then it is clear that $P_{\text {per }}$ is invariant under $Q$, and in order to prove that $p_{0}$ is unstable in $P$ it is sufficient to prove that it is unstable in $P_{\text {per }}$.

Define

$$
h_{\mathrm{per}}(x)=\sum_{n=-\infty}^{\infty} h(x-n l),
$$

then $h_{\text {per }}$ is periodic with period $l$, and it follows from Assumptions B that
$h_{\text {per }}(x) \geqq 0$ for $x \in \mathbf{R}$;
$\int_{0}^{1} h_{\mathrm{per}}(x) d x=1$;
$h_{\text {per }}$ is absolutely continuous; and
$\int_{0}^{l}\left|h_{\text {per }}^{\prime}(x)\right| d x<\infty$.
Clearly, the restriction of $Q$ to $P_{\text {per }}$ is given by

$$
Q p(x)=\int_{0}^{l} h_{\operatorname{per}}(x-y) g(p(y)) d y
$$

and, similarly, the restriction of the differential $K=Q^{\prime}\left(p_{0}\right)$ to $L_{\text {per }}^{\infty}$ is given by

$$
\begin{equation*}
K u(x)=\int_{0}^{l} h_{\mathrm{per}}(x-y) g^{\prime}\left(p_{0}(y)\right) u(y) d y . \tag{21}
\end{equation*}
$$

The proof now proceeds as above, but it is simplified by the fact that the operator $K$ defined on $L_{\text {per }}^{\infty}$ by (21) is compact.

Remark. Strictly speaking, the statements about differentiability of $Q$ and the use of the instability theorem (ix) require $P$ to be an open subset of $L^{\infty}$, and this is clearly not the case. This difficulty is most easily overcome by extending $g$ to an open interval containing [0, 1].

To prove instability of $p_{0}$ inside $P$ we must restrict ourselves to the consideration of initial values in $P$. The initial values which, in the proof of (ix), are used to prove the instability, are of the form $\varepsilon u$, where $u$ is an eigenvector for $K$ corresponding to the eigenvalue $r$. In the application to the present situation $u$ is nonnegative, so that, fortunately, $p_{0}+\varepsilon u \in P$ for $\varepsilon$ small and positive.

Proof of Theorem 2. The proof is quite similar to the proof of Theorem 1, and many details will be omitted.

Note that $W(p)$ is bounded away from 0 for all $p \in P$ in view of Assumption C(i), and hence, so is the denominator in (18).

Define the operators $M$ and $N$ as in (12) and (13).
(i) First, we prove that $p_{0}$ does not assume the values 0 and 1 , and that it is twice continuously differentiable.

Also, $R$ is differentiable,

$$
R^{\prime}\left(p_{0}\right) u(x)=\int K(x, y) u(y) d y
$$

where the kernel $K$ is given by (14), and, consequently, $R^{\prime}$ is Hölder continuous.
It follows from Assumptions $\mathrm{C}(\mathrm{i})$, (iii) that $K$ is nonnegative. The proof of the irreducibility of $R^{\prime}\left(p_{0}\right)$ uses the strict inequalities in Assumption C(iii), the fact that $p_{0}$ does not assume the values 0 and 1 , and Assumption $\mathrm{B}(\mathrm{v})$. In the periodic case $R^{\prime}\left(p_{0}\right)$ is compact, just as $Q^{\prime}\left(p_{0}\right)$ was, so only the case $p_{0} \rightarrow 0$ at $\infty$ requires further consideration.
(ii) As in (v) in the proof of Theorem 1 we will show that there exist operators $K_{1}$ and $K_{2}$ in $L^{\infty}$ such that $R^{\prime}\left(p_{0}\right)=K_{1}+K_{2},\left\|K_{1}\right\|<1, K_{2}$ is compact.

First note that $W\left(p_{0}(y)\right) \rightarrow W(0)$ for $|y| \rightarrow \infty$, and hence, by dominated convergence,

$$
N p_{0}(x)=\int h(y) W\left(p_{0}(x-y)\right) d y \rightarrow \int h(y) W(0) d y=W(0) \quad \text { for }|x| \rightarrow \infty
$$

Now define

$$
\begin{aligned}
& H_{1}(x, y)=h(x-y)\left[N p_{0}(x)\right]^{-1} W\left(p_{0}(y)\right) g^{\prime}\left(p_{0}(y)\right), \\
& H_{2}(x, y)=h(x-y)\left[N p_{0}(x)\right]^{-1} g\left(p_{0}(y)\right) W^{\prime}\left(p_{0}(y)\right), \\
& H_{3}(x, y)=-h(x-y)\left[N p_{0}(x)\right]^{-1} p_{0}(x) W^{\prime}\left(p_{0}(y)\right) .
\end{aligned}
$$

If we choose $c$ such that $g^{\prime}(0)<c<1$ (cf. Assumption $A(i v)$ ), then there exists a real number $C$ such that

$$
\begin{equation*}
|x|>C \text { and }|y|>C \Rightarrow\left[N p_{0}(x)\right]^{-1} W\left(p_{0}(y)\right) g^{\prime}\left(p_{0}(y)\right) \leqq c . \tag{22}
\end{equation*}
$$

Let $\chi$ denote the characteristic function of the interval $[-C, C$ ], define

$$
\begin{aligned}
& H_{11}(x, y)=H_{1}(x, y)(1-\chi(x))(1-\chi(y)), \\
& H_{12}(x, y)=H_{1}(x, y)(1-\chi(x)) \chi(y), \\
& H_{13}(x, y)=H_{1}(x, y) \chi(x),
\end{aligned}
$$

and note that the kernel $K$ can be written

$$
K=H_{11}+H_{12}+H_{13}+H_{2}+H_{3} .
$$

It follows from (22) that the integral operator $K_{11}$ with kernel $H_{11}$ has operator norm at most equal to $c$, and, as in (vi) in the proof of Theorem 1, that the integral operator $K_{12}$ with kernel $H_{12}$ is compact.

Since $g\left(p_{0}(y)\right) \rightarrow 0$ at $\infty$, the operator $K_{2}$ with kernel $H_{2}$ is the uniform limit of the compact operators $K_{2 n}$ defined by

$$
K_{2 n} u(x)=\int_{-n}^{n} H_{2}(x, y) u(y) d y,
$$

and consequently $K_{2}$ is compact.
The operators $K_{13}$ and $K_{3}$ with kernels $H_{13}$ (respectively $H_{3}$ ), are the adjoints in $L^{\infty}$ of integral operators in $L^{1}$ with kernels that are the transposes of $H_{13}$, (respectively $H_{3}$ ). The proofs of the compactness of these $L^{1}$-operators are identical with the proofs of the compactness of $K_{12}$ and $K_{2}$. But when the $L^{1}$-operators are compact, then so are their adjoints $K_{13}$ and $K_{3}$.

We have now shown that

$$
R^{\prime}\left(p_{0}\right)=K_{11}+K_{12}+K_{13}+K_{2}+K_{3}
$$

with $\left\|K_{11}\right\| \leqq c<1$ and $K_{12}, K_{13}, K_{2}$, and $K_{3}$ compact, and from here the proof proceeds as for Theorem 1.
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# EXISTENCE OF BEST PARAMETRIC INTERPOLATION BY CURVES* 
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#### Abstract

Given $n$ points in $\mathbb{R}^{d}$, find an acceptable interpolating curve. This problem is addressed in this paper. Analogues of the natural spline interpolators are examined, and the nonlinear problem that arises when the interpolation abscissae are treated as variables in the minimum seminorm problem is discussed in detail.
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1. Introduction. The following problem is addressed. Given vectors $\mathbf{z}_{1}, \cdots, \mathbf{z}_{n} \in$ $\mathbb{R}^{d}$, the $d$-dimensional Euclidean space, and given points

$$
\begin{equation*}
\mathrm{t}: a=t_{1}<t_{2}<\cdots<t_{n}=b, \tag{1}
\end{equation*}
$$

we introduce the class

$$
\begin{equation*}
U_{k, t}\left(\left\{\mathbf{z}_{i}\right\}_{i=1}^{n}\right):=\left\{\mathbf{f}(t)=\left(f_{1}(t), \cdots, f_{d}(t)\right): f_{j} \in L_{2}^{k}(a, b), \mathbf{f}\left(t_{i}\right)=\mathbf{z}_{i}, 1 \leqq i \leqq n\right\} \tag{2}
\end{equation*}
$$

where $L_{2}^{k}(a, b)$ is the space of functions with $k-1$ absolutely continuous derivatives and $k$ th derivative in $L_{2}(a, b)$. Hence $U_{k, t}$ is the class of all smooth curves in $\mathbb{R}^{d}$ which pass through the points $\mathbf{z}_{i} \in \mathbb{R}^{d}$ at the time $t_{i}, 1 \leqq i \leqq n$. Then we look for a best interpolating curve in the sense that

$$
\begin{equation*}
I=\inf _{\mathbf{t}} \inf \left\{\| \| \mathbf{f}^{(k)} \|: \mathbf{f}^{(k)}:=\left(f_{1}^{(k)}, \cdots, f_{d}^{(k)}\right), \mathbf{f} \in U_{k, \mathbf{t}}\left(\left\{\mathbf{z}_{i}\right\}_{i=1}^{n}\right)\right\} \tag{3}
\end{equation*}
$$

is attained, where

$$
\begin{equation*}
\|\mathbf{f}\|:=\sqrt{\int_{a}^{b} \sum_{i=1}^{d}\left|f_{i}(t)\right|^{2} d t} \tag{4}
\end{equation*}
$$

We are interested in existence and uniqueness of solutions of (3), in particular in determining optimal knots $\mathbf{t}=\left\{t_{1}, \cdots, t_{n}\right\}$. If we work with fixed knots, i.e., we take in (3) the infimum only with respect to $U_{k, t}\left(\left\{\mathbf{z}_{i}\right\}_{i=1}^{n}\right)$, the problem reduces to the classical spline problem. The geometric motivation for (3) comes from the fact that curves may be parametrized differently, which influences the choice of the $\boldsymbol{t}_{i}$. An interesting physical interpretation in case $k=2$ is that a solution of (3) presents a trajectory with the least kinetic energy through prescribed points in $\mathbb{R}^{d}$ (see, e.g., Töpfer [3], Marin [2]). In the latter paper, existence and uniqueness of a solution of (3) has been shown in case $k=2, d=1$.
2. Existence. We assume from now on that $n>k$, since otherwise (3) would have a trivial solution in $\pi_{k}$, the class of curves with component functions being polynomials of degree $<k$. Next we introduce the following subclass of $U_{k, \mathbf{t}}$ (for data $\left\{\mathbf{w}_{i}\right\}_{i=1}^{n}$ with $\mathbf{w}_{1}=0$ ):

$$
\begin{equation*}
\left.U_{k, \mathbf{t}}^{0}\left(\left\{\mathbf{w}_{i}\right\}_{i=2}^{n}\right):=\left\{\mathbf{g} \in U_{k, \mathbf{t}}\left(\left\{\mathbf{w}_{i}\right\}_{i=1}^{n}\right): \mathbf{g}^{(\nu)}(a)=0,1 \leqq \nu \leqq k-1, g(a) \equiv \mathbf{w}_{1}=0\right)\right\} . \tag{5}
\end{equation*}
$$

With the help of this notion the problem can be reformulated.

[^11]Lemma 1. The following relation holds:

$$
\begin{equation*}
I=\inf _{\mathbf{p} \in \pi_{k}}\left\{\inf _{\mathbf{t}} I_{\mathbf{t}, \mathbf{p}} ; p(a)=\mathbf{z}_{1}\right\} \tag{6}
\end{equation*}
$$

where for fixed $\mathbf{t}$ satisfying (1)

$$
\begin{equation*}
I_{\mathbf{t}, \mathbf{p}}:=\inf \left\{\left\|\mathbf{g}^{(k)}\right\|: \mathbf{g} \in U_{k, \mathbf{t}}^{0}\left(\left\{\mathbf{z}_{i}-\mathbf{p}\left(t_{i}\right)\right\}_{i=2}^{n}\right)\right\} . \tag{7}
\end{equation*}
$$

Furthermore, to any solution $\mathbf{t}^{*}, \mathbf{f}^{*}$ of (3) there corresponds a solution $\mathbf{t}^{*}, \mathbf{g}^{*}$, and $\mathbf{p}^{*}$ of the right-hand side of (6) and conversely. In this case $\mathbf{p}^{*}$ is the Taylor polynomial $\in \pi_{k}^{*}$ of $\mathbf{f}^{*}$ at the point a.

Proof. For each $\mathbf{f} \in U_{k, \mathbf{t}}$ we write

$$
\begin{equation*}
\mathbf{f}(t)=\sum_{\nu=0}^{k-1} \mathbf{f}^{(\nu)}(a)(t-a)^{\nu} / \nu!+\mathbf{g}(t) \equiv \mathbf{p}_{f}(t)+\mathbf{g}(t) . \tag{8}
\end{equation*}
$$

Then we have $\mathbf{f}^{(k)}=\mathbf{g}^{(k)}, \mathbf{p}_{f} \in \pi_{k}$ with $\mathbf{p}_{f}(a)=\mathbf{z}_{1}$ and $\mathbf{g} \in U_{k, t}^{0}\left(\left\{\mathbf{z}_{i}-\mathbf{p}_{f}\left(t_{i}\right)\right\}_{i=2}^{n}\right)$ so that for any fixed set $\mathbf{t}=\left(t_{1}, \cdots, t_{n}\right)$ it follows that

$$
\inf \left\{\left\|\left|\mid f^{(k)} \|: f \in U_{k, \mathbf{t}}\left(\left\{z_{i}\right\}_{i=1}^{n}\right)\right\} \geqq I_{t, \mathbf{p}} \geqq \inf _{\mathbf{p} \in \pi_{k}}\left\{\inf _{\mathbf{t}} I_{t, \mathbf{p}}: \mathbf{p}(a)=\mathbf{z}_{1}\right\} .\right.\right.
$$

Taking the inf with respect to $t$, we obtain " $\geqq$ " in (6). On the other hand, for any fixed $\mathbf{p} \in \pi_{k}$ we have trivially

$$
\left.I \leqq \inf _{\mathbf{t}} \inf \left\{\left\|\mathbf{g}^{(k)}\right\|: \mathbf{g} \in U_{k, t}^{0}\left(\left\{\mathbf{z}_{i}-\mathbf{p}\left(t_{i}\right)\right\}_{i=2}^{n}\right)\right\}, \mathbf{g}\left(t_{i}\right)+\mathbf{p}\left(\boldsymbol{t}_{i}\right)=\mathbf{z}_{i}, \mathbf{p}(a)=\mathbf{z}_{1}\right\},
$$

which proves equality in (6) after taking the inf with respect to $\mathbf{p}$. Now if there were a solution $\mathbf{t}^{*}, \mathbf{f}^{*}$ with $\mathbf{f}^{*}$ attaining $I$, it could be decomposed as in (8) with $I=\left\|\mathbf{g}^{*(k)}\right\|$ so that $\mathbf{g}^{*}, \mathbf{p}^{*}, \mathbf{t}^{*}$ would form a solution triple of the right-hand side of (6). On the other hand, such a solution triple yields via $\mathbf{f}^{*}:=\mathbf{g}^{*}+\mathbf{p}^{*}$ a solution pair $\mathbf{t}^{*}, \mathbf{f}^{*}$ attaining $I$.

Now we investigate the infimum problem (7).
Lemma 2. For each fixed $\mathbf{p} \in \pi_{k}$ and $\mathbf{t}=\left(t_{1}, \cdots, t_{n}\right)$ satisfying (1) the infimum $I_{\mathbf{t}, \mathbf{p}}$ is uniquely attained by a function $\mathbf{g}^{*} \in U_{k, \mathbf{t}}^{0}\left(\left\{\mathbf{z}_{i}-\mathbf{p}\left(t_{i}\right)\right\}_{i=2}^{n}\right)$ of the form

$$
\begin{equation*}
g^{*(k)}(t)=\sum_{i=2}^{n} \alpha_{i} \varphi_{i}(t), \quad \varphi_{i}(t):=\left(t_{i}-t\right)_{+}^{k-1} /(k-1)!. \tag{9}
\end{equation*}
$$

The vectors $\boldsymbol{\alpha}_{i} \in \mathbb{R}^{d}$ are uniquely determined via the system

$$
\begin{equation*}
\sum_{i=2}^{n} \boldsymbol{\alpha}_{i} G_{i j}=\mathbf{z}_{j}-\mathbf{p}\left(t_{j}\right), \quad 2 \leqq j \leqq n \tag{10}
\end{equation*}
$$

where $G_{t}=\left(G_{i j}\right)$ is the Gramian matrix

$$
\begin{equation*}
G_{i j}:=\left(\varphi_{i}, \varphi_{j}\right)=\int_{a}^{b} \varphi_{i}(t) \varphi_{j}(t) d t, \quad 2 \leqq i, j \leqq n . \tag{11}
\end{equation*}
$$

The value of the infimum $I_{t, p}$ is given by

$$
\begin{equation*}
I_{t, p}^{2}=\left\langle G_{\mathbf{t}} \boldsymbol{\alpha}, \alpha\right\rangle=\left\langle G_{\mathbf{t}}^{-1}\left(\mathbf{z}-p_{\mathbf{t}}\right), \mathbf{z}-p_{\mathbf{t}}\right\rangle . \tag{12}
\end{equation*}
$$

Here the scalar product is to be understood as a sum of $n$ scalar products in $\mathbb{R}^{d}$ namely between the $n$ components $\mathbf{z}-p_{\mathrm{t}}$ and $G_{\mathrm{t}}^{(-1)}\left(\mathbf{z}-p_{\mathrm{t}}\right)$ where $\mathbf{z}=\left\{\mathbf{z}_{i}\right\}_{i=1}^{n}, p_{\mathrm{t}}=\left\{\boldsymbol{p}\left(t_{i}\right)\right\}_{i=1}^{n}$ and $G_{t}^{-1}$ denote the inverse of $G_{\mathrm{t}}$ above. (The scalar products are formed with respect to the subsequences of $\mathbf{z}-p_{\mathbf{t}}$, which arise by taking in $\mathbf{z}_{i}, \mathbf{p}\left(t_{i}\right)$ their $\mathbb{R}^{d}$-components.)

Proof. The principal observation is that for $\mathbf{g} \in U_{k, t}^{0}\left(\left\{\mathbf{w}_{j}\right\}_{j=2}^{n}\right)$ the point functional $g\left(t_{i}\right), 2 \leqq i \leqq n$, can be written as

$$
\begin{equation*}
g\left(t_{i}\right)=\int_{a}^{b} \varphi_{i}(t) \mathbf{g}^{(k)}(t) d t \tag{13}
\end{equation*}
$$

This follows easily by repeated partial integration yielding

$$
\begin{aligned}
\int_{a}^{b} \frac{\left(t_{j}-t\right)_{+}^{k-1}}{(k-1)!} \mathbf{g}^{(k)}(t) d t & =\int_{a}^{b} \frac{\left(t_{j}-t\right)_{+}^{k-2}}{(k-2)!} \mathbf{g}^{(k-1)}(t) d t \\
& =\int_{a}^{b}\left(t_{j}-t\right)_{+}^{0} \mathbf{g}^{\prime}(t) d t=\int_{a}^{t_{j}} \mathbf{g}^{\prime}(t) d t=\mathbf{g}\left(t_{i}\right)=\mathbf{w}_{i} .
\end{aligned}
$$

After choosing a function $\mathbf{g}_{0} \in U_{k, t}^{0}\left(\left\{\mathbf{w}_{j}\right\}_{j=2}^{0}\right)$, we can now write

$$
\begin{aligned}
I_{t, \mathrm{p}} & =\inf \left\{\left\|\mathbf{g}^{(k)}+\mathbf{g}_{0}^{(k)}\right\|: \mathbf{g} \in U_{k, \mathbf{t}}^{0}\left(\{0\}_{j=2}^{n}\right)\right\} \\
& =\inf \left\{\left\|\mathbf{g}^{(k)}+\mathbf{g}_{0}^{(k)}\right\|: \int_{a}^{b} \mathbf{g}^{(k)}(t) \varphi_{j}(t) d t=0,2 \leqq j \leqq n\right\} .
\end{aligned}
$$

Hence we conclude, in the standard manner for Hilbert spaces, that the solution $\mathbf{g}^{*}(k)$ must be in the $\mathbb{R}^{d}$-valued span of $\left\{\varphi_{j}\right\}_{j=2}^{n}$. This gives (9) and conditions $\mathbf{g}^{*}\left(t_{j}\right)=\mathbf{w}_{j}=$ $\mathbf{z}_{j}-\mathbf{p}\left(t_{j}\right), 2 \leqq j \leqq n$, determine $g^{*}$ uniquely via (10) in view of (13). Finally, (12) is obtained by direct calculation.

Remark. The procedure of Lemma 2 is well known for the classical spline problem, where a relation of type (13) is usually employed with divided differences and B -splines. The point here-to be used later-is that the right-hand side of (10) has a much simpler form than would be the case for the classical spline approach. Information about the size of the eigenvalues of the matrix $G_{t}$ gives the following.

Lemma 3. For a sequence t satisfying (1) set

$$
\begin{equation*}
\delta:=\min \left(t_{j+1}-t_{j}\right) \tag{14}
\end{equation*}
$$

Then for any sequence $\left\{\beta_{i}\right\}_{i=2}^{n}, \beta_{i} \in \mathbb{R}$ there holds

$$
\begin{equation*}
C(b-a) \delta^{2 k} \sum_{i=2}^{n}\left|\beta_{i}\right|^{2} \leqq \sum_{i, j=2}^{n} G_{i j} \beta_{i} \beta_{j} \leqq n(b-a)^{2 k-1} \sum_{i=2}^{n}\left|\beta_{i}\right|^{2} \tag{15}
\end{equation*}
$$

where $C$ is an absolute constant.
Proof. We have by definition

$$
\sum_{i, j=2}^{n} G_{i j} \beta_{i} \beta_{j}=\int_{a}^{b}\left|\sum_{i=2}^{n} \beta_{i} \varphi_{i}(t)\right|^{2} d t \leqq \sum_{i=2}^{n}\left|\beta_{i}\right|^{2} \int_{a}^{b} \sum_{i=2}^{n}\left|\varphi_{i}(t)\right|^{2} .
$$

From this the inequality from above in (15) follows immediately in view of the (rough) estimate $\left|\varphi_{i}(t)\right|^{2} \leqq(b-a)^{2 k-2}$ for $t \in[a, b]$.

For the converse inequality we construct functions $\psi_{i} \in L_{\infty}^{(k)}(a, b)$ with

$$
\begin{equation*}
\delta_{i j}=\int_{a}^{b} \varphi_{j}(t) \psi_{i}^{(k)}(t) d t, \quad 2 \leqq i, \quad j \leqq n . \tag{16}
\end{equation*}
$$

Relation (13) says that this is equivalent to

$$
\delta_{i j}=\psi_{i}\left(t_{j}\right) .
$$

Hence the choice $\psi_{i}(t)=h\left(\left(t-t_{i}\right) / \delta\right)$ where $h$ is a fixed function $\in L_{\infty}^{k}(-\infty, \infty)$ with support ( 0,1 ) will achieve this. It follows from (16) that (setting $s=\sum_{j=2}^{n} \beta_{j} \varphi_{j}$ )

$$
\left|\beta_{i}\right|^{2}=\left[\int_{a}^{b} s(t) \psi_{i}^{(k)}(t)\right]^{2} \leqq \int_{a}^{b}\left|\psi_{i}^{(k)}\right|^{2} \int_{a}^{b}|s|^{2} \leqq C\left(t_{i+1}-t_{i-1}\right) \delta^{-2 k} \int_{a}^{b}|s|^{2}
$$

Summing over $i$ yields the other inequality in (15).
Remark. The lower bound quantitatively exhibits the ill conditioning of the truncated power basis.

In the next step we settle the question of the dependence of $I_{t, p}$ of $\mathbf{p}$.
Lemma 4. For each $\mathbf{t}$ satisfying (1) there is a unique $\mathbf{p}_{t}^{*}$ satisfying

$$
\begin{equation*}
I_{\mathrm{t}} \equiv \inf _{\mathrm{p}} I_{\mathrm{t}, \mathrm{p}}=\sqrt{\left\langle G_{\mathrm{t}}^{-1}\left(\mathrm{z}-p_{\mathrm{t}}^{*}\right), \mathrm{z}-p_{\mathrm{t}}^{*}\right\rangle}=\sqrt{\left\langle G_{\mathrm{t}}^{-1} \mathrm{z}, \mathrm{z}\right\rangle-\left\langle G_{\mathrm{t}}^{-1} p_{\mathrm{t}}^{*}, p_{\mathrm{t}}^{*}\right\rangle} . \tag{17}
\end{equation*}
$$

Proof. Since $G_{t}$ is symmetric and positive definite, so is $G_{t}^{-1}$. Hence we can define the inner product

$$
\begin{equation*}
\langle\mathbf{u}, \mathbf{v}\rangle_{G}:=\left\langle G_{\mathbf{t}}^{-1} \mathbf{u}, \mathbf{v}\right\rangle \tag{18}
\end{equation*}
$$

for vectors $\mathbf{u}, \mathbf{v}$ with $n-1$ components in $\mathbb{R}^{d}$. Then (17) reduces to a problem of best approximation with respect to the norm induced by (18), where $\mathbf{z}$ is approximated by the linear space $V \equiv\left\{\left\{\mathbf{p}\left(t_{j}\right)\right\}_{j=2}^{n}: \mathbf{p}=\right.$ polynomial curve of degree $\left.<k\right\}$. Thus (17) has a unique solution characterized by the relation

$$
\left\langle G_{\mathbf{t}}^{-1}\left(\mathbf{z}-p_{\mathrm{t}}^{*}\right), \mathbf{q}\right\rangle=0, \quad \mathbf{q} \in V
$$

from which the second inequality in (17) follows
We now turn to the question of existence. We observe that

$$
\begin{equation*}
I=\inf \left\{I_{\mathbf{t}}: \mathbf{t} \text { satisfies }(1)\right\} . \tag{19}
\end{equation*}
$$

Indeed we obviously have $I_{\mathrm{t}, \mathrm{p}} \geqq I_{\mathrm{t}}$ and so by Lemma 1

$$
I \geqq \inf _{\mathbf{p}} \inf _{\mathbf{t}} I_{\mathbf{t}}=\inf _{\mathbf{t}} I_{\mathbf{t}} .
$$

On the other hand, (6) of Lemma 1 yields for any $t$ satisfying (1)

$$
I \leqq \inf _{\mathbf{p}} I_{\mathbf{t}, \mathrm{p}}=I_{\mathbf{t}}
$$

so that (19) must hold.
Next we introduce a definition.
Definition. The data $\left\{\mathbf{z}_{i}\right\}_{i=1}^{n}$ are called asymptotically polynomial of order $k$ if there is a sequence of polynomial curves $\mathbf{p}_{N}(t) \in \pi_{k}$ and a sequence of nodes $\left\{t_{i}^{(N)}\right\}_{i=1}^{n}$ satisfying (1) such that

$$
\begin{equation*}
\mathbf{z}_{i}=\lim _{N \rightarrow \infty} \mathbf{p}_{N}\left(t_{i}^{(N)}\right), \quad 1 \leqq i \leqq n \tag{20}
\end{equation*}
$$

Theorem. If the data $\left\{\mathbf{z}_{i}\right\}_{i=1}^{n}$ are not asymptotically polynomial of order $k$ and if the data are "rough," i.e.,

$$
\begin{equation*}
\mathbf{z}_{i+1} \neq \mathbf{z}_{i}, \quad 1 \leqq i \leqq n-1, \tag{21}
\end{equation*}
$$

there exists a solution of (3), i.e., a sequence $\mathbf{t}^{*}=\left\{t_{i}^{*}\right\}_{i=1}^{n}$ of simple knots (satisfying (1)) and a polynomial curve $\mathbf{p}^{*} \in \pi_{k}$ such that $I=I_{\mathbf{t}^{*}, p^{*}}$ and $I_{\mathbf{t}^{*}, \mathbf{p}^{*}}$ has a unique solution $\mathbf{g}^{*}$ according to Lemma 2. The solution $f^{*}$ of (3) is then obtained as described in Lemma 1.

Proof. According to (19) we can assume

$$
I=\lim _{N \rightarrow \infty} I_{\mathbf{t}^{(N)}}
$$

for a sequence $t^{(N)}$ of knot sequences satisfying (1). Let $p_{N}^{*}$ be the corresponding "best" polynomials in the sense of (17) in Lemma 4. We then show that the values of
these polynomial curves at $t^{(N)}$ remain uniformly bounded with the respect to $N$, i.e., for the Euclidean norm in $\mathbb{R}^{d}$

$$
\begin{equation*}
\sup _{2 \leqq j \leqq n}\left\|p_{N}^{*}\left(t_{j}^{(N)}\right)\right\| \leqq M, \quad N \rightarrow \infty . \tag{22}
\end{equation*}
$$

To this end, note that in view of the fact that the smallest eigenvalue of $G_{t}^{-1}$ is the reciprocal of the largest eigenvalue of $G_{t}$, relation (15) allows us to conclude that (with notation $G_{N}$ for $G_{t^{(N)}}$ and $p_{N, t}$ for $\left\{p_{N}^{*}\left(t_{i}^{(N)}\right)\right\}_{i=1}^{n}$ )

$$
\begin{align*}
2 I^{2} & \geqq I_{\mathbf{t}(N)}^{2}=\left\langle G_{N}^{-1}\left(\mathbf{z}-p_{N, t}\right), \mathrm{z}-p_{N, t}\right\rangle  \tag{23}\\
& \geqq n^{-1}(b-a)^{1-2 k}\left|\mathbf{z}-p_{N, t}\right|^{2} \geqq n^{-1}(b-a)^{1-2 k}\left[\left|p_{N, t}\right|-|z|\right]^{2}
\end{align*}
$$

where || notes the Euclidean norm on $\mathbb{R}^{(n-1) d}$. From this (22) follows.
We cannot conclude at this point that the polynomials themselves are bounded (but see (30)). However, we can assume (eventually passing to a subsequence) that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} p_{N}^{*}\left(t_{j}^{(N)}\right)=\mathbf{q}_{j} \in \mathbb{R}^{d}, \quad 2 \leqq j \leqq n . \tag{24}
\end{equation*}
$$

Now suppose (by way of contradiction) that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} t_{i}^{(N)}=t_{i}^{*} \in[a, b] \tag{25}
\end{equation*}
$$

and that there are only $r<k$ distinct values among the $t_{i}^{*}$; thus

$$
\begin{equation*}
a=t_{1}^{*}=\cdots=t_{i_{1}}^{*}<t_{i_{2}}^{*}<\cdots<t_{i_{r}}^{*}=\cdots=t_{n}^{*}=b . \tag{26}
\end{equation*}
$$

Next we observe that (10) can be written as

$$
\begin{equation*}
\mathbf{z}_{j}-\mathbf{p}_{N}^{*}\left(t_{j}^{(N)}\right)=\left(\mathbf{g}_{N}^{(k)}(t), \varphi_{j, N}(t)\right)=\left(\sum_{i=2}^{n} \boldsymbol{\alpha}_{i}^{(N)} \varphi_{i, N}, \varphi_{i, N}\right) \tag{27}
\end{equation*}
$$

where $\varphi_{i, N}(t):=\left(t_{i}^{(N)}-t\right)_{+}^{k-1} /(k-1)!$ and $\mathbf{g}_{N}^{(k)}(t):=\sum_{i=2}^{n} \boldsymbol{\alpha}_{i}^{(N)} \varphi_{i, N}(t)$ satisfies

$$
\begin{equation*}
\left\|\left\|\mathbf{g}_{N}^{(k)}\right\|\right\|^{2}=\left\langle G_{\mathbf{t}} \boldsymbol{\alpha}^{(N)}, \boldsymbol{\alpha}^{(N)}(t)\right\rangle \rightarrow I^{2}, \quad N \rightarrow \infty \tag{28}
\end{equation*}
$$

Subtraction of equations (27) for $\boldsymbol{j}, j^{\prime}$ with $i_{\nu}<j, j^{\prime} \leqq i_{\nu+1}$ gives

$$
\begin{aligned}
\left\|\mathbf{z}_{j}-\mathbf{z}_{j^{\prime}}-\mathbf{p}_{N}^{*}\left(t_{j}^{(N)}\right)+\mathbf{p}_{N}^{*}\left(t_{j^{\prime}}^{(N)}\right)\right\| & =\left\|\left(\mathbf{g}_{N}^{(k)}, \varphi_{j, N}-\varphi_{j^{\prime}, N}\right)\right\| \\
& \leqq\left\|\mathbf{g}_{N}^{(k)}\right\|\left(\int_{a}^{b}\left|\varphi_{j, N}(t)-\varphi_{j^{\prime}, N}(t)\right|^{2} d t\right)^{1 / 2} .
\end{aligned}
$$

Passing to the limit we obtain, in view of (24), (28),

$$
\begin{equation*}
\mathbf{z}_{j}-\mathbf{q}_{j}=\mathbf{z}_{j^{\prime}}-\mathbf{q}_{j^{\prime}}, \quad i_{\nu}<j, j^{\prime} \leqq i_{\nu+1} \tag{29}
\end{equation*}
$$

Now let $\tilde{p}$ be the polynomial curve in $\pi_{r} \subseteq \pi_{k}$ interpolating the values $\left\{\mathbf{z}_{i_{j}}-\mathbf{q}_{i_{j}}\right\}_{j=1}^{r}$ at the points $\left\{t_{i_{j}}^{*}\right\}$. Then consider the polynomials

$$
\tilde{\mathbf{p}}_{N}(t):=\mathbf{p}_{N}^{*}(t)-\tilde{p}(t)
$$

and the data

$$
\mathbf{w}_{j}^{(N)}:=\tilde{\mathbf{p}}_{N}\left(t_{j}^{(N)}\right) .
$$

In view of

$$
\mathbf{w}_{j}^{(N)}=p_{N}^{*}\left(t_{j}^{(N)}\right)-\left(q_{j}-z_{j}\right)+\tilde{p}\left(t_{j}^{*}\right)-\tilde{p}\left(t_{j}^{(N)}\right)
$$

and (24), (29), this implies

$$
\lim _{N \rightarrow \infty} w_{j}^{(N)}=\mathbf{z}_{j}, \quad 1 \leqq j \leqq n
$$

which is by (20) a contradiction to our assumption on the data. Therefore, we must have $r \geqq k$ in (26). Then we can use Newton's formula with the knots $t_{i_{1}}^{(N)}, \cdots, t_{i_{k}}^{(N)}$ for the representation of the polynomials $p_{N}^{*}(t)$. In view of (24) and (26) we have (for a subsequence)

$$
\begin{equation*}
\lim _{N \rightarrow \infty} p_{N}^{*}(t)=p^{*}(t) \tag{30}
\end{equation*}
$$

uniformly in $t$ for some polynomial curve $p^{*}(t)$. But then (24) and (29) imply that all knots are simple since otherwise we would have a contradiction to (21). Therefore, the matrices $G_{N}^{-1} \equiv G_{\mathbf{t}(N)}^{-1}$ tend to a nonsingular Gramian matrix $\left(G^{*}\right)^{-1}$ where $G^{*} \equiv$ ( $G_{i j}^{*}$ ):

$$
G_{i j}^{*}=\left(\varphi_{i}^{*}, \varphi_{j}^{*}\right), \quad \varphi_{i}^{*}(t):=\left(t_{i}^{*}-t\right)_{+}^{k-1} /(k-1)!.
$$

Hence passing to limit $N \rightarrow \infty$ in (27), we see that there exist $\boldsymbol{\alpha}_{i}^{*} \in \mathbb{R}^{d}$

$$
\mathbf{z}_{j}-\mathbf{p}^{*}\left(t_{j}^{*}\right)=\left(\sum_{i=2}^{n} \boldsymbol{\alpha}_{i}^{*} \varphi_{i}^{*}, \varphi_{j}^{*}\right)=:\left(\mathbf{g}^{*(k)}, \varphi_{j}^{*}\right)
$$

Therefore, the spline curve $\mathbf{g}^{*}$ satisfies $\mathbf{g}^{*}\left(t_{j}^{*}\right)=\mathbf{z}_{j}-\mathbf{p}^{*}\left(t_{j}^{*}\right)$ and is determined by the condition in (5). In addition it follows from (28) that $\left\|g^{*}\right\|=I$. Hence $g^{*}+p^{*}$ is a solution of (3).

The motivation for working in the above theorem with the additional hypothesis of nonasymptotic-polynomial data came from the fact that a simple sufficient condition for this would be that $I \equiv I(\mathbf{z})$ is continuous with respect to the data $\mathbf{z}=\left\{z_{i}\right\}_{i=1}^{n}$ and that $I(\mathbf{z})>0$. Namely, the continuity implies $I(\mathbf{z})=0$ in case the data are asymptotically polynomial (of order $k$ ). We can show that $I(\mathbf{z})$ is always upper semicontinuous, but unfortunately there exist asymptotically polynomial data for which $I(\mathbf{z})>0$. A simple example is given for $k=3$ by the data (in $\mathbb{R}^{2}$ )

$$
\begin{equation*}
\mathbf{z}_{1}=(-1,1), \quad \mathbf{z}_{2}=(-1,0), \quad \mathbf{z}_{3}=(1,0), \quad \mathbf{z}_{4}=(1,1) . \tag{31}
\end{equation*}
$$

Then we easily check that the parabola $(x(t), y(t))$ given by

$$
x(t)=t, \quad y(t)=1+N-N t^{2}
$$

passes through $\mathbf{z}_{1}, \mathbf{z}_{4}$ for $t=-1$ and $t=1$, respectively, and $( \pm \sqrt{1+1 / N}, 0)$ for $t=$ $\pm \sqrt{1+1 / N}$. Hence it approximates the data (31) arbitrarily close as $N \rightarrow \infty$.

We note that here the nodes coalesce in the limit, which is exactly what is avoided in the theorem by our additional hypotheses. In fact, we can see from subsequent considerations that we have continuity with respect to the data if they allow a solution in the sense of the theorem.

In order to show that $I(\mathbf{z})>0$ for the data (31) we use the classical approach via divided differences and B-splines mentioned above. According to it (cf. de Boor [1]) the solution for $I_{t}$ with $t$ satisfying (1) can be written as

$$
\begin{equation*}
\mathbf{f}^{*(k)}=\sum_{i=1}^{n-k} \boldsymbol{\beta}_{i} M_{i, k, 2} \tag{32}
\end{equation*}
$$

where the $M_{i, k, 2}$ are the B-splines normalized via $M_{i, k, 2}(x)=\left[\left(t_{i+k}-t_{i}\right) / k\right]^{1 / 2} M_{i, k}(x)$ and $\int M_{i, k}=1$, and $\boldsymbol{\beta}_{i} \in \mathbb{R}^{d}$ are determined by

$$
\begin{equation*}
\sum_{i=1}^{n-k} \boldsymbol{\beta}_{i}\left(M_{i, k, 2}, M_{j, k, 2}\right)=Z_{j} \equiv\left[\left(t_{j+k}-t_{j}\right) / k\right]^{1 / 2}\left[t_{j}, \cdots, t_{j+k}\right] \mathbf{z} \cdot k! \tag{33}
\end{equation*}
$$

From this we derive the formula

$$
I_{\mathbf{t}}^{2}=\sum_{i, j=1}^{n-k} K_{i j}\left(Z_{i}, Z_{j}\right)
$$

where the $K_{i j}$ are elements of the inverse of the Gramian $\left\{\left(M_{i, k, 2}, M_{j, k, 2}\right)\right\}_{i, j=1}^{n-k}$. According to the well-known Isomorphism Theorem of de Boor [1], we know there is a constant $D_{k}$ depending only on $k$ such that

$$
\begin{equation*}
D_{k}^{-2} \sum_{i}\left|\alpha_{i}\right|^{2} \leqq \int\left|\sum_{i} \alpha_{i} M_{i, k, 2}(x)\right|^{2} d x \leqq \sum_{i}\left|\alpha_{i}\right|^{2} \tag{34}
\end{equation*}
$$

for arbitrary knot sequences $t$. Hence we can conclude similarly, as in the proof of the theorem, that for any $t$

$$
\begin{equation*}
\sum_{i=1}^{n-k}\left\|Z_{i}\right\|^{2} \leqq I_{t}^{2} \leqq D_{k}^{2} \sum_{i=1}^{n-k}\left\|Z_{i}\right\|^{2} . \tag{35}
\end{equation*}
$$

With the help of (35) we can show now that $I(\mathbf{z})>0$ for the data (31). Namely, we can easily check that in this case

$$
\begin{aligned}
Z_{1} & =\sqrt{24}\left[t_{1}, t_{2}, t_{3}, t_{4}\right] \mathbf{z} \\
& =\sqrt{6}\left[\frac{\left(\mathbf{z}_{4}-\mathbf{z}_{3}\right) / h_{3}-\left(\mathbf{z}_{3}-\mathbf{z}_{2}\right) / h_{2}}{h_{3}+h_{2}}-\frac{\left(\mathbf{z}_{3}-\mathbf{z}_{2}\right) / h_{2}-\left(\mathbf{z}_{2}-\mathbf{z}_{1}\right) / h_{1}}{h_{2}+h_{1}}\right]
\end{aligned}
$$

where $h_{i}=t_{i+1}-t_{i}$ and $-1=t_{1}<t_{2}<t_{3}<t_{4}=1$. For the data (31) the first component is given by

$$
-\sqrt{24}\left[\frac{1}{h_{2}\left(h_{3}+h_{2}\right)}+\frac{1}{h_{2}\left(h_{2}+h_{1}\right)}\right]<-\sqrt{6}<0 .
$$

We therefore have $\inf _{\mathrm{t}}\left\|Z_{1}\right\|^{2}>0$ so that by (35) it follows that $I(z)>0$.
By the nature of our example (31) we wonder whether this phenomenon can occur in the case of one-dimensional data. Instead of investigating this question further we show here existence on the basis of the approach (32)-(34). To this end, we assume first that the data are "rough" in the sense that

$$
\begin{equation*}
\left(z_{i+1}-z_{i}\right)\left(z_{i}-z_{i-1}\right)<0, \quad 2 \leqq i \leqq n-1 . \tag{36}
\end{equation*}
$$

Visually this means the data oscillate as much as possible. In this case the divided differences in (33) have, by introducing $w_{i} \equiv\left(z_{i+1}-z_{i}\right) /\left(t_{i+1}-t_{i}\right)$, the form

$$
\left[t_{j}, \cdots, t_{j+k}\right] \mathbf{z}=\left[t_{j}, \cdots, t_{j+k-1}\right] \mathbf{w}=\sum_{i=j}^{j+k-1} w_{i} / \prod_{l \neq i}\left(t_{i}-t_{l}\right) .
$$

Since both the $w_{i}\left(\right.$ by (36)) and the factors $\prod_{l \neq i}\left(t_{i}-t_{l}\right)$ alternate in sign we can write

$$
\begin{equation*}
\left|Z_{j}\right|=\left[\left(t_{j+k}-t_{j}\right) / k\right]^{1 / 2} \sum_{i=j}^{j+k-1}\left|w_{i}\right| / \prod_{l \neq i}\left|t_{i}-t_{l}\right| . \tag{37}
\end{equation*}
$$

Now let $\mathbf{t}_{N}$ be, as in the proof of the theorem, a sequence of knot sequences such that $I_{t_{N}} \rightarrow I, N \rightarrow \infty$. By (35) we then see that the $\left|Z_{j}\right|$ formed with respect to $t_{N}$ are uniformly bounded in $N$. Then (37) implies that $\min _{i}\left(t^{(N)}-t_{i}^{(N)}\right)$ must be uniformly bounded from below with respect to $N$. Hence the $\left\{t_{i}^{(N)}\right\}_{i=1}^{n}$ tend to a limiting sequence $\left\{t_{i}^{*}\right\}_{i=1}^{n}$ with simple knots, and existence follows as in theorem.

The case of nonrough data can be reduced to the case (36) as follows. If (36) is violated for just $i=i_{0}+1, \cdots, i_{1}$, say, then the data $z_{i_{0}}, \cdots, z_{i_{1}+1}$ are strictly monotone increasing or decreasing. We then consider a new problem ( $\tilde{3}$ ) for the data sequence where the $z_{i_{0}+1}, \cdots, z_{i_{1}}$ are eliminated. These data then satisfy (36), and the reduced problem has a solution, which is a continuous spline function $\tilde{s}$ assuming the values $z_{i_{0}}$ and $z_{i_{1}+1}$ at some knots $t_{i_{0}}^{*}$ and $t_{i_{1}+1}^{*}$. Hence we can find values $t_{i_{0}+1}^{*}<\cdots<t_{i_{1}}^{*}$ in
( $t_{i_{0}}^{*}, t_{i_{1}+1}^{*}$ ) such that $\tilde{s}\left(t_{i}^{*}\right)=z_{i}$ for $i=i_{0}+1, \cdots, i_{1}$. Since the value for $I$ in problem ( $\left.\tilde{3}\right)$ is a priori smaller than or equal to that of the original problem (3), we have found a solution for this latter problem also. Finally, we see that the case when (36) is violated for several strings of indices can be handled similarly.

We mention further that existence can also be proved without the additional assumption of nonasymptotic polynomial data when $k=2$. Indeed, in this case the conclusion $r \geqq 2$ required in the proof of the theorem for any distribution of $t_{i}^{*}$ 's as in (26) is trivial.
3. Additional remarks. Further questions concerning the minimization problem (3) are the characterization and uniqueness of the solution.

The first question can be treated conveniently by variations analysis, which has been done in case $k=2$ in [3]. It can be easily extended to all $k$ as follows. With the help of Lagrange multipliers, problem (3) is equivalent to minimizing the functional

$$
\begin{equation*}
\phi(\mathbf{t}, \boldsymbol{\lambda}, f):=\left\|\mathbf{f}^{(k)}\right\|^{2}+\sum_{i=1}^{n}\left(\mathbf{f}\left(\boldsymbol{t}_{i}\right)-\mathbf{z}_{i}\right) \cdot \boldsymbol{\lambda}_{i}, \quad \boldsymbol{\lambda}_{i} \in \mathbb{R}^{d} . \tag{38}
\end{equation*}
$$

Necessary conditions for this are obtained by differentiating

$$
\begin{gather*}
0=\frac{\delta \phi}{\delta t_{i}}=\boldsymbol{\lambda}_{i} \cdot \mathbf{f}^{\prime}\left(t_{i}\right), \quad 2 \leqq i \leqq n-1,  \tag{39}\\
0=\frac{\delta \phi}{\delta \boldsymbol{\lambda}_{i}}=\mathbf{f}\left(t_{i}\right)-\mathbf{z}_{i},  \tag{40}\\
0=\frac{\delta \phi}{\delta \mathbf{f}}(\mathbf{h})=2 \int_{a}^{b} \mathbf{f}^{(k)}(x) \cdot \mathbf{h}^{(k)}(x) d x+\sum_{i=1}^{n} \boldsymbol{\lambda}_{i} \cdot \mathbf{h}\left(t_{i}\right) . \tag{41}
\end{gather*}
$$

Here and in (38) all products are to be understood as scalar products in $\mathbb{R}^{d}$. Equation (41) is obtained by taking the Gateaux derivative in the sense that

$$
[\phi(\mathbf{t}, \boldsymbol{\lambda}, \mathbf{f}+\delta \cdot \mathbf{h})-\phi(\mathbf{t}, \boldsymbol{\lambda}, \mathbf{f})] / \delta \rightarrow 0, \quad \delta \rightarrow 0 .
$$

Now condition (40) is just the interpolating condition in (3). Choosing the variational curves (41) as elements of $U_{k, t}(\{0\})$ (cf. (2)), we show that $\mathbf{f}^{(k)}$ lies (componentwise) in the orthogonal complement of this space, and hence is a spline curve of degree $<k$.

Next we choose $h_{i} \geqq 0$ in $C^{\infty}$ with $\mathbf{h}_{i}\left(t_{j}\right)=\mathbf{e}_{i}$ where the $\mathbf{e}_{i}$ are the standard unit vectors in $\mathbb{R}^{d}$ and support in $\left(t_{j}-\delta, t_{j}+\delta\right)$ with $\delta \ll 1$. This yields

$$
2 \int_{t_{j-1}}^{t_{j+1}} \mathbf{f}^{(k)} \mathbf{h}_{i}^{(k)}+\boldsymbol{\lambda}_{j} \cdot \mathbf{e}_{i}=0
$$

Integrating by parts $\boldsymbol{k}-1$ times leads to

$$
\left.2(-1)^{k-1} \int_{t_{j}-\delta}^{t_{j}+\delta} \mathbf{f}^{(2 k-1}\right) d \mathbf{h}_{i}+\boldsymbol{\lambda}_{j} \cdot \mathbf{e}_{i}=0 .
$$

Thus one more integration by parts yields

$$
2(-1)^{k}\left[\mathbf{f}^{(2 k-1)}\right]_{i_{j}-}^{t_{j}^{+}}+\boldsymbol{\lambda}_{i}=0 .
$$

Solving for $\lambda_{i}$ and inserting into (39), we obtain

$$
\begin{equation*}
\mathbf{f}^{\prime}\left(t_{j}\right) \cdot\left(\mathbf{f}^{(2 k-1)}\left(t_{j+}\right)-\mathbf{f}^{(2 k-1)}\left(t_{j}-0\right)\right)=0, \quad 2 \leqq k \leqq n-1 . \tag{42}
\end{equation*}
$$

In the scalar case $d=1$ these equations imply that $\mathbf{f}$ is either one polynomial of degree $2 k-1$ on $\left(t_{j-1}, t_{j+1}\right)$ or else $\mathbf{f}^{\prime}\left(t_{j}\right)=0$. We can interpret this as an additional smoothness
property resulting from minimizing with respect to the knots. In the case $k=2$ this can be used for a uniqueness proof, which will not be produced here in view of the proof in [2].

Another approach for determining an optimal set of knots could be based on formula (17) obtained for $I_{\mathbf{t}}$ by minimizing this functional with respect to $t$. However, there is the alternative formulation (34) made possible by using B-splines. On the basis of this, successful algorithms have been developed by Marin [2].

We conclude with some remarks concerning the uniqueness of a solution of (3). There is an easy counterexample showing that there will be no positive answer to this without additional assumptions. Suppose that the data $\mathbf{z}_{1}, \cdots, \mathbf{z}_{n}$ are points of a polynomial curve $\mathbf{p} \in \pi_{[k / 2]}$ on the interval [ 0,1$]$. Then the infimum in (3) is trivially equal to zero and attained by $\mathbf{p}(t)$ as well as by the function $\mathbf{p}\left(t^{2}\right) \in \pi_{k}$. But the latter function also interpolates the data, namely at points $t_{i}^{*}=\sqrt{t_{i}}$ where $\mathbf{p}\left(t_{i}\right)=\mathbf{z}_{i}$. Therefore we make the following conjecture.

Conjecture. If there is at most one polynomial curve in $\pi_{k}$ interpolating the data $\left\{z_{i}\right\}_{i=1}^{n}$ at some point sequence $t=\left\{t_{i}\right\}_{i=1}^{n}$ of form (1), the solution of (3) is unique (we assume (5)).

By definition this condition is necessary for uniqueness. In the special case $k=2$ of cubic spline curves, it would imply that there is always a unique solution since $\pi_{k}$ then consists of straight lines. This is in agreement with the numerical experience gained in this case.
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#### Abstract

Repeated integrals of Bessel functions $K_{\nu}(x)$ on $0<x<\infty$, denoted by $K i_{\nu, n}(x)$, are considered. Series are derived in terms of exponential integrals that are direct extensions of known results for the Bickley functions $K i_{n}(x)$. The basic result for $n=0$ can also be extended to $n<0$ by repeated differentiation. For $\nu$ a nonnegative integer, it is also shown that $K i_{\nu, n}(x)$ can be represented as a finite sum of Bickley functions of which $K i_{\nu, 0}(x)=K_{\nu}(x)$ is a special case.
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1. Introduction. The Bickley functions are defined as repeated integrals of the $K_{0}$ Bessel function [1]:

$$
\begin{equation*}
K i_{0}(x)=K_{0}(x), \quad K i_{n}(x)=\int_{x}^{\infty} K i_{n-1}(t) d t, \quad n \geqq 1, \quad x>0 . \tag{1.1}
\end{equation*}
$$

These functions have application in heat convection problems, neutron transport, and nuclear reactor codes [4]. Reference [1, Chap. 11] gives a formula for $K i_{1}(x)$ in terms of modified Struve functions, asymptotic approximations for large and small $x>0$, and citations to several tables for $K i_{n}(x)$. Reference [4] summarizes the classical formulae and presents a number of highly accurate rational Chebyshev approximations designed to cover the range $n=1$ through $n=10$ and all $x>0$. The results of [3] give some basic inequalities and asymptotic expansions satisfied by the Bickley functions, as well as a computational technique to sum slowly convergent series of exponential integrals $E_{k}(x), k \geqq 0$. In particular, for $x>0$,

$$
\begin{equation*}
K_{0}(x)=\sum_{k=0}^{\infty} A_{k} E_{2 k+1}(x), \quad K i_{n}(x)=\sum_{k=0}^{\infty} A_{k} E_{2 k+n+1}(x), \quad n \geqq 0, \tag{1.2a}
\end{equation*}
$$

are considered and implemented in Algorithm 609 [3] where

$$
\begin{gather*}
A_{0}=1, \quad A_{k}=\frac{\left(\frac{1}{2}\right)_{k}}{k!}, \quad k \geqq 1, \\
(a)_{0} \equiv 1, \quad(a)_{k}=a(a+1) \cdots(a+k-1), \quad k \geqq 1, \tag{1.2b}
\end{gather*}
$$

and $E_{k}(x)$ is defined in (2.1). Equation (1.2) also holds for $n<0$ since

$$
K i_{-n-1}(x)=-\frac{d}{d x} K i_{-n}(x), \quad E_{-n-1}(x)=-\frac{d}{d x} E_{-n}(x), \quad n \geqq 0 .
$$

These relations express the fact that $K i_{-n}(x)$ and $E_{-n}(x)$ are, except for sign, repeated derivatives of $K_{0}(x)$ and $E_{0}(x)$, respectively. Notice that only a finite number of

[^12]negative indices occurs on the exponential integrals in (1.2) when $n<0$. Functions of negative indices are conveniently generated by the following recurrences:
\[

$$
\begin{gather*}
E_{0}(x)=e^{-x} / x, \quad E_{k-1}(x)=\left[e^{-x}-(k-1) E_{k}(x)\right] / x, \quad k \leqq 0,  \tag{1.3}\\
K i_{k-3}(x)=K i_{k-1}(x)+\left[(k-1) K i_{k}(x)-(k-2) K i_{k-2}(x)\right] / x, \quad k \leqq 2, \tag{1.4}
\end{gather*}
$$
\]

starting with values $K i_{2}(x), K i_{1}(x)$, and $K i_{0}(x)$ in (1.4). Stability with numerical recurrence is achieved by forward or backward recurrence away from the index $k=[x]$ where $[x]$ denotes the integer part of $x$ [4], [6].

It is apparent from (2.3) and (3.1) that

$$
\begin{equation*}
K i_{-n}(x)=(-1)^{n} K_{0}^{(n)}(x), \quad n=0,1,2, \cdots \tag{1.5}
\end{equation*}
$$

That this result is consistent with (1.4) can be verified directly in the cases $k=1$ and 2 , and by repeated differentiation of the differential equation

$$
x K_{0}^{\prime \prime}(x)=-K_{0}^{\prime}(x)+x K_{0}(x)
$$

for other values of $k$.
The main results presented below extend (1.1) and (1.2) to repeated integrals of $K_{\nu}(x)$ defined by

$$
\begin{equation*}
K i_{\nu, 0}(x)=K_{\nu}(x), \quad K i_{\nu, n}(x)=\int_{x}^{\infty} K i_{\nu, n-1}(t) d t, \quad n \geqq 1, x>0, \nu \geqq 0 . \tag{1.6}
\end{equation*}
$$

Luke defines these integrals in [8] and cites a variety of formulas in [8]-[10]. We use the notation $K i_{\nu, n}(x)$ in keeping with the notation for the Bickley functions $K i_{0, n}(x)=$ $K i_{n}(x)$, although [3] and [8]-[10] use $K_{n, \nu}(x)$ for these functions.

In § 2, we derive a relation reciprocal to (1.2) and introduce some notation and formulae required in later sections. In §3, we use the similarity between integral representations of $E_{n}(x)$ and $K i_{n}(x)$ to derive series for $K i_{\nu, n}(x)$ when $\nu$ is not an integer. The extension of these series to make $\nu$ an integer is carried out in § 4. In § 5, we derive bounds on the coefficients of the series and show asymptotic rates of convergence. While only real values of order and argument are considered in this paper, most of the results can be extended to complex orders and arguments.
2. Exponential integrals in terms of Bickley functions. We now derive a relation reciprocal to that in (1.2). Write the exponential integral $E_{\nu}(x)$ in the form

$$
\begin{equation*}
E_{\nu}(x) \equiv \int_{1}^{\infty} \frac{e^{-x t}}{t^{\nu}} d t=\int_{0}^{\infty} \frac{e^{-x \cosh \theta} \sinh \theta}{\cosh ^{\nu} \theta} d \theta, \quad \nu>0 \tag{2.1}
\end{equation*}
$$

and substitute

$$
\begin{align*}
& \sinh \theta=\cosh \theta \sqrt{1-\frac{1}{\cosh ^{2} \theta}}=\sum_{k=0}^{\infty} B_{k} \frac{1}{\cosh ^{2 k-1} \theta},  \tag{2.2}\\
& B_{0}=1, \quad B_{k}=\frac{(-1 / 2)_{k}}{k!}, \quad k \geqq 1
\end{align*}
$$

into (2.1). Then, using an integral representation for $K i_{\nu}(x)$ [1, p. 483],

$$
\begin{equation*}
K i_{\nu}(x)=\int_{0}^{\infty} \frac{e^{-x \cosh \theta}}{\cosh ^{\nu} \theta} d \theta, \quad x \geqq 0, \nu \geqq 0, x+\nu>0, \tag{2.3}
\end{equation*}
$$

we have exponential integrals in terms of Bickley functions

$$
\begin{equation*}
E_{\nu}(x)=\sum_{k=0}^{\infty} B_{k} K i_{2 k+\nu-1}(x) . \tag{2.4}
\end{equation*}
$$

We can also see from the integral forms (2.1) and (2.3) that (1.2) and (2.4) are valid if we do repeated differentiation ( $\nu$ a negative integer) on the case $\nu=0$.
3. Generalizations of (1.2). In this section we exploit (2.1) and (2.3) to derive series representations for $K_{\nu}(x)$ and $K i_{\nu, n}(x)$. We start with a well-known integral representation for $K_{\nu}(x)$ [1, p. 376]:

$$
\begin{equation*}
K_{\nu}(z)=\int_{0}^{\infty} e^{-z \cosh \theta} \cosh \nu \theta d \theta, \quad z>0, \tag{3.1}
\end{equation*}
$$

and write $K_{\nu}(z)$ in the form $K_{\nu}(z)=U_{\nu}(z)+L_{\nu}(z)$ where

$$
\begin{equation*}
U_{\nu}(z)=\frac{1}{2} \int_{0}^{\infty} e^{-z \cosh \theta+\nu \theta} d \theta, \quad L_{\nu}(z)=\frac{1}{2} \int_{0}^{\infty} e^{-z \cosh \theta-\nu \theta} d \theta . \tag{3.2}
\end{equation*}
$$

In order to carry out the derivation, we need the following relations [5, p. 101]:

$$
\begin{align*}
& e^{-\nu \theta}=\frac{\sinh \theta}{2^{\nu} \cosh ^{\nu+1} \theta} F\left[1+\frac{\nu}{2}, \frac{1+\nu}{2} ; 1+\nu ; \frac{1}{\cosh ^{2} \theta}\right], \quad 0<\theta<\infty,  \tag{3.3}\\
& e^{-\nu \theta}=\frac{1}{2^{\nu} \cosh ^{\nu} \theta} F\left[\frac{\nu}{2}, \frac{1+\nu}{2} ; 1+\nu ; \frac{1}{\cosh ^{2} \theta}\right], \quad 0 \leqq \theta<\infty, \tag{3.4}
\end{align*}
$$

for the exponential terms in $U_{\nu}(z)$ and $L_{\nu}(z)$ where $F$ is the Gauss hypergeometric function. Equations (3.3) and (3.4) are related by the Kummer transformation [1, eq. (15.3.3)]. These relations can be derived from equations (15.1.1), (15.3.23), and (15.3.3) of [1]. Notice that the parameterization of $F(a, b ; c ; z)$ in these cases has a relation $a-b+\frac{1}{2}=0$ that makes [1, eq. (15.3.23)] reduce to

$$
\begin{equation*}
F\left[\frac{\nu}{2}, \frac{1+\nu}{2} ; 1+\nu ; z\right]=\left[\frac{2}{1+\sqrt{1-z}}\right]^{\nu}, \quad|z|<1 . \tag{3.5}
\end{equation*}
$$

The Kummer relation (5.2) [1, eq. (15.3.3)] applied to this result gives

$$
\begin{equation*}
F\left[1+\frac{\nu}{2}, \frac{1+\nu}{2} ; 1+\nu ; z\right]=\frac{1}{\sqrt{1-z}}\left[\frac{2}{1+\sqrt{1-z}}\right]^{\nu}, \quad|z|<1, \tag{3.6}
\end{equation*}
$$

and with $z=1 / \cosh ^{2} \theta$ we get (3.3) and (3.4). Notice that the series form of (3.3) is correct as $\theta \rightarrow \infty$, but does not converge at $\theta=0$, making (3.3) indeterminant there. The proper form near the origin is given by the power series form of (3.4) (see § 5 for rates of convergence).

To derive series expansions for (3.1) we expand the right-hand side of (3.3) in a power series using the definition

$$
\begin{equation*}
F(a, b ; c ; z)=\sum_{k=0}^{\infty} \frac{(a)_{k}(b)_{k}}{(c)_{k} k!} z^{k}, \quad|z|<1, \tag{3.7}
\end{equation*}
$$

and substitute the result in the second form of (3.2). With the help of (2.1) we have

$$
\begin{equation*}
L_{\nu}(z)=\sum_{k=0}^{\infty} A_{k}(\nu) \int_{0}^{\infty} \frac{e^{-z \cosh \theta} \sinh \theta}{\cosh ^{2 k+\nu+1} \theta} d \theta=\sum_{k=0}^{\infty} A_{k}(\nu) E_{2 k+\nu+1}(z) . \tag{3.8}
\end{equation*}
$$

Similarly, if we use (3.4) in place of (3.3), we obtain, using (2.3),

$$
\begin{equation*}
L_{\nu}(z)=\sum_{k=0}^{\infty} B_{k}(\nu) K i_{2 k+\nu}(z) \tag{3.9}
\end{equation*}
$$

where $A_{k}(\nu)$ and $B_{k}(\nu)$ are defined by (3.3) and (3.4):

$$
\begin{equation*}
A_{0}(\nu)=2^{-\nu}, \quad B_{0}(\nu)=2^{-\nu}, \tag{3.10}
\end{equation*}
$$

$A_{k}(\nu)=\left(1+\frac{\nu}{2}\right)_{k}\left(\frac{1+\nu}{2}\right)_{k} / 2^{\nu} k!(1+\nu)_{k}, \quad B_{k}(\nu)=\left(\frac{\nu}{2}\right)_{k}\left(\frac{1+\nu}{2}\right)_{k} / 2^{\nu} k!(1+\nu)_{k}, \quad k \geqq 1$.
Notice that $A_{k}(0)$ is the $A_{k}$ of (1.2), but $B_{k}(0)$ is not the $B_{k}$ of (2.2). To compute the dominant or upper piece of (3.2) we need $e^{\nu \theta}$. Formally, we write (3.3) and (3.4) with $\nu$ replaced by $-\nu$ and consider noninteger values for $\nu$. Then,

$$
\begin{equation*}
e^{\nu \theta}=\cosh ^{\nu-1} \theta \sinh \theta \sum_{k=0}^{\infty} \frac{C_{k}(\nu)}{\cosh ^{2 k} \theta}, \quad e^{\nu \theta}=\cosh ^{\nu} \theta \sum_{k=0}^{\infty} \frac{D_{k}(\nu)}{\cosh ^{2 k} \theta}, \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{k}(\nu)=2^{\nu}\left(1-\frac{\nu}{2}\right)_{k}\left(\frac{1-\nu}{2}\right)_{k} / k!(1-\nu)_{k}, \quad D_{k}(\nu)=2^{\nu}\left(\frac{-\nu}{2}\right)_{k}\left(\frac{1-\nu}{2}\right)_{k} / k!(1-\nu)_{k} . \tag{3.12}
\end{equation*}
$$

Here $\nu$ is considered nonintegral because the terms of (3.12) become indeterminant for $k \geqq \nu$ when $\nu$ is an integer. We shall resolve this indeterminacy in §4. The reciprocals can be taken because the closed forms obtained from (3.5) and (3.6),

$$
\begin{equation*}
\sum_{k=0}^{\infty} B_{k}(\nu) z^{k}=\left[\frac{1}{1+\sqrt{1-z}}\right]^{\nu}, \quad \sum_{k=0}^{\infty} A_{k}(\nu) z^{k}=\frac{1}{\sqrt{1-z}}\left[\frac{1}{1+\sqrt{1-z}}\right]^{\nu}, \tag{3.13}
\end{equation*}
$$

show a radius of convergence $|z|<1$ and neither has any zeros in $|z|<1$. Thus, applying (3.11) to the dominant or upper part of (3.1) yields

$$
\begin{equation*}
U_{\nu}(z)=\sum_{k=0}^{\infty} C_{k}(\nu) E_{2 k-\nu+1}(z) \quad \text { and } \quad U_{\nu}(z)=\sum_{k=0}^{\infty} D_{k}(\nu) K i_{2 k-\nu}(z), \tag{3.14}
\end{equation*}
$$

after using the integral representations of $E_{\nu}(z)$ and $K i_{\nu}(z)$ from $\S 2$.
To summarize the derivation, (3.1) reduces to

$$
K_{\nu}(z)=\left\{\begin{array}{l}
\frac{1}{2} \sum_{k=0}^{\infty} C_{k}(\nu) E_{2 k-\nu+1}(z)+\frac{1}{2} \sum_{k=0}^{\infty} A_{k}(\nu) E_{2 k+\nu+1}(z),  \tag{3.15}\\
\frac{1}{2} \sum_{k=0}^{\infty} D_{k}(\nu) K i_{2 k-\nu}(z)+\frac{1}{2} \sum_{k=0}^{\infty} B_{k}(\nu) K i_{2 k+\nu}(z) .
\end{array}\right.
$$

Since $E_{\nu}(z)$ satisfies an integral recurrence such as (1.1), we get, with repeated integrations ( $n \geqq 0$ ) or repeated differentiations ( $n<0$ ) on (3.15),

$$
K i_{\nu, n}(z)=\left\{\begin{array}{l}
\frac{1}{2} \sum_{k=0}^{\infty} C_{k}(\nu) E_{2 k-\nu+n+1}(z)+\frac{1}{2} \sum_{k=0}^{\infty} A_{k}(\nu) E_{2 k+\nu+n+1}(z),  \tag{3.16}\\
\frac{1}{2} \sum_{k=0}^{\infty} D_{k}(\nu) K i_{2 k-\nu+n}(z)+\frac{1}{2} \sum_{k=0}^{\infty} B_{k}(\nu) K i_{2 k+\nu+n}(z) .
\end{array}\right.
$$

It is apparent from repeated integrations of (3.1) that $K i_{\nu, n}(z)$ has an integral representation

$$
\begin{equation*}
K i_{\nu, n}(z)=\int_{0}^{\infty} \frac{e^{-z \cosh \theta} \cosh \nu \theta}{\cosh ^{n} \theta} d \theta, \quad \operatorname{Re} z>0, \quad \nu \geqq 0, \tag{3.17}
\end{equation*}
$$

which generalizes (2.3). Repeated differentiation of this relation for $n=0$ produces

$$
\begin{equation*}
K i_{\nu,-n-1}(z)=-\frac{d}{d z} K i_{\nu,-n}(z)=(-1)^{n+1} \frac{d^{n+1}}{d z^{n+1}} K_{\nu}(z) \tag{3.18}
\end{equation*}
$$

4. Identification of $\boldsymbol{C}_{\boldsymbol{k}}(\boldsymbol{\nu})$ and $\boldsymbol{D}_{\boldsymbol{k}}(\boldsymbol{\nu})$ for $\boldsymbol{\nu}=\boldsymbol{m}$ a nonnegative integer. We noted in § 3 that $\nu$ had to be nonintegral in order to make sense of (3.15) because the coefficients of the hypergeometric relation become indeterminant for $k \geqq \nu$ when $\nu$ is a nonnegative integer. Thus, for $\nu$ not an integer, we write $C_{k}(\nu)$ in terms of gamma functions

$$
\begin{align*}
C_{k}(\nu)= & 2^{\nu} \Gamma\left(1-\frac{\nu}{2}+k\right) \Gamma\left(\frac{1-\nu}{2}+k\right) / \Gamma(k+1) \Gamma(1-\nu+k) \\
& \cdot \Gamma(1-\nu) / \Gamma\left(1-\frac{\nu}{2}\right) \Gamma\left(\frac{1-\nu}{2}\right), \tag{4.1}
\end{align*}
$$

with similar manipulations for $D_{k}(\nu)$. The duplication relation for $\Gamma(2 z)$ [1, p. 256] applied to $\Gamma(1-\nu)$ resolves the indeterminacy. At this point $\nu$ can be considered an integer $m$ and the substitution $k=m+s, s=0,1, \cdots$ gives

$$
\begin{equation*}
C_{m+s}(m)=\frac{1}{\sqrt{\pi}}\left(\Gamma\left(1+\frac{m}{2}+s\right) \Gamma\left(\frac{1+m}{2}+s\right) / \Gamma(1+m+s) \Gamma(1+s)\right)=A_{s}(m), \quad s \geqq 0 . \tag{4.2}
\end{equation*}
$$

Similar manipulations on $D_{k}(\nu)$ for $k \geqq \nu$ give $D_{m+s}(m)=-B_{s}(m), s \geqq 0$. To summarize, we have

$$
C_{s}(m)=\left\{\begin{array}{ll}
A_{s}(-m), & s<m,  \tag{4.3}\\
A_{s-m}(m), & s \geqq m,
\end{array} \quad D_{s}(m)= \begin{cases}B_{s}(-m), & s<m, \\
-B_{s-m}(m), & s \geqq m .\end{cases}\right.
$$

Thus, (3.16) reduces to

$$
K i_{m, n}(z)= \begin{cases}\frac{1}{2} \sum_{k=0}^{m-1} A_{k}(-m) E_{2 k-m+n+1}(z)+\sum_{k=0}^{\infty} A_{k}(m) E_{2 k+m+n+1}(z),  \tag{4.4a}\\ \frac{1}{2} \sum_{k=0}^{m-1} B_{k}(-m) K i_{2 k-m+n}(z) & m \geqq 1 .\end{cases}
$$

If we specialize $m$ or $n$, we get the following special cases:

$$
\begin{align*}
& K i_{1, n}(z)=K i_{n-1}(z), \quad K i_{1,1}(z)=K i_{0}(z)=K_{0}(z), \\
& K i_{1,0}(z)=K i_{-1}(z)=K_{1}(z),  \tag{4.5}\\
& K i_{m, 0}(z)=K_{m}(z)=\frac{1}{2} \sum_{k=0}^{m-1} B_{k}(-m) K i_{2 k-m}(z) .
\end{align*}
$$

Equation (4.4b) shows that $K i_{\nu, n}(z)$ can be computed as a finite sum of Bickley functions when $\nu$ is a nonnegative integer. Reference [3] provides a Bickley function code for nonnegative indices while (1.4) extends these results to negative indices.

In (4.4a), the upper limit $m-1$ is actually ( $m / 2$ ) -1 if $m$ is even and $(m-1) / 2$ if $m$ is odd because the succeeding coefficients are zero. The corresponding upper limit in (4.4b) is $(m / 2)$ if $m$ is even and $(m-1) / 2$ if $m$ is odd. This can be seen from (3.10) by replacing $\nu$ by $-m$. There is an index $k$ such that one of the terms (as well as
succeeding terms) will be zero. For this index, $A_{k}(-m)$ and $B_{k}(-m)$ from (3.11) terminate with one of the following factors:
$m$ even $\quad m$ odd

$$
\begin{aligned}
& A_{k}(-m): \quad 1-\frac{m}{2}+k-1=0 \quad \text { or } \quad \frac{1-m}{2}+k-1=0, \\
& B_{k}(-m): \quad-\frac{m}{2}+k-1=0 \quad \text { or } \quad \frac{1-m}{2}+k-1=0 .
\end{aligned}
$$

Since these values of $k$ yield the first zero term, the index of the last nonzero term is one less. This shows that the sum for $K_{m}(z)$ in (4.5) and its derivatives ( $n<0$ ) in (4.4b) contain only Bickley functions of nonpositive indices which, according to (1.5), means only derivatives of $K_{0}(z)$ are involved.
5. Bounds and asymptotic estimates for $\boldsymbol{A}_{\boldsymbol{k}}(\boldsymbol{\nu})$ and $\boldsymbol{B}_{\boldsymbol{k}}(\boldsymbol{v}), \boldsymbol{v} \geqq 0, \boldsymbol{k} \geqq 0$. The relation

$$
\begin{equation*}
B_{n}(\nu)=\sum_{k=0}^{n} A_{k}(\nu) B_{n-k}, \quad n \geqq 0, \quad \nu \geqq 0 \tag{5.1}
\end{equation*}
$$

is derived from (3.7) by substituting the power series (3.7) into the Kummer relation

$$
\begin{equation*}
F\left(\frac{\nu}{2}, \frac{1+\nu}{2} ; 1+\nu ; z\right)=(1-z)^{1 / 2} F\left(1+\frac{\nu}{2}, \frac{1+\nu}{2} ; 1+\nu ; z\right), \quad \nu \geqq 0, \tag{5.2}
\end{equation*}
$$

and equating like powers of $z$. Multiplication of (5.2) by $(1-z)^{-1}$ and equating like powers of $z$ again gives

$$
\begin{equation*}
\sum_{k=0}^{n} B_{k}(\nu)=\sum_{k=0}^{n} A_{k}(\nu) A_{n-k}(0), \quad n \geqq 0 . \tag{5.3}
\end{equation*}
$$

On the other hand, multiplication of (5.2) by $(1-z)^{-1 / 2}$ gives

$$
\begin{equation*}
\sum_{k=0}^{n} B_{k}(\nu) A_{n-k}(0)=A_{n}(\nu), \quad n \geqq 0, \tag{5.4}
\end{equation*}
$$

and with $A_{k}(0) \leqq 1, k \geqq 0$, we get

$$
A_{k}(\nu) \leqq \sum_{k=0}^{n} B_{k}(\nu), \quad n \geqq 0 .
$$

Now, (2.2) shows that $B_{0}=1$ and $B_{k}<0$ for $k \geqq 1$. Therefore, (5.1) shows that

$$
\begin{equation*}
B_{n}(\nu) \leqq A_{n}(\nu), \quad n \geqq 0 . \tag{5.5}
\end{equation*}
$$

Equation (3.13) for $z=1$ gives

$$
\begin{equation*}
\sum_{k=0}^{n} B_{k}(\nu)<\sum_{k=0}^{\infty} B_{k}(\nu)=1, \quad \nu \geqq 0, \quad n \geqq 0, \tag{5.6}
\end{equation*}
$$

and combining (5.3)-(5.6) we get

$$
\begin{equation*}
B_{n}(\nu) \leqq A_{n}(\nu) \leqq \sum_{k=0}^{n} B_{k}(\nu)=\sum_{k=0}^{n} A_{k}(\nu) A_{n-k}(0)<1, \quad \nu \geqq 0, \quad n \geqq 0 . \tag{5.7}
\end{equation*}
$$

In order to estimate the rate of convergence of the series in (4.4) we need asymptotic estimates of the coefficients. The asymptotic estimate [1, p. 257]

$$
\begin{equation*}
\frac{\Gamma(z+a)}{\Gamma(z+b)} \sim z^{a-b}, \quad z \rightarrow \infty \tag{5.8}
\end{equation*}
$$

applied to $\boldsymbol{A}_{k}(\nu)$ and $B_{k}(\nu)$ gives

$$
\begin{equation*}
A_{k}(\nu) \sim \frac{1}{\sqrt{\pi}} k^{-1 / 2}=O\left(k^{-1 / 2}\right), \quad B_{k}(\nu) \sim \frac{1}{\sqrt{\pi}} k^{-3 / 2}=O\left(k^{-3 / 2}\right) \quad \text { as } k \rightarrow \infty \tag{5.9}
\end{equation*}
$$

Equation (5.9) and the estimates [1, p. 229]

$$
\frac{e^{-z}}{z+k}<E_{k}(z) \leqq \frac{e^{-z}}{z+k-1}, \quad k=1,2, \cdots, \quad z \geqq 0
$$

on the terms of (4.4a) give an order relation $O\left(k^{-3 / 2}\right)$ as $k \rightarrow \infty$. Consequently, the series after summing $N$ terms has a truncation error $O\left(N^{-1 / 2}\right)$ as $N \rightarrow \infty$. Reference [3] deals with the numerical problems of summing slowly convergent series of exponential integrals. These results can be applied directly to that part of (4.4a) where $2 k+m+n+1>0$ provided that the truncation error bound in [3] uses $A_{n}(m)<1$ from (5.7). The corresponding changes for Algorithm 609 [3] would be trivial.
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## A POSITIVE TRIGONOMETRIC SUM*
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Abstract. The positivity of

$$
\sum_{k=0}^{n} \frac{(\lambda)_{k}(\lambda)_{n-k}}{k!(n-k)!} \frac{\sin (k+1) \theta}{k+1}
$$

on $[\pi / 3, \pi)$ when $3<\lambda \leqq 4$ is established.

Key words. Fejer's inequality, ultraspherical polynomials

AMS(MOS) subject classification. 33A45, 42A05

1. Introduction. Let $(\lambda)_{0}=1$ and $(\lambda)_{n}=\lambda(\lambda+1) \cdots(\lambda+n-1), n=1,2, \cdots$. The trigonometric inequality

$$
\begin{equation*}
\sum_{k=0}^{n} \frac{(\lambda)_{k}}{k!} \frac{(\lambda)_{n-k}}{(n-k)!} \frac{\sin (k+1) \theta}{k+1}>0, \quad 0<\theta<\pi, \quad n=0,1,2, \cdots, \tag{1.1}
\end{equation*}
$$

is known to hold for $0 \leqq \lambda \leqq 3$ [1]-[3]. When $\lambda>3$, it is known that (1.1) fails for infinitely many values of $n$ [1]. In this note we will prove that if $3<\lambda \leqq 4$, then (1.1) holds in $\pi / 3 \leqq \theta<\pi$ and that when $\lambda=4$ the $\pi / 3$ is best possible. When $\lambda=1$, then (1.1) reduces to Fejer's classic inequality

$$
\sum_{k=0}^{n} \frac{\sin (k+1) \theta}{k+1}>0, \quad 0<\theta<\pi .
$$

Let $P_{n}^{\lambda}(x)$ denote the ultraspherical polynomial defined by

$$
\left(1-2 x z+z^{2}\right)^{-\lambda}=\sum_{n=0}^{\infty} P_{n}^{\lambda}(x) z^{n},
$$

and set

$$
T_{n}(\theta, \lambda)=\sum_{k=0}^{\infty} \frac{(\lambda)_{k}}{k!} \frac{(\lambda)_{n-k}}{(n-k)!} \frac{\sin (k+1) \theta}{k+1} .
$$

Write $x=\cos \theta / 2$ and set

$$
\Delta_{n}(x, \lambda)=\sin [(n+1) \theta / 2] P_{n+1}^{\lambda}(x)-\sin [(n+2) \theta / 2] P_{n}^{\lambda}(x) .
$$

It has been proved in [3] that

$$
T_{n}(\theta, \lambda)=\frac{\Delta_{n}(x, \lambda)}{2(\lambda-1) x}, \quad 0<x<1,
$$

and, consequently, if $\lambda>1$ positivity of $T_{n}(\theta, \lambda)$ follows from positivity of $\Delta_{n}(x, \lambda)$. In [3] it was also proved that the generating function for $P_{n}^{\lambda}(x)$ implies (recall

[^13]$x=\cos \theta / 2$ )
\[

$$
\begin{equation*}
\sum_{n=0}^{\infty} \Delta_{n}(x, \lambda) t^{n+1}=(1-t)^{-\lambda} \operatorname{Im}\left(1-t e^{i \theta}\right)^{-\lambda+1} . \tag{1.2}
\end{equation*}
$$

\]

By applying Darboux's method [4] to (1.2), we find that

$$
\begin{equation*}
\frac{n!\Delta_{n-1}(x, \lambda)}{(\lambda)_{n}}=\left(2 \sin \left(\frac{\theta}{2}\right)\right)^{(1-\lambda)} \sin \left[(\lambda-1)\left(\frac{\pi-\theta}{2}\right)\right]+O\left(\frac{1}{n}\right), \quad 0<\theta<\pi \tag{1.3}
\end{equation*}
$$

It follows from (1.3) that if $\lambda>3$ and $(\lambda-3 / \lambda-1) \pi \leqq \theta \leqq \pi$, then $T_{n}(\theta, \lambda)$ is positive for large $n$. We conjecture that $T_{n}(\theta, \lambda)>0$ for $n=0,1,2, \cdots$ if $\lambda>3,(\lambda-3 / \lambda-1) \pi \leqq$ $\theta<\pi$. The lower limit $(\lambda-3 / \lambda-1) \pi$ is clearly best possible for large $n$ because of (1.3) (in particular at $\lambda=4, \pi / 3$ is best possible).
2. The case $\boldsymbol{\lambda}=4$. In this section we will prove the following theorem.

Theorem 1.

$$
\sum_{k=0}^{n} \frac{(4)_{k}}{k!} \frac{(4)_{n-k}}{(n-k)!} \frac{\sin (k+1) \theta}{k+1}>0, \quad \frac{\pi}{3} \leqq \theta<\pi, \quad n=0,1,2, \cdots .
$$

Proof. Set $\lambda=4$ in (1.2). Then by partial fractions

$$
\begin{align*}
\frac{1}{(1-t)^{4}\left(1-t e^{i \theta}\right)^{3}}= & \frac{A_{1}}{1-t}+\frac{A_{2}}{(1-t)^{2}}+\frac{A_{3}}{(1-t)^{3}}+\frac{A_{4}}{(1-t)^{4}}+\frac{B_{1}}{1-t e^{i \theta}}  \tag{2.1}\\
& +\frac{B_{2}}{\left(1-t e^{i \theta}\right)^{2}}+\frac{B_{3}}{\left(1-t e^{i \theta}\right)^{3}} .
\end{align*}
$$

Expand $\left(1-t e^{i \theta}\right)^{-3}$ in a Taylor series about $t=1$ to get

$$
\left(1-t e^{i \theta}\right)^{-3}=\left(1-e^{i \theta}\right)^{-3} \sum_{n=0}^{\infty} \frac{(3)_{n}}{n!}\left(\frac{e^{i \theta}}{e^{i \theta}-1}\right)^{n}(1-t)^{n}
$$

Hence, the coefficients $A_{i}$ in (2.1) are given by

$$
\begin{aligned}
& A_{1}=-10 e^{3 i \theta}\left(e^{i \theta}-1\right)^{-6}, \quad A_{2}=-6 e^{2 i \theta}\left(e^{i \theta}-1\right)^{-5} \\
& A_{3}=-3 e^{i \theta}\left(e^{i \theta}-1\right)^{-4}, \quad A_{4}=-\left(e^{i \theta}-1\right)^{-3}
\end{aligned}
$$

Expand $(1-t)^{-4}$ about $t=e^{-i \theta}$ to get

$$
(1-t)^{-4}\left(1-t e^{i \theta}\right)^{-3}=e^{4 i \theta} \sum_{n=0}^{\infty} \frac{(4)_{n}}{n!}\left(1-e^{i \theta}\right)^{-n-4}\left(1-e^{i \theta} t\right)^{n-3} .
$$

Hence, the coefficients $B_{i}$ in (2.1) are given by

$$
B_{1}=10 e^{4 i \theta}\left(1-e^{i \theta}\right)^{-6}, \quad B_{2}=4 e^{4 i \theta}\left(1-e^{i \theta}\right)^{-5}, \quad B_{3}=e^{4 i \theta}\left(1-e^{i \theta}\right)^{-4} .
$$

From (1.2) and (2.1), we have

$$
\begin{equation*}
\Delta_{n-1}(x, 4)=\sum_{k=1}^{4} \frac{(k)_{n}}{n!} \operatorname{Im} A_{k}+\sum_{k=1}^{3} \frac{(k)_{n}}{n!} \operatorname{Im} B_{k} \mathrm{e}^{i n \theta} \tag{2.2}
\end{equation*}
$$

Write $\beta=2 \sin \theta / 2$ for notational convenience. Then the imaginary parts in (2.2) are given by

$$
\begin{gathered}
\operatorname{Im} A_{1}=0, \quad \operatorname{Im} A_{2}=6 \beta^{-5} \cos \frac{\theta}{2}, \\
\operatorname{Im} A_{3}=3 \beta^{-4} \sin \theta, \quad \operatorname{Im} A_{4}=-\beta^{-3} \cos \frac{3 \theta}{2}, \\
\operatorname{Im} B_{1} e^{i n \theta}=-10 \beta^{-6} \sin (n+1) \theta, \quad \operatorname{Im} B_{2} e^{i n \theta}=4 \beta^{-5} \cos \left(n+\frac{3}{2}\right) \theta, \\
\operatorname{Im} B_{3} e^{i n \theta}=\beta^{-4} \sin (n+2) \theta .
\end{gathered}
$$

Replace these imaginary parts in (2.2) and do some minor simplification to get

$$
\begin{align*}
& 96\left(\sin \frac{\theta}{2}\right)^{6} \Delta_{n-1}(x, 4)=-2(n+3)(n+2)(n+1)\left(\sin \frac{\theta}{2}\right)^{3} \cos \frac{3 \theta}{2} \\
&+9(n+2)(n+1)\left(\sin \frac{\theta}{2}\right)^{2} \sin \theta+9(n+1) \sin \theta  \tag{2.3}\\
&-15 \sin (n+1) \theta+12(n+1) \sin \frac{\theta}{2} \cos \left(n+\frac{3}{2}\right) \theta \\
& \quad+3(n+2)(n+1)\left(\sin \frac{\theta}{2}\right)^{2} \sin (n+2) \theta .
\end{align*}
$$

The proof now consists of showing that the trigonometric polynomial on the right-hand side of $(2.3)$ is positive in $[\pi / 3, \pi)$ for $n=1,2,3, \cdots$. The interval $[\pi / 3, \pi)$ will be broken into the three subintervals: $[\pi / 3, \pi / 2],(\pi / 2,2 \pi / 3],(2 \pi / 3, \pi)$. For notational convenience, write $D_{n}=96(\sin \theta / 2)^{6} \Delta_{n-1}(x, 4)$ and denote the six terms on the righthand side of (2.3) by $a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}$ in the order in which they appear. Thus, (2.3) is rewritten as

$$
D_{n}=a_{1}+a_{2}+a_{3}+a_{4}+a_{5}+a_{6} .
$$

First consider the interval [ $\pi / 3, \pi / 2$ ]. In this interval $a_{1} \geqq 0$, and thus $D_{n} \geqq$ $a_{2}+a_{3}+a_{4}+a_{5}+a_{6}$. Clearly $\quad\left|a_{4}\right| \leqq 15, \quad\left|a_{5}\right| \leqq 12(n+1) \sin \theta / 2, \quad$ and $\quad\left|a_{6}\right| \leqq$ $3(n+2)(n+1)\left(\sin \theta / 2^{2}\right)$. Hence,

$$
\begin{equation*}
D_{n} \geqq 3(n+1)(n+2)(3 \sin \theta-1) \sin ^{2} \frac{\theta}{2}+6(n+1)\left(3 \cos \frac{\theta}{2}-2\right) \sin \frac{\theta}{2}-15 . \tag{2.4}
\end{equation*}
$$

For $\theta \in[\pi / 3, \pi / 2], \quad 3(3 \sin \theta-1) \sin ^{2} \theta / 2>1.19 \quad$ and $\quad 6(3 \cos \theta / 2-2) \sin \theta / 2 \geqq$ $9-6 \sqrt{2}>0.51$. Replacing these lower bounds in (2.4), we obtain

$$
D_{n} \geqq(1.19)(n+2)(n+1)+(0.51)(n+1)-15>0, \quad n=2,3, \cdots .
$$

The case $n=1$ is trivial.
Next consider the interval $\pi / 2<\theta \leqq 2 \pi / 3$. In this interval, the first two terms on the right-hand side of (2.3), $a_{1}$ and $a_{2}$, are increasing. Hence, $a_{1}+a_{2} \geqq$ $\frac{1}{2}(n+3)(n+2)(n+1)+9 / 2(n+2)(n+1)$. Also, $\sin \theta \geqq \sqrt{3} / 2$ in this interval, and hence $a_{3} \geqq 9 \sqrt{3} / 2(n+1)$. Clearly, $a_{4} \geqq-15$. Since $\sin \theta / 2 \leqq \sqrt{3} / 2$, we have $a_{5} \geqq-6 \sqrt{3}(n+1)$ and $a_{6} \geqq-9 / 4(n+2)(n+1)$. Putting these estimates together, we have

$$
4 D_{n} \geqq 2(n+3)(n+2)(n+1)+9(n+2)(n+1)-6 \sqrt{3}(n+1)-15>0, \quad n=1,2, \cdots .
$$

The final subinterval $(2 \pi / 3, \pi)$ requires a preliminary lemma.
Lemma 1. If $2 \pi / 3 \leqq \theta \leqq \pi$, then

$$
\frac{\sin (n+2) \theta}{n+2} \geqq \frac{\sin 2 \theta}{2} \text { and } \frac{\cos (n+3 / 2) \theta}{n+3 / 2} \geqq \frac{\cos 3 / 2 \theta}{3 / 2}
$$

for $n=0,1,2, \cdots$.
Proof. Set $f(\theta)=\sin (n+2) \theta /(n+2)-\sin 2 \theta / 2$. Since $\sin (n+2) 2 \pi / 3$ assumes the values $0, \sqrt{3} / 2,-\sqrt{3} / 2$ and $\operatorname{since} \sin 4 \pi / 3=-\sqrt{3} / 2$, we see that $f(2 \pi / 3) \geqq 0$. Also $f(\pi)=0$. Now $f^{\prime}(\theta)=\cos (n+2) \theta-\cos 2 \theta=-2 \sin (n+4) \theta / 2 \sin n \theta / 2$, so that $f^{\prime}(\theta)=$ 0 when $\sin (n+4) \theta / 2=0$ and when $\sin n \theta / 2=0$. That is, at the points $\theta_{k}=2 k \pi /(n+4)$ and $\theta_{k}^{\prime}=2 k \pi / n$ where $\theta_{k}, \theta_{k}^{\prime} \varepsilon(2 \pi / 3, \pi)$. We have $f\left(\theta_{k}\right)=-(n+4) / 2(n+2)$ $\cdot \sin 4 k \pi /(n+4)>0$ because $4 k \pi /(n+4)$ must be a third or fourth quadrant angle since $2 k \pi /(n+4) \in(2 \pi / 3, \pi)$. Similarly, $f\left(\theta_{k}^{\prime}\right)=-n / 2(n+2) \sin 4 k \pi / n>0$ because $2 k \pi / n \in(2 \pi / 3, \pi)$. This proves the first inequality.

To prove the second inequality, set $g(\theta)=\cos (n+3 / 2) \theta /(n+3 / 2)-$ $(\cos 3 \theta / 2)(3 / 2)$. Clearly, $g(2 \pi / 3) \geqq \frac{2}{3}-1 /(n+3 / 2) \geqq 0$ for $n=1,2, \cdots$, also $g(\pi)=0$. Now $g^{\prime}(\theta)=-2 \cos (n+3) \theta / 2 \sin n \theta / 2$ and so $g^{\prime}(\theta)=0$ at the points $\theta_{k}=$ $(2 k+1) \pi /(n+3)$ and $\theta_{k}^{\prime}=4 k \pi / n$. We consider only those values of $k$ for which $\theta_{k}$, $\theta_{k}^{\prime} \in(2 \pi / 3, \pi)$. We have $f\left(\theta_{k}\right)=-(4 n+3)(6 n+9) \cos (6 k+3)(2 n+6) \pi$. Then $f\left(\theta_{k}\right)>0$ since $(6 k+3)(2 n+6) \pi$ is a third quadrant angle. Similarly, $f\left(\theta_{k}^{\prime}\right)=$ $-4 n /(6 n+9) \cos 6 k \pi / n$ and $f\left(\theta_{k}^{\prime}\right)>0$ since $6 k \pi / n$ is a third quadrant angle. This proves the lemma.

Now we turn to the interval $(2 \pi / 3, \pi)$. First, by the identity $\sin \theta / 2 \cos 3 \theta / 2=$ $\sin \theta\left(\cos \theta-\frac{1}{2}\right)$ we rewrite $a_{1}$ as $a_{1}=-2(n+3)(n+2)(n+1)\left(\cos \theta-\frac{1}{2}\right) \sin \theta \sin ^{2} \theta / 2$. Then dividing through (2.3) by $\sin \theta$ we have

$$
\begin{align*}
& \frac{D_{n}}{\sin \theta}=-2(n+3)(n+2)(n+1)\left(\cos \theta-\frac{1}{2}\right) \sin ^{2} \frac{\theta}{2}+9(n+2)(n+1) \sin ^{2} \frac{\theta}{2}+9(n+1) \\
& .5) \quad-15 \frac{\sin (n+1) \theta}{\sin \theta}+12(n+1)\left(n+\frac{3}{2}\right) \frac{\sin \theta / 2}{\sin \theta} \frac{\cos (n+3 / 2) \theta}{n+3 / 2}  \tag{2.5}\\
& \quad+3(n+2)^{2}(n+1) \frac{\sin ^{2} \theta / 2}{\sin \theta} \frac{\sin (n+2) \theta}{n+2}
\end{align*}
$$

Next, replacing the last two terms in (2.5) in accordance with the lemma and using $|\sin (n+1) \theta / \sin \theta| \leqq n+1$ in the fourth term, we have

$$
\begin{align*}
& \frac{D_{n}}{\sin \theta} \geqq(n+3)(n+2)(n+1)(1-2 \cos \theta) \sin ^{2} \frac{\theta}{2}+9(n+2)(n+1) \sin ^{2} \frac{\theta}{2} \\
& \quad+9(n+1)-15(n+1)+8(n+1)\left(n+\frac{3}{2}\right) \frac{\sin \theta / 2 \cos 3 \theta / 2}{\sin \theta}  \tag{2.6}\\
& \quad+3(n+2)^{2}(n+1) \sin ^{2} \frac{\theta}{2} \cos \theta .
\end{align*}
$$

In the fifth term in (2.6) again write $\sin \theta / 2 \cos 3 \theta / 2=\sin \theta\left(\cos \theta-\frac{1}{2}\right)$ and divide through by $n+1$ to get

$$
\begin{align*}
& \frac{D_{n}}{(n+1) \sin \theta} \geqq(n+3)(n+2)(1-2 \cos \theta) \sin ^{2} \frac{\theta}{2}+9(n+2) \sin ^{2} \frac{\theta}{2} \\
& +8\left(n+\frac{3}{2}\right)\left(\cos \theta-\frac{1}{2}\right)+3(n+2)^{2} \sin ^{2} \frac{\theta}{2} \cos \theta-6 . \tag{2.7}
\end{align*}
$$

Multiplying out the factors involving $n$ in (2.7) and collecting terms gives

$$
\begin{equation*}
\frac{D_{n}}{(n+1) \sin \theta} \geqq\left[(1+\cos \theta) \sin ^{2} \frac{\theta}{2}\right] n^{2}+\left[6 \sin ^{2} \frac{\theta}{2}+4 \cos \theta+2 \sin ^{2} \frac{\theta}{2} \cos \theta\right] n . \tag{2.8}
\end{equation*}
$$

The trigonometric polynomial in the second term in (2.8) can be rewritten as $(3-\cos \theta)(1+\cos \theta)$.
Replacing this in (2.8) and dividing by $n(1+\cos \theta)$ gives

$$
\begin{equation*}
\frac{D_{n}}{n(n+1)(1+\cos \theta) \sin \theta} \geqq n \sin ^{2} \frac{\theta}{2}+3-\cos \theta>0 . \tag{2.9}
\end{equation*}
$$

This completes the proof of Theorem 1.
3. The case $3<\lambda<4$. In this section we will prove the following positivity result.

Theorem 2. $T_{n}(\theta, \lambda)>0$ for $\pi / 3 \leqq \theta<\pi, 3<\lambda<4, n=0,1,2, \cdots$.
Proof. The inequality proved in Theorem 1 is equivalent to

$$
\begin{equation*}
P_{n}^{1}(x) P_{n+1}^{4}(x)-P_{n+1}^{1}(x) P_{n}^{4}(x)>0, \quad 0<x \leqq \frac{\sqrt{3}}{2}, \quad n=0,1,2, \cdots \tag{3.1}
\end{equation*}
$$

and the inequality in Theorem 2 is equivalent to
(3.2) $P_{n}^{1}(x) P_{n+1}^{\lambda}(x)-P_{n+1}^{1}(x) P_{n}^{\lambda}(x)>0, \quad 0<x \leqq \frac{\sqrt{3}}{2}, \quad 3<\lambda<4, \quad n=0,1,2, \cdots$.

To prove (3.2) we will use Theorem 2.4 of [2], which states that the inequality

$$
\begin{equation*}
P_{n}^{\alpha}(x) P_{n+1}^{\beta}(x)-P_{n+1}^{\alpha}(x) P_{n}^{\beta}(x)>0 \tag{3.3}
\end{equation*}
$$

holds for $0<x<1$ if $\frac{1}{2}<\alpha<\beta \leqq \alpha+2$.
It follows from the expansion

$$
P_{n}^{\lambda}(x)=\sum_{k=0}^{[n / 2]} \frac{(-1)^{k}(\lambda)_{n-k}}{k!(n-2 k)!}(2 x)^{n-2 k}
$$

that if $n$ is odd then

$$
P_{n}^{1}(x) P_{n+1}^{\lambda}(x)-P_{n+1}^{1}(x) P_{n}^{\lambda}(x)=A_{n}(\lambda) x^{3}+\cdots
$$

where $A_{n}(\lambda)>0$ for $\lambda>1$. Similarly, if $n$ is even then

$$
P_{n}^{1}(x) P_{n+1}^{\lambda}(x)-P_{n+1}^{1}(x) P_{n}^{\lambda}(x)=B_{n}(\lambda) x+\cdots
$$

where $B_{n}(\lambda)>0$ for $\lambda>1$. Consequently, (3.2) holds in a right-hand neighborhood of 0 , and if (3.2) is not true in $(0, \sqrt{3} / 2]$, then there exist $n, x$, $\lambda$ with $0<x \leqq \sqrt{3} / 2,3<\lambda<4$ such that

$$
\begin{equation*}
P_{n}^{1}(x) P_{n+1}^{\lambda}(x)-P_{n+1}^{1}(x) P_{n}^{\lambda}(x)=0 \tag{3.4}
\end{equation*}
$$

By (3.3) we have, for $n \geqq 0$ and $0<x<1$ :

$$
\begin{equation*}
P_{n}^{\lambda}(x) P_{n+1}^{4}(x)-P_{n+1}^{\lambda}(x) P_{n}^{4}(x)>0, \quad \text { if } 2 \leqq \lambda<4, \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
P_{n}^{3}(x) P_{n+1}^{\lambda}(x)-P_{n+1}^{3}(x) P_{n}^{\lambda}(x)>0 \quad \text { for } 3<\lambda<5 \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
P_{n}^{1}(x) P_{n+1}^{3}(x)-P_{n+1}^{1}(x) P_{n}^{3}(x)>0 \tag{iii}
\end{equation*}
$$

And by Theorem 1,
(iv) $\quad P_{n}^{1}(x) P_{n+1}^{4}(x)-P_{n}^{4}(x) P_{n+1}^{1}(x)>0 \quad$ for $n \geqq 0, \quad 0<x \leqq \sqrt{3} / 2$.

Now (3.4) implies that (for some $n \geqq 0, x$ and $\lambda$ with $0<x \leqq \sqrt{3} / 2$ and $3<\lambda<4$ ),

$$
\begin{equation*}
P_{n}^{1}(x) P_{n+1}^{\lambda}(x)=P_{n+1}^{1}(x) P_{n}^{\lambda}(x) . \tag{v}
\end{equation*}
$$

It follows from (v) that (for the same $n, \lambda, x$ )

$$
\begin{align*}
P_{n+1}^{1}(x)\left[P_{n}^{\lambda}(x) P_{n+1}^{N}(x)-P_{n+1}^{\lambda}(x)\right. & \left.P_{n}^{N}(x)\right]  \tag{vi}\\
= & P_{n+1}^{\lambda}(x)\left[P_{n}^{1}(x) P_{n+1}^{N}(x)-P_{n+1}^{1}(x) P_{n}^{N}(x)\right]
\end{align*}
$$

for $N=3$ and for $N=4$. But for $N=3$ the quantities in square brackets on either side of (vi) have opposite signs, by (ii) and (iii); for $N=4$ they have the same sign, by (i) and (iv).

It follows that if (v) holds, then (for the same $n, x, \lambda$ ) we have

$$
P_{n+1}^{1}(x)=P_{n+1}^{\lambda}(x)=0
$$

But then, because of (i)-(iv), we would have simultaneously

$$
\begin{array}{ll}
P_{n}^{\lambda}(x) P_{n+1}^{4}(x)>0, & P_{n}^{1}(x) P_{n+1}^{4}(x)>0, \\
P_{n}^{\lambda}(x) P_{n+1}^{3}(x)<0, & P_{n}^{1}(x) P_{n+1}^{3}(x)>0,
\end{array}
$$

which is impossible. Therefore (v) cannot occur.
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# STURM SEQUENCES FOR NONLINEAR EIGENVALUE PROBLEMS* 
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#### Abstract

An axiomatic treatment of Sturm sequences is presented, and applied to nonlinear eigenvalue problems of the form $\operatorname{det}[A(\lambda)]=0$. Here, $A(\lambda)$ is a symmetric, tridiagonal matrix, whose coefficients $a_{i j}(\lambda)$ satisfy certain monotonicity conditions. This is applied to a finite difference scheme for a Sturm-Liouville problem of the form $$
\left\{\begin{array}{l} \left(p(x, \lambda) u^{\prime}\right)^{\prime}+q(x, \lambda) u=0 \quad \text { for } a \leqq x \leqq b, \\ \alpha_{0}(\lambda) u(a)+\beta_{0}(\lambda) u^{\prime}(a)=0, \\ \alpha_{1}(\lambda) u(b)+\beta_{1}(\lambda) u^{\prime}(b)=0 . \end{array}\right.
$$

The coefficients of this problem are required to satisfy the same kind of monotonicity conditions as those that occur in the Sturm oscillation theorem and that guarantee the existence of eigenvalues.

Key words. Sturm sequence, eigenvalue, nonlinear, symmetric tridiagonal matrix, Sturm-Liouville problem
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1. Introduction. Sturm sequences provide a standard method for finding eigenvalues of symmetric matrices, especially tridiagonal matrices. The case of tridiagonal matrices is of special interest because they arise in the discretization of Sturm-Liouville equations. Also, the Sturm sequence can be calculated recursively in this case. In this paper, we will show that Sturm sequences work for certain kinds of nonlinear eigenvalue problems. The method can then be applied to certain Sturm-Liouville equations in which the eigenvalue occurs nonlinearly. As we will see, this includes cases where the eigenvalue occurs in the boundary conditions.

We recall the main facts about Sturm sequences (see Weber [15, Chap. 8], Givens [3]). Consider a symmetric, tridiagonal matrix:

$$
A=\left[\begin{array}{cccccc}
a_{1} & b_{1} & & & &  \tag{1.1}\\
b_{1} & a_{2} & b_{2} & & & \\
& b_{2} & a_{3} & b_{3} & & \\
& & \ddots & \ddots & \ddots & \\
& & & b_{n-2} & a_{n-1} & b_{n-1} \\
& & & & b_{n-1} & a_{n}
\end{array}\right],
$$

in which $b_{i} \neq 0(1 \leqq i \leqq n-1)$. For a fixed choice of $\lambda_{0}$, let $S_{i}\left(\lambda_{0}\right)$ be the $i$ th principal minor of $A-\lambda_{0} I$. Thus, for $1 \leqq i \leqq n$,

$$
S_{i}\left(\lambda_{0}\right)=\left|\begin{array}{ccccc}
a_{1}-\lambda_{0} & b_{1} & & &  \tag{1.2}\\
b_{1} & a_{2}-\lambda_{0} & b_{2} & & \\
& \ddots & \ddots & \ddots & \\
& & b_{i-2} & a_{i-1}-\lambda_{0} & b_{i-1} \\
& & & b_{i-1} & a_{i}-\lambda_{0}
\end{array}\right|
$$

We also define $S_{0}\left(\lambda_{0}\right)=1$. The (finite) sequence $S_{0}\left(\lambda_{0}\right), S_{1}\left(\lambda_{0}\right), \cdots, S_{n}\left(\lambda_{0}\right)$ is the Sturm sequence for the matrix $A$ at $\lambda_{0}$. Let $c\left(\lambda_{0}\right)$ be the number of sign changes in the Sturm

[^14]sequence (i.e., the number of indices $i$, such that $\left.S_{i-1}\left(\lambda_{0}\right) S_{i}\left(\lambda_{0}\right)<0\right)$. If some of the $S_{i}\left(\lambda_{0}\right)$ are zero, then all zeros are omitted from the sequence, and $c\left(\lambda_{0}\right)$ is the number of sign changes in the remaining sequence. The following three theorems are the main facts about Sturm sequences.

Theorem A (Eigenvalue count). $c\left(\lambda_{0}\right)$ equals the number of eigenvalues of $A$ that are less than $\lambda_{0}$.

Theorem B (Interlacing theorem). For $1 \leqq i \leqq n$, the zeros of $S_{i}(\lambda)$ and $S_{i-1}(\lambda)$ are interlaced (i.e., each function has a unique zero between two consecutive zeros of the other function).

Theorem C (Simple eigenvalues). $S_{n}(\lambda)$ has exactly $n$ different zeros.
We also will need to refer to the following weak form of Theorem A.
Theorem A (Weak form). If $\lambda^{\prime}<\lambda^{\prime \prime}$, then the number of eigenvalues in the interval [ $\left.\lambda^{\prime}, \lambda^{\prime \prime}\right)$ is $c\left(\lambda^{\prime \prime}\right)-c\left(\lambda^{\prime}\right)$.

Perhaps the most important of these theorems is Theorem A, because it provides a method for calculating eigenvalues. If the eigenvalues of $A$ are $\lambda_{1}<\lambda_{2}<\cdots<\lambda_{n}$, we can approximate the $k$ th eigenvalue $\lambda_{k}$ by using the bisection method with Theorem A. By bisection, we find a nested sequence of intervals $\left[\lambda^{\prime}, \lambda^{\prime \prime}\right]$ such that $c\left(\lambda^{\prime}\right)=k-1$ and $c\left(\lambda^{\prime \prime}\right)=k$. Theorem A guarantees that $\lambda^{\prime} \leqq \lambda_{k}<\lambda^{\prime \prime}$.

We will show that, under certain conditions, Theorems A, B, and C remain true when $A-\lambda I$ is replaced by a more general (symmetric, tridiagonal) matrix $A(\lambda)$, whose coefficients $a_{i j}(\lambda)$ may be nonlinear functions of $\lambda$. (Here, an eigenvalue is a zero of $\operatorname{det}[A(\lambda)]$.) In § 2 , Sturm sequences are considered from a general, axiomatic point of view. Versions of Theorems A, B, and C are proved in this context. In § 3, the results of $\S 2$ are applied to nonlinear eigenvalue problems for tridiagonal matrices. In $\S 4$, we consider a discretization of a Sturm-Liouville problem. Both the continuous and discrete problems are nonlinear eigenvalue problems. It is shown that Sturm sequences may be applied to the discrete problem, if the coefficients of the continuous problem satisfy the monotonicity conditions in the Sturm oscillation theorem.

Historical note. Sturm sequences first made their appearance in 1829, when Sturm announced his results in [12] and [13]. The announcement [12] was followed by a memoir [14] in 1835, where Sturm proves his well-known theorem relating the number of zeros of a polynomial in an interval to the number of sign changes in a Sturm sequence. The connection of Sturm sequences to eigenvalue problems first appeared in Sturm's announcement [13]. Here, Sturm states versions of Theorems A and B for a matrix of the form $A(\lambda)=K+\lambda G$, where $K$ and $G$ are symmetric matrices (not necessarily tridiagonal), and $G$ is positive definite. Unfortunately, this was not followed by published proofs. The first proof of Theorem A seems to be due to Jacobi [7], in 1857. Here, Jacobi proves the formula

$$
\sum_{i, j=1}^{n} a_{i j} x_{i} x_{j}=\frac{y_{1}^{2}}{S_{1}}+\sum_{k=2}^{n} \frac{y_{k}^{2}}{S_{k-1} S_{k}}
$$

where $y_{k}$ is a linear, homogeneous function of $x_{k}, x_{k+1}, \cdots, x_{n}$, and $S_{k}$ is the $k$ th principal minor of the symmetric matrix $A=\left(a_{i j}\right)$. This formula implies that the number of negative eigenvalues of $A$ is equal to the number of sign changes in the sequence $1, S_{1}, S_{2}, \cdots, S_{n}$. Theorem A follows from this fact. The algebra book [10], published by Salmon in 1859, includes a proof of Theorem A, using Sturm sequences. (The proof can be found in § 156 of the first edition. It occurs in § 46 of the fifth edition, which has been published as a Chelsea reprint.) An extensive discussion of Sturm sequences can be found in Chapter 8 of Weber's algebra book (1895) [15], including proofs of

Theorems A and B, and further developments by Hurwitz and Kronecker. Bôcher (1912) [1] has written an excellent review of Sturm's work, in which he discusses Sturm's motivation from problems in mechanics and heat flow.
2. Sturm sequences. In this section, we give an axiomatic development of Sturm sequences. Similar axiomatic treatments can be found in Weber [15], Isaacson and Keller [6], and Stoer and Bulirsch [11], where the weak form of Theorem A (in § 1) is proved within the axiomatic framework. We will develop the properties needed to yield analogues of Theorems A, B, and C. In § 3, this will be applied to nonlinear eigenvalue problems for symmetric, tridiagonal matrices.

Definition 2.1. Let $S_{0}(\lambda), S_{1}(\lambda), \cdots, S_{n}(\lambda)$ be continuous functions on an interval $\Lambda_{1}<\lambda<\Lambda_{2}$. (The possibilities $\Lambda_{1}=-\infty, \Lambda_{2}=\infty$ are included.) We say that the (finite) sequence $S_{0}(\lambda), S_{1}(\lambda), \cdots, S_{n}(\lambda)$ has the Sturm property if:
(a) $S_{0}(\lambda)$ has no zeros in $\left(\Lambda_{1}, \Lambda_{2}\right)$.
(b) For $1 \leqq i \leqq n$, the set of zeros of $S_{i}(\lambda)$ is discrete (i.e., the set of zeros has no limit point in ( $\Lambda_{1}, \Lambda_{2}$ ); equivalently, each function $S_{i}(\lambda)$ has only isolated zeros).
(c) For $1 \leqq i \leqq n-1$, if $S_{i}\left(\lambda_{0}\right)=0$, then $S_{i-1}\left(\lambda_{0}\right) S_{i+1}\left(\lambda_{0}\right)<0$.
(d) If $S_{n}\left(\lambda_{0}\right)=0$, then for sufficiently small $\varepsilon_{1}, \varepsilon_{2}>0, S_{n-1}\left(\lambda_{0}\right)\left[S_{n}\left(\lambda_{0}+\varepsilon_{2}\right)-\right.$ $\left.S_{n}\left(\lambda_{0}-\varepsilon_{1}\right)\right]<0$.

Remarks. (1) Conditions (c) and (d) imply that for each $\lambda_{0}$ in ( $\Lambda_{1}, \Lambda_{2}$ ), the sequence of numbers $S_{0}\left(\lambda_{0}\right), S_{1}\left(\lambda_{0}\right), \cdots, S_{n}\left(\lambda_{0}\right)$ does not contain two consecutive zeros.
(2) Condition (d) implies that if $S_{n}\left(\lambda_{0}\right)=0$, then $S_{n}(\lambda)$ changes sign as $\lambda$ passes through $\lambda_{0}$. This need not be true for $S_{i}(\lambda)(i<n)$. For example, the sequence $1,-\lambda^{2}$, $\lambda-1$ has the Sturm property, but $S_{1}(\lambda)=-\lambda^{2}$ does not change sign as $\lambda$ passes through 0.
(3) Condition (d) is equivalent to two other conditions: If $S_{n}\left(\lambda_{0}\right)=0$, then for sufficiently small $\varepsilon>0$,
(d1) $S_{n}\left(\lambda_{0}-\varepsilon\right) S_{n}\left(\lambda_{0}+\varepsilon\right)<0$, and
(d2) $S_{n-1}\left(\lambda_{0}\right)\left[S_{n}\left(\lambda_{0}+\varepsilon\right)-S_{n}\left(\lambda_{0}-\varepsilon\right)\right]<0$.
(4) In case $S_{n}(\lambda)$ is differentiable, condition (d) follows from the following condition: If $S_{n}\left(\lambda_{0}\right)=0$, then $S_{n-1}\left(\lambda_{0}\right) S_{n}^{\prime}\left(\lambda_{0}\right)<0$.
(5) Condition (d) implies that if $S_{n}\left(\lambda_{0}\right)=0$, then for sufficiently small $\varepsilon>0$, $S_{n-1}\left(\lambda_{0}-\varepsilon\right) S_{n}\left(\lambda_{0}-\varepsilon\right)>0$ and $S_{n-1}\left(\lambda_{0}+\varepsilon\right) S_{n}\left(\lambda_{0}+\varepsilon\right)<0$. Thus, a sign change is generated between $S_{n-1}(\lambda)$ and $S_{n}(\lambda)$, when $\lambda$ passes through $\lambda_{0}$ from left to right.

Definition 2.2. Let $\alpha_{0}, \alpha_{1}, \cdots, \alpha_{n}$ be a sequence of (real) numbers. $c\left(\alpha_{0}, \alpha_{1}, \cdots, \alpha_{n}\right)$ denotes the number of sign changes in $\alpha_{0}, \alpha_{1}, \cdots, \alpha_{n}$ after the zero terms have been omitted. Corresponding to a sequence of functions $S_{0}(\lambda), S_{1}(\lambda), \cdots, S_{n}(\lambda)$, the number of sign changes $c\left(S_{0}\left(\lambda_{0}\right), S_{1}\left(\lambda_{0}\right), \cdots, S_{n}\left(\lambda_{0}\right)\right)$ will usually be denoted simply by $c\left(\lambda_{0}\right)$.

The following theorem is analogous to the weak form of Theorem A in § 1.
Theorem 2.1. Suppose that the sequence $S_{0}(\lambda), S_{1}(\lambda), \cdots, S_{n}(\lambda)$, has the Sturm property on $\left(\Lambda_{1}, \Lambda_{2}\right)$. Let $\lambda^{\prime}<\lambda^{\prime \prime}$ be numbers in $\left(\Lambda_{1}, \Lambda_{2}\right)$. Then $S_{n}(\lambda)$ has exactly $c\left(\lambda^{\prime \prime}\right)-c\left(\lambda^{\prime}\right)$ different zeros in the interval $\left[\lambda^{\prime}, \lambda^{\prime \prime}\right)$.

Proof. Consider what happens to $c(\lambda)$ as $\lambda$ increases from $\lambda^{\prime}$ to $\lambda^{\prime \prime}$. The interval [ $\lambda^{\prime}, \lambda^{\prime \prime}$ ] contains only a finite number of zeros (perhaps none) of any of the functions $S_{i}(\lambda), 1 \leqq i \leqq n$. (Recall that $S_{0}(\lambda)$ has no zeros.) $c(\lambda)$ does not change in any subinterval that contains no zeros of $S_{i}(\lambda), 1 \leqq i \leqq n$.

Suppose that $\lambda_{0}$ is a zero of $S_{i}(\lambda)$, where $i<n$. By condition (c) in Definition 2.1, $S_{i-1}(\lambda)$ and $S_{i+1}(\lambda)$ have opposite signs in an interval $\left(\lambda_{0}-\varepsilon, \lambda_{0}+\varepsilon\right)$. We suppose that $\varepsilon$ is small enough so that the functions $S_{j}(\lambda), 1 \leqq j \leqq n$, have no zeros other than $\lambda_{0}$ in
$\left(\lambda_{0}-\varepsilon, \lambda_{0}+\varepsilon\right)$. The subsequence $S_{i-1}(\lambda), S_{i}(\lambda), S_{i+1}(\lambda) \cdot$ has exactly one sign change, for all $\lambda$ in this interval. (For $\lambda=\lambda_{0}, S_{i}\left(\lambda_{0}\right)$ is omitted from the subsequence.) The same is true for any other $j, 1 \leqq j \leqq n-1$, if $S_{j}\left(\lambda_{0}\right)=0$. Therefore, if $S_{n}\left(\lambda_{0}\right) \neq 0$, then $c(\lambda)$ does not change in the interval $\left(\lambda_{0}-\varepsilon, \lambda_{0}+\varepsilon\right)$.

Now suppose that $\lambda_{0}$ is a zero of $S_{n}(\lambda)$. As we mentioned before (Remark (5)), condition (d) in Definition 2.1 implies that, for small $\varepsilon>0, S_{n-1}\left(\lambda_{0}-\varepsilon\right) S_{n}\left(\lambda_{0}-\varepsilon\right)>0$ and $S_{n-1}\left(\lambda_{0}+\varepsilon\right) S_{n}\left(\lambda_{0}+\varepsilon\right)<0$. We suppose that $\lambda_{0}$ is the only zero of $S_{n}(\lambda)$ in $\left(\lambda_{0}-\right.$ $\varepsilon, \lambda_{0}+\varepsilon$ ), and $S_{n-1}(\lambda)$ has no zeros in this interval. Then $S_{n-1}(\lambda) S_{n}(\lambda)>0$ for $\lambda_{0}-\varepsilon \leqq$ $\lambda<\lambda_{0}$, and $S_{n-1}(\lambda) S_{n}(\lambda)<0$ for $\lambda_{0}<\lambda \leqq \lambda_{0}+\varepsilon$. Therefore $c(\lambda)=c\left(\lambda_{0}\right)$ for $\lambda_{0}-\varepsilon \leqq \lambda<$ $\lambda_{0}$, and $c(\lambda)=c\left(\lambda_{0}\right)+1$ for $\lambda_{0}<\lambda \leqq \lambda_{0}+\varepsilon$. In other words, $c(\lambda)$ increases by 1 as $\lambda$ passes through $\lambda_{0}$ from left to right.

Now consider the interval $\left[\lambda^{\prime}, \lambda^{\prime \prime}\right]$ again. If $\lambda^{\prime}$ is a zero of $S_{n}(\lambda)$, then for small $\varepsilon, c\left(\lambda^{\prime}+\varepsilon\right)=c\left(\lambda^{\prime}\right)+1$. Thus $c(\lambda)$ "counts" $\lambda^{\prime}$. Similarly, $c(\lambda)$ counts the zeros of $S_{n}$ in the interior of $\left[\lambda^{\prime}, \lambda^{\prime \prime}\right]$. If $\lambda^{\prime \prime}$ is a zero of $S_{n}(\lambda)$, then for small $\varepsilon, c\left(\lambda^{\prime \prime}-\varepsilon\right)=c\left(\lambda^{\prime \prime}\right)$, so $c(\lambda)$ does not count $\lambda^{\prime \prime}$.

Corollary 2.1. If the sequence $S_{0}(\lambda), S_{1}(\lambda), \cdots, S_{n}(\lambda)$ has the Sturm property on ( $\Lambda_{1}, \Lambda_{2}$ ), then $S_{n}(\lambda)$ has at most $n$ different zeros in $\left(\Lambda_{1}, \Lambda_{2}\right)$.

Proof. For any $\lambda$ in $\left(\Lambda_{1}, \Lambda_{2}\right), c(\lambda) \leqq n$.
We now mention a theorem analogous to the strong form of Theorem A in § 1.
Theorem 2.2. Let $S_{0}(\lambda), S_{1}(\lambda), \cdots, S_{n}(\lambda)$ have the Sturm property on $\left(\Lambda_{1}, \Lambda_{2}\right)$, and suppose that $S_{0}(\lambda)>0$ on $\left(\Lambda_{1}, \Lambda_{2}\right)$. The following are equivalent:
(1) There is a number $\lambda_{+}$in $\left(\Lambda_{1}, \Lambda_{2}\right)$, such that $S_{i}\left(\lambda_{+}\right) \geqq 0$, for $1 \leqq i \leqq n$.
(2) For any $\lambda_{0}$ in $\left(\Lambda_{1}, \Lambda_{2}\right), c\left(\lambda_{0}\right)$ equals the number of zeros of $S_{n}(\lambda)$ in the interval $\left(\Lambda_{1}, \lambda_{0}\right)$.

Proof. Suppose (1) is true. Then $c\left(\lambda_{+}\right)=0$. Note that Theorem 2.1 implies that $c(\lambda)$ is a nondecreasing function. Therefore $c(\lambda)=0$ for $\Lambda_{1}<\lambda \leqq \lambda_{+}$. The theorem also implies that $S_{n}(\lambda)$ has no zeros in ( $\Lambda_{1}, \lambda_{+}$).

If $\Lambda_{1}<\lambda_{0} \leqq \lambda_{+}$, then the number of zeros of $S_{n}(\lambda)$ in $\left(\Lambda_{1}, \lambda_{0}\right)$ is $0=c\left(\lambda_{0}\right)$. If $\lambda_{+}<\lambda_{0}<\Lambda_{2}$, then the zeros of $S_{n}(\lambda)$ in ( $\Lambda_{1}, \lambda_{0}$ ) lie in the subinterval [ $\lambda_{+}, \lambda_{0}$ ). Thus the number of zeros in ( $\Lambda_{1}, \lambda_{0}$ ) equals the number of zeros in [ $\lambda_{+}, \lambda_{0}$ ), which equals $c\left(\lambda_{0}\right)-c\left(\lambda_{+}\right)=c\left(\lambda_{0}\right)$. This proves (2).

Now suppose that (2) is true. By Corollary 2.1, $S_{n}(\lambda)$ has only a finite number of zeros in $\left(\Lambda_{1}, \Lambda_{2}\right)$. Let $\lambda_{+}$be a number in ( $\Lambda_{1}, \Lambda_{2}$ ), which lies to the left of all zeros of $S_{n}(\lambda)$. By (2), $c\left(\lambda_{+}\right)=0$. Therefore the sequence $S_{0}\left(\lambda_{+}\right), S_{1}\left(\lambda_{+}\right), \cdots, S_{n}\left(\lambda_{+}\right)$has no sign changes. Therefore $S_{i}\left(\lambda_{+}\right) \geqq 0$, for $1 \leqq i \leqq n$. (Necessarily, $S_{n}\left(\lambda_{+}\right)>0$.) This proves (1).

Remark. We have seen that the Sturm property implies the weak form of Theorem A. However, it does not imply Theorem B. For example, the sequence $S_{0}(\lambda)=1$, $S_{1}(\lambda)=1-\lambda^{2}, S_{2}(\lambda)=\lambda-2$ has the Sturm property, but the zeros of $S_{1}$ and $S_{2}$ are not interlaced. In the following definition, we consider an additional property, which will imply Theorem B.

Definition 2.3. A Sturm sequence is a sequence of functions $S_{0}(\lambda), S_{1}(\lambda), \cdots, S_{n}(\lambda)$, such that for $1 \leqq i \leqq n$, the initial subsequence $S_{0}(\lambda), S_{1}(\lambda), \cdots, S_{i}(\lambda)$ has the Sturm property. In other words, a Sturm sequence satisfies all conditions in Definition 2.1, except that condition (d) is replaced by the stronger condition:
(d') For $1 \leqq i \leqq n$, if $S_{i}\left(\lambda_{0}\right)=0$, then for sufficiently small $\varepsilon_{1}, \varepsilon_{2}>0, S_{i-1}\left(\lambda_{0}\right)\left[S_{i}\left(\lambda_{0}+\right.\right.$ $\left.\left.\varepsilon_{2}\right)-S_{i}\left(\lambda_{0}-\varepsilon_{1}\right)\right]<0$.

Remark. Condition ( $\mathrm{d}^{\prime}$ ) implies that for $1 \leqq i \leqq n$, if $S_{i}\left(\lambda_{0}\right)=0$, then $S_{i}(\lambda)$ changes $\operatorname{sign}$ as $\lambda$ passes through $\lambda_{0}$.

Theorem 2.3. Suppose that $S_{0}(\lambda), S_{1}(\lambda), \cdots, S_{n}(\lambda)$ is a Sturm sequence. Then, for $1 \leqq i \leqq n$, the zeros of $S_{i}(\lambda)$ and $S_{i-1}(\lambda)$ are interlaced.

Proof. We use induction on $i$. The statement is true for $i=1$, since $S_{0}(\lambda)$ has no zeros, and by Corollary 2.1, $S_{1}(\lambda)$ has at most one zero. Suppose the statement is true for $i \leqq k$. We will prove it for $i=k+1$.

Let $\lambda_{1}<\lambda_{2}$ be consecutive zeros of $S_{k+1}(\lambda)$. We will show that $S_{k}(\lambda)$ has a zero between $\lambda_{1}$ and $\lambda_{2}$. $S_{k}(\lambda)$ cannot have more than one zero in $\left(\lambda_{1}, \lambda_{2}\right)$, because we will later show that $S_{k+1}(\lambda)$ has a zero between two zeros of $S_{k}(\lambda)$.) Condition (d') in Definition 2.3 implies that for sufficiently small $\varepsilon>0$, and for $j=1,2, S_{k}\left(\lambda_{j}-\varepsilon\right) S_{k+1}\left(\lambda_{j}-\right.$ $\varepsilon)>0$ and $S_{k}\left(\lambda_{j}+\varepsilon\right) S_{k+1}\left(\lambda_{j}+\varepsilon\right)<0$. Thus, $S_{k}\left(\lambda_{1}+\varepsilon\right)$ and $S_{k+1}\left(\lambda_{1}+\varepsilon\right)$ have opposite signs, while $S_{k}\left(\lambda_{2}-\varepsilon\right)$ and $S_{k+1}\left(\lambda_{2}-\varepsilon\right)$ have the same sign. Since $\lambda_{1}$ and $\lambda_{2}$ are consecutive zeros, $S_{k+1}(\lambda)$ does not change sign in the interval ( $\lambda_{1}, \lambda_{2}$ ). Therefore, for small $\varepsilon>0, S_{k}\left(\lambda_{1}+\varepsilon\right)$ and $S_{k}\left(\lambda_{2}-\varepsilon\right)$ have opposite signs, so $S_{k}(\lambda)$ has a zero in $\left(\lambda_{1}, \lambda_{2}\right)$.

Now let $\lambda_{1}<\lambda_{2}$ be consecutive zeros of $S_{k}(\lambda)$. We will show that $S_{k+1}(\lambda)$ has a zero between $\lambda_{1}$ and $\lambda_{2}$. (As before, this zero must be unique.) By condition (c) in Definition 2.1, $S_{k-1}\left(\lambda_{j}\right) S_{k+1}\left(\lambda_{j}\right)<0$, for $j=1,2$. By inductive hypothesis, $S_{k-1}(\lambda)$ has a unique zero $\lambda_{0}$ between $\lambda_{1}$ and $\lambda_{2} . S_{k-1}(\lambda)$ changes sign at any zero, so $S_{k-1}\left(\lambda_{1}\right)$ and $S_{k-1}\left(\lambda_{2}\right)$ have opposite signs. Since $S_{k-1}\left(\lambda_{j}\right) S_{k+1}\left(\lambda_{j}\right)<0$, for $j=1,2$, it follows that $S_{k+1}\left(\lambda_{1}\right)$ and $S_{k+1}\left(\lambda_{2}\right)$ have opposite signs. Therefore $S_{k+1}(\lambda)$ has a zero between $\lambda_{1}$ and $\lambda_{2}$.

Remark. If $S_{0}(\lambda), S_{1}(\lambda), \cdots, S_{n}(\lambda)$ is a Sturm sequence on $\left(\Lambda_{1}, \Lambda_{2}\right), S_{n}(\lambda)$ need not have $n$ zeros in ( $\Lambda_{1}, \Lambda_{2}$ ), since we may have omitted some of the zeros by taking the interval too small. Even if the interval is $(-\infty, \infty), S_{n}(\lambda)$ may not have $n$ zeros. An example of this is $S_{0}(\lambda)=1, S_{1}(\lambda)=-\lambda-1, S_{2}(\lambda)=\lambda-1$. The following theorem (analogous to Theorem C in § 1) gives necessary and sufficient conditions for $S_{n}(\lambda)$ to have $n$ zeros.

Theorem 2.4. Suppose that the sequence $S_{0}(\lambda), S_{1}(\lambda), \cdots, S_{n}(\lambda)$ is a Sturm sequence on $\left(\Lambda_{1}, \Lambda_{2}\right)$, and that $S_{0}(\lambda)>0$, for $\Lambda_{1}<\lambda<\Lambda_{2}$. Then $S_{n}(\lambda)$ has exactly $n$ different zeros in $\left(\Lambda_{1}, \Lambda_{2}\right)$ if and only if there are numbers $\lambda_{+}<\lambda_{-}$in $\left(\Lambda_{1}, \Lambda_{2}\right)$, such that, for $1 \leqq i \leqq n$,
(1) $S_{i}\left(\lambda_{+}\right) \geqq 0$, and
(2) the sign of $S_{i}\left(\lambda_{-}\right)$is $(-1)^{i}$.

If these conditions are satisfied, then $S_{i}(\lambda)$ has exactly $i$ different zeros in $\left(\Lambda_{1}, \Lambda_{2}\right)$, for $1 \leqq i \leqq n$.

Proof. First suppose that $S_{n}(\lambda)$ has $n$ different zeros in $\left(\Lambda_{1}, \Lambda_{2}\right)$. Since the zeros of $S_{n-1}(\lambda)$ and $S_{n}(\lambda)$ are interlaced, $S_{n-1}(\lambda)$ has $n-1$ zeros in $\left(\Lambda_{1}, \Lambda_{2}\right)$. Similarly, by induction, we can show that $S_{i}(\lambda)$ has $i$ zeros in $\left(\Lambda_{1}, \Lambda_{2}\right)$. Let $c_{i}(\lambda)$ denote the number of sign changes in the sequence $S_{0}(\lambda), S_{1}(\lambda), \cdots, S_{i}(\lambda)$, after the zero terms have been omitted. Let $\lambda_{+}<\lambda_{-}$be numbers in ( $\Lambda_{1}, \Lambda_{2}$ ), such that $\lambda_{+}$lies to the left of all zeros of all $S_{j}(\lambda)$, and $\lambda_{-}$lies to the right of these zeros. Then the number of zeros of $S_{i}(\lambda)$ in $\left(\Lambda_{1}, \Lambda_{2}\right)$ is $i=c_{i}\left(\lambda_{-}\right)-c_{i}\left(\lambda_{+}\right)$. Since $0 \leqq c_{i}(\lambda) \leqq i$, this implies that $c_{i}\left(\lambda_{+}\right)=0$ and $c_{i}\left(\lambda_{-}\right)=i$. Therefore, $S_{i}\left(\lambda_{+}\right) \geqq 0$ and $S_{i}\left(\lambda_{-}\right)$has sign (-1) ${ }^{i}$. This proves (1) and (2).

Now suppose conditions (1) and (2) are satisfied. Then $c_{i}\left(\lambda_{+}\right)=0$ and $c_{i}\left(\lambda_{-}\right)=i$. By Theorem 2.1, $S_{i}(\lambda)$ has $c_{i}\left(\lambda_{-}\right)-c_{i}\left(\lambda_{+}\right)=i$ zeros in the interval $\left[\lambda_{+}, \lambda_{-}\right)$. By Corollary 2.1, $S_{i}(\lambda)$ has at most $i$ zeros. Therefore it has exactly $i$ zeros in ( $\Lambda_{1}, \Lambda_{2}$ ).
3. Tridiagonal matrices. We will apply the results of $\S 2$ to symmetric, tridiagonal matrices $A(\lambda)$. In each case, the eigenvalues are the zeros of $\operatorname{det}[A(\lambda)], S_{i}(\lambda)$ (for $1 \leqq i \leqq n)$ is the $i$ th principal minor of $A(\lambda)$, and $S_{0}(\lambda)=1$. We will begin with matrices
of the form

$$
A(\lambda)=\left[\begin{array}{cccccc}
\left(b_{0}+b_{1}-a_{1}\right) & -b_{1} & & & &  \tag{3.1}\\
-b_{1} & \left(b_{1}+b_{2}-a_{2}\right) & -b_{2} & & & \\
& -b_{2} & \left(b_{2}+b_{3}-a_{3}\right) & -b_{3} & & \\
& & \ddots & \cdots & \cdots & \\
& & & -b_{n-2} & \left(b_{n-2}+b_{n-1}-a_{n-1}\right) & -b_{n-1} \\
& & & & -b_{n-1} & \left(b_{n-1}+b_{n}-a_{n}\right)
\end{array}\right],
$$

where the $a_{i}=a_{i}(\lambda)$ and $b_{j}=b_{j}(\lambda)$ are continuous functions on an interval $\left(\Lambda_{1}, \Lambda_{2}\right)$. (The possibilities $\Lambda_{1}=-\infty, \Lambda_{2}=\infty$ are included.)

The following is a well-known recursion relation for the $S_{i}(\lambda)$.
LEMMA 3.1. $S_{i+1}=\left(b_{i}+b_{i+1}-a_{i+1}\right) S_{i}-b_{i}^{2} S_{i-1}$, for $1 \leqq i \leqq n-1$.
Proof. This is the cofactor expansion of the determinant

$$
S_{i+1}=\left|\begin{array}{cccccc}
\left(b_{0}+b_{1}-a_{1}\right) & -b_{1} & & & & \\
-b_{1} & \left(b_{1}+b_{2}-a_{2}\right) & -b_{2} & & & \\
& -b_{2} & \left(b_{2}+b_{3}-a_{3}\right) & -b_{3} & & \\
& & \ddots & \cdots & \cdots & \\
& & & -b_{i-1} & \left(b_{i-1}+b_{i}-a_{i}\right) & -b_{i} \\
& & & & -b_{i} & \left(b_{i}+b_{i+1}-a_{i+1}\right)
\end{array}\right|
$$

by the last row.
Remark. If $b_{i}(\lambda)$ has no zeros (for $1 \leqq i \leqq n-1$ ), then Lemma 3.1 implies that two consecutive functions $S_{i}, S_{i+1}$ cannot have a common zero. If $S_{i}\left(\lambda_{0}\right)=0=S_{i+1}\left(\lambda_{0}\right)$, then the recursion relation implies that $S_{i-1}\left(\lambda_{0}\right)=0$. This in turn implies $0=S_{i-1}\left(\lambda_{0}\right)=$ $S_{i-2}\left(\lambda_{0}\right)=S_{i-3}\left(\lambda_{0}\right)=\cdots=S_{0}\left(\lambda_{0}\right)$, which contradicts $S_{0}(\lambda)=1$. The recursion relation also implies that if $S_{i}\left(\lambda_{0}\right)=0$, then $S_{i+1}\left(\lambda_{0}\right) S_{i-1}\left(\lambda_{0}\right) \leqq 0$. Since two consecutive functions have no common zero, $S_{i+1}\left(\lambda_{0}\right) S_{i-1}\left(\lambda_{0}\right)<0$. This is condition (c) in Definition 2.1.

Lemma 3.2. Suppose that
(1) $a_{i}(\lambda)$ is strictly increasing, for $1 \leqq i \leqq n$;
(2) $b_{j}(\lambda)$ is nonincreasing, for $0 \leqq j \leqq n$;
(3) $b_{i}(\lambda)$ has no zeros, for $1 \leqq i \leqq n-1$.

## Then,

(a) $S_{i}(\lambda)$ has only isolated zeros, for $1 \leqq i \leqq n$;
(b) $b_{i}-b_{i}^{2}\left(S_{i-1} / S_{i}\right)$ is a strictly decreasing function on any interval containing no zeros of $S_{i}(\lambda)$, for $1 \leqq i \leqq n-1$.

Proof. We will prove (a) and (b) simultaneously by induction on $i$. Note that $i=n$ is permitted in (a), while $i \leqq n-1$ in (b). The reason for the restriction in (b) is that $b_{n}(\lambda)$ is allowed to have zeros or even to be identically zero.

For $i=1, S_{1}=b_{0}+b_{1}-a_{1}$ is strictly decreasing, so it can have at most one zero. We must show that $b_{1}-b_{1}^{2}\left(S_{0} / S_{1}\right)$ is strictly decreasing on any interval that contains no zeros of $S_{1}$. We first consider an interval that has no zeros of $S_{1}$ or $b_{0}-a_{1}$ :

$$
b_{1}-b_{1}^{2} \frac{S_{0}}{S_{1}}=b_{1}-\frac{b_{1}^{2}}{b_{0}+b_{1}-a_{1}}=\frac{b_{1}\left(b_{0}-a_{1}\right)}{b_{1}+\left(b_{0}-a_{1}\right)} .
$$

This shows that $b_{1}-b_{1}^{2}\left(S_{0} / S_{1}\right)$ has no zeros in the given interval, and

$$
\left[b_{1}-b_{1}^{2} \frac{S_{0}}{S_{1}}\right]^{-1}=\frac{1}{b_{0}-a_{1}}+\frac{1}{b_{1}}
$$

Since $b_{0}-a_{1}$ is strictly decreasing and $b_{1}$ is nonincreasing, this shows that [ $b_{1}-$ $\left.b_{1}^{2}\left(S_{0} / S_{1}\right)\right]^{-1}$ is strictly increasing, so $b_{1}-b_{1}^{2}\left(S_{0} / S_{1}\right)$ is strictly decreasing in the given interval.

Since $b_{0}-a_{1}$ is strictly decreasing, it has at most one zero $\lambda_{0}$. Suppose that ( $\alpha, \beta$ ) is an interval that contains $\lambda_{0}$, but no zeros of $S_{1}$. By the previous paragraph, $b_{1}-b_{1}^{2}\left(S_{0} / S_{1}\right)$ is strictly decreasing in ( $\alpha, \lambda_{0}$ ) and $\left(\lambda_{0}, \beta\right)$. By continuity, it is strictly decreasing in ( $\alpha, \beta$ ). This concludes the inductive step $i=1$.

Now suppose that statements (a) and (b) are true for $i \leqq k$; we will prove them for $i=k+1$. First we consider (a). By Lemma 3.1,

$$
\begin{align*}
& S_{k+1}=\left(b_{k}+b_{k+1}-a_{k+1}\right) S_{k}-b_{k}^{2} S_{k-1}, \quad \text { or } \\
& S_{k+1}=S_{k}\left[\left(b_{k+1}-a_{k+1}\right)+\left(b_{k}-b_{k}^{2} \frac{S_{k-1}}{S_{k}}\right)\right] . \tag{3.2}
\end{align*}
$$

As we mentioned in the remark following Lemma 3.1, $S_{k+1}$ and $S_{k}$ cannot have a common zero. By induction, the set of zeros of $S_{k}$ is discrete, and $b_{k}-b_{k}^{2}\left(S_{k-1} / S_{k}\right)$ is strictly decreasing in any interval that contains no zeros of $S_{k}$. Therefore the function $\left(b_{k+1}-a_{k+1}\right)+\left(b_{k}-b_{k}^{2}\left(S_{k-1} / S_{k}\right)\right)$ is strictly decreasing between any two consecutive zeros of $S_{k}$. Equation (3.2) shows that $S_{k+1}$ can have at most one zero between any two consecutive zeros of $S_{k}$. This proves statement (a) for $i=k+1$.

Now we consider statement (b). Here we assume that $k+1 \leqq n-1$. Consequently, $b_{k+1}(\lambda)$ has no zeros. From the recursion relation

$$
S_{k+1}=\left(b_{k}+b_{k+1}-a_{k+1}\right) S_{k}-b_{k}^{2} S_{k-1},
$$

we obtain

$$
\begin{gathered}
\frac{S_{k+1}}{S_{k}}=\left(b_{k}+b_{k+1}-a_{k+1}\right)-b_{k}^{2} \frac{S_{k-1}}{S_{k}}, \\
\frac{S_{k}}{S_{k+1}}=\frac{1}{\left(b_{k}+b_{k+1}-a_{k+1}\right)-b_{k}^{2}\left(S_{k-1} / S_{k}\right)}, \\
b_{k+1}-b_{k+1}^{2} \frac{S_{k}}{S_{k+1}}=b_{k+1}-\frac{b_{k+1}^{2}}{\left(b_{k}+b_{k+1}-a_{k+1}\right)-b_{k}^{2}\left(S_{k-1} / S_{k}\right)},
\end{gathered}
$$

and finally

$$
\begin{equation*}
b_{k+1}-b_{k+1}^{2} \frac{S_{k}}{S_{k+1}}=\frac{b_{k+1}\left[\left(b_{k}-b_{k}^{2} \frac{S_{k-1}}{S_{k}}\right)-a_{k+1}\right]}{b_{k+1}+\left[\left(b_{k}-b_{k}^{2} \frac{S_{k-1}}{S_{k}}\right)-a_{k+1}\right]} \tag{3.3}
\end{equation*}
$$

Taking reciprocals in (3.3), we obtain

$$
\begin{equation*}
\frac{1}{b_{k+1}-b_{k+1}^{2}\left(S_{k} / S_{k+1}\right)}=\frac{1}{\left(b_{k}-b_{k}^{2}\left(S_{k-1} / S_{k}\right)\right)-a_{k+1}}+\frac{1}{b_{k+1}} . \tag{3.4}
\end{equation*}
$$

Let $I$ be an interval that contains no zeros of $S_{k+1}, S_{k}$ or $\left(b_{k}-b_{k}^{2}\left(S_{k-1} / S_{k}\right)\right)-a_{k+1}$. Equation (3.3) shows that $I$ has no zeros of $b_{k+1}-b_{k+1}^{2}\left(S_{k} / S_{k+1}\right)$. Since ( $b_{k}-$ $\left.b_{k}^{2}\left(S_{k-1} / S_{k}\right)\right)-a_{k+1}$ is strictly decreasing in $I$, and $b_{k+1}$ is nonincreasing, (3.4) shows that $b_{k+1}-b_{k+1}^{2}\left(S_{k} / S_{k+1}\right)$ is strictly decreasing in $I$. Now let $J$ be an interval that has no zeros of $S_{k+1}$. The zeros of $S_{k}$ and $\left(b_{k}-b_{k}^{2}\left(S_{k-1} / S_{k}\right)\right)-a_{k+1}$ form a discrete set $Z$ in $J$, and $b_{k+1}-b_{k+1}^{2}\left(S_{k} / S_{k+1}\right)$ is strictly decreasing in any interval contained in $J-Z$. By continuity, $b_{k+1}-b_{k+1}^{2}\left(S_{k} / S_{k+1}\right)$ is strictly decreasing in $J$.

Remark. Conclusion (b) in Lemma 3.2 will be vital to the proof of Theorem 3.1 and all the theorems in this section that follow from it. This crucial fact was found by studying the finite difference matrices arising from Sturm-Liouville problems of type (4.1), in § 4. If the Sturm sequence $S_{i}$ is compared to the finite difference solution $u_{i}$ of (4.1), then it turns out that $b_{i}-b_{i}^{2}\left(S_{i-1} / S_{i}\right) \approx h p_{i+1 / 2}\left(u_{i+1}^{\prime} / u_{i+1}\right)$. Under the conditions indicated in Theorem D of $\S 4$, one of the Sturm comparison theorems states that $p(x, \lambda)\left(u^{\prime}(x, \lambda) / u(x, \lambda)\right)$ is a decreasing function of $\lambda$. This fact suggested conclusion (b) in Lemma 3.2. The relationship between the Sturm sequence and the finite difference solution will be treated by Greenberg and Babuška in [4].

Theorem 3.1. Suppose that
(1) $a_{i}(\lambda)$ is strictly increasing, for $1 \leqq i \leqq n$;
(2) $b_{j}(\lambda)$ is nonincreasing, for $0 \leqq j \leqq n$;
(3) $b_{j}(\lambda)$ has no zeros, for $1 \leqq j \leqq n-1$.

Then the sequence $S_{0}(\lambda), S_{1}(\lambda), \cdots, S_{n}(\lambda)$ is a Sturm sequence (in the sense of $\S 2$ ).
Proof. By Definition 2.3, we must verify (a)-(c) in Definition 2.1 and ( $\mathrm{d}^{\prime}$ ) in Definition 2.3. Condition (a) is obvious, since $S_{0}(\lambda)=1$. Condition (b) was proved in Lemma 3.2(a). Condition (c) follows from the remark after Lemma 3.1. It remains to verify the condition:
( $\left.\mathrm{d}^{\prime}\right)$ For $1 \leqq i \leqq n$, if $S_{i}\left(\lambda_{0}\right)=0$, then for sufficiently small $\varepsilon_{1}, \varepsilon_{2}>0$,

$$
S_{i-1}\left(\lambda_{0}\right)\left[S_{i}\left(\lambda_{0}+\varepsilon_{2}\right)-S_{i}\left(\lambda_{0}-\varepsilon_{1}\right)\right]<0 .
$$

To verify the $i$ th statement ( $\mathrm{d}^{\prime}$ ), we will need the $(i-1)$ st statement in Lemma 3.2(b), which is valid for $1 \leqq i-1 \leqq n-1$. Because of this, we need a separate calculation for $i=1$ in ( $\mathrm{d}^{\prime}$ ):

$$
S_{0}\left(\lambda_{0}\right)\left[S_{1}\left(\lambda_{0}+\varepsilon_{2}\right)-S_{1}\left(\lambda_{0}-\varepsilon_{1}\right)\right]<0 .
$$

This inequality follows from the fact that $S_{0}(\lambda)=1$, and $S_{1}(\lambda)=b_{0}(\lambda)+b_{1}(\lambda)-a_{1}(\lambda)$ is a strictly decreasing function.

Now consider ( $\mathrm{d}^{\prime}$ ) for $2 \leqq i \leqq n$.
By Lemma 3.1,

$$
\begin{align*}
& S_{i}=\left(b_{i-1}+b_{i}-a_{i}\right) S_{i-1}-b_{i-1}^{2} S_{i-2}, \quad \text { or } \\
& S_{i}=S_{i-1}\left[\left(b_{i-1}-b_{i-1}^{2} \frac{S_{i-2}}{S_{i-1}}\right)+\left(b_{i}-a_{i}\right)\right] . \tag{3.5}
\end{align*}
$$

Choose $\varepsilon_{1}, \varepsilon_{2}>0$ small enough so that the interval $\left[\lambda_{0}-\varepsilon_{1}, \lambda_{0}+\varepsilon_{2}\right.$ ] contains no zeros of $S_{i-1}(\lambda)$. Thus $S_{i-1}$ does not change sign in this interval. $S_{i} / S_{i-1}=$ $\left(b_{i-1}-b_{i-1}^{2}\left(S_{i-2} / S_{i-1}\right)\right)+\left(b_{i}-a_{i}\right)$ is a strictly decreasing function in $\left[\lambda_{0}-\varepsilon_{1}, \lambda_{0}+\varepsilon_{2}\right.$ ] (by Lemma 3.2(b) and hypotheses (1) and (2) of this theorem). Therefore $S_{i} / S_{i-1}$ changes sign from $(+)$ to $(-)$ as $\lambda$ passes through $\lambda_{0}$ from left to right. The same must be true for $S_{i-1} S_{i}=S_{i-1}^{2}\left(S_{i} / S_{i-1}\right)$. Thus

$$
S_{i-1}\left(\lambda_{0}-\varepsilon_{1}\right) S_{i}\left(\lambda_{0}-\varepsilon_{1}\right)>0>S_{i-1}\left(\lambda_{0}+\varepsilon_{2}\right) S_{i}\left(\lambda_{0}+\varepsilon_{2}\right)
$$

Since $S_{i-1}(\lambda)$ does not change sign in $\left[\lambda_{0}-\varepsilon_{1}, \lambda_{0}+\varepsilon_{2}\right]$, it follows that

$$
\begin{aligned}
& S_{i-1}\left(\lambda_{0}\right) S_{i}\left(\lambda_{0}-\varepsilon_{1}\right)>0>S_{i-1}\left(\lambda_{0}\right) S_{i}\left(\lambda_{0}+\varepsilon_{2}\right), \quad \text { or } \\
& S_{i-1}\left(\lambda_{0}\right)\left[S_{i}\left(\lambda_{0}+\varepsilon_{2}\right)-S_{i}\left(\lambda_{0}-\varepsilon_{1}\right)\right]<0 .
\end{aligned}
$$

This proves condition ( $\mathrm{d}^{\prime}$ ).

The following theorem is a weak version of Theorem A (in § 1) for the matrix $A(\lambda)$.
Theorem 3.2. Let $A(\lambda)$ be a matrix of type (3.1), and suppose that
(1) $a_{i}(\lambda)$ is strictly increasing, for $1 \leqq i \leqq n$;
(2) $b_{j}(\lambda)$ is nonincreasing, for $0 \leqq j \leqq n$;
(3) $b_{j}(\lambda)$ has no zeros, for $1 \leqq j \leqq n-1$.

Let $\lambda^{\prime}<\lambda^{\prime \prime}$ be numbers in $\left(\Lambda_{1}, \Lambda_{2}\right)$. Then $\operatorname{det}[A(\lambda)]$ has exactly $c\left(\lambda^{\prime \prime}\right)-c\left(\lambda^{\prime}\right)$ different zeros in the interval $\left[\lambda^{\prime}, \lambda^{\prime \prime}\right)$.

Proof. This follows from Theorems 2.1 and 3.1
Lemma 3.3. Let $A$ be a matrix of the form (3.1), where the $a_{i}(1 \leqq i \leqq n)$ and $b_{j}(0 \leqq j \leqq n)$ are constants. Suppose that
(1) $b_{j} \geqq 0$, for $0 \leqq j \leqq n$,
(2) $a_{i} \leqq 0$, for $1 \leqq i \leqq n$.

Then $\operatorname{det}[A] \geqq 0$.
Proof. $A$ is the matrix of the quadratic form $Q(x)=x A x^{T}$, where $x=$ $\left(x_{1}, x_{2}, \cdots, x_{n}\right):$

$$
\begin{aligned}
Q(x) & =\sum_{i=1}^{n}\left(b_{i-1}+b_{i}-a_{i}\right) x_{i}^{2}-2 \sum_{j=1}^{n-1} b_{j} x_{j} x_{j+1} \\
& =b_{0} x_{1}^{2}+b_{n} x_{n}^{2}-\sum_{i=1}^{n} a_{i} x_{i}^{2}+\sum_{j=1}^{n-1} b_{j}\left(x_{j}^{2}-2 x_{j} x_{j+1}+x_{j+1}^{2}\right) \\
& =b_{0} x_{1}^{2}+b_{n} x_{n}^{2}-\sum_{i=1}^{n} a_{i} x_{i}^{2}+\sum_{j=1}^{n-1} b_{j}\left(x_{j}-x_{j+1}\right)^{2} .
\end{aligned}
$$

Thus $Q(x)$ is positive semidefinite, and therefore $\operatorname{det}[A] \geqq 0$.
The following theorem is a strong version of Theorem A for the matrix $A(\lambda)$.
Theorem 3.3. Let $A(\lambda)$ be a matrix of type (3.1), and suppose that
(1) $a_{i}(\lambda)$ is strictly increasing, for $1 \leqq i \leqq n$;
(2) $b_{j}(\lambda)$ is nonincreasing, for $0 \leqq j \leqq n$;
(3) $b_{j}(\lambda)>0$, for $1 \leqq j \leqq n-1$;
(4) There is a number $\lambda_{+}$in $\left(\Lambda_{1}, \Lambda_{2}\right)$, such that $b_{0}\left(\lambda_{+}\right) \geqq 0, b_{n}\left(\lambda_{+}\right) \geqq 0$ and $a_{i}\left(\lambda_{+}\right) \leqq 0$ for $1 \leqq i \leqq n$.

Then for any $\lambda_{0}$ in $\left(\Lambda_{1}, \Lambda_{2}\right)$, det $[A(\lambda)]$ has exactly $c\left(\lambda_{0}\right)$ different zeros in the interval ( $\Lambda_{1}, \lambda_{0}$ ).

Proof. Lemma 3.3 implies that $S_{i}\left(\lambda_{+}\right) \geqq 0$, for $0 \leqq i \leqq n$. The theorem now follows from Theorems 2.2 and 3.1.

The following theorem is analogous to Theorem B (in § 1).
Theorem 3.4. Let $A(\lambda)$ be a matrix of type (3.1), and suppose that
(1) $a_{i}(\lambda)$ is strictly increasing, for $1 \leqq i \leqq n$;
(2) $b_{j}(\lambda)$ is nonincreasing, for $0 \leqq j \leqq n$;
(3) $b_{j}(\lambda)$ has no zeros, for $1 \leqq j \leqq n-1$.

Then for $1 \leqq i \leqq n$ the zeros of $S_{i}(\lambda)$ and $S_{i-1}(\lambda)$ are interlaced.
Proof. This follows from Theorems 2.3 and 3.1.
Lemma 3.4. Suppose that
(1) $b_{j}(\lambda)$ is nonincreasing, for $0 \leqq j \leqq n$;
(2) There is a number $K$, so that $b_{j}(\lambda) \geqq K$, for $0 \leqq j \leqq n$;
(3) $\lim _{\lambda \rightarrow \Lambda_{2}} a_{i}(\lambda)=\infty$, for $1 \leqq i \leqq n$.

Then $\lim _{\lambda \rightarrow \Lambda_{2}} S_{i}(\lambda)=(-1)^{i} \infty$, for $1 \leqq i \leqq n$.
Proof. Let $\lambda_{0}$ be in ( $\Lambda_{1}, \Lambda_{2}$ ). Conditions (1) and (2) imply that $K \leqq b_{j}(\lambda) \leqq b_{j}\left(\lambda_{0}\right)$, for $\lambda_{0}<\lambda<\Lambda_{2}, 0 \leqq j \leqq n$. Thus the $b_{j}(\lambda)$ are bounded (above and below) in the interval
$\left(\lambda_{0}, \Lambda_{2}\right)$. The determinant $S_{i}(\lambda)$ can be expanded in the form:

$$
S_{i}(\lambda)=(-1)^{i} a_{1} a_{2} \cdots a_{i}+A_{i-1}+A_{i-2}+\cdots+A_{1}+A_{0}
$$

where

$$
A_{k}=\sum_{1 \leqq j_{1}<j_{2}<\cdots<j_{k} \leqq i} B_{j_{1} j_{2} \cdots j_{k}} a_{j_{1}} a_{j_{2}} \cdots a_{j_{k}}
$$

and $B_{j_{1} j_{2} \cdots j_{k}}$ is a sum of products of the $b_{j}(\lambda)$. The last term $A_{0}$ is also a sum of products of the $b_{j}(\lambda)$. Since the $b_{j}(\lambda)$ are bounded in the interval $\left(\lambda_{0}, \Lambda_{2}\right)$, so are the coefficients $B_{j_{1} j_{2} \cdots j_{k}}$ and $\boldsymbol{A}_{0}$. Therefore,

$$
\frac{A_{k}}{a_{1} a_{2} \cdots a_{i}}=\sum_{1 \leqq j_{1} \leqq j_{2}<\cdots<j_{k} \leqq i} B_{j_{1} j_{2} \cdots j_{k}} \frac{a_{j_{1}} a_{j_{2}} \cdots a_{j_{k}}}{a_{1} a_{2} \cdots a_{i}} \rightarrow 0 \quad \text { as } \lambda \rightarrow \Lambda_{2} .
$$

Consequently,

$$
\lim _{\lambda \rightarrow \Lambda_{2}} S_{i}(\lambda)=\lim _{\lambda \rightarrow \Lambda_{2}} a_{1} a_{2} \cdots a_{i}\left[(-1)^{i}+\frac{A_{i-1}}{a_{1} a_{2} \cdots a_{i}}+\cdots+\frac{A_{0}}{a_{1} a_{2} \cdots a_{i}}\right]=(-1)^{i} \infty .
$$

The following theorem is analogous to Theorem C (in § 1).
Theorem 3.5. Let $A(\lambda)$ be a matrix of type (3.1), and suppose that
(1) $a_{i}(\lambda)$ is strictly increasing, for $1 \leqq i \leqq n$;
(2) $b_{b}(\lambda)$ is nonincreasing, for $0 \leqq j \leqq n$;
(3) $b_{j}(\lambda)>0$, for $1 \leqq j \leqq n-1, b_{0}(\lambda) \geqq 0, b_{n}(\lambda) \geqq 0$;
(4) There is a number $\lambda_{+}$in $\left(\Lambda_{1}, \Lambda_{2}\right)$, such that $a_{i}\left(\lambda_{+}\right) \leqq 0$, for $1 \leqq i \leqq n$;
(5) $\lim _{\lambda \rightarrow \Lambda_{2}} a_{i}(\lambda)=\infty$, for $1 \leqq i \leqq n$.

Then $\operatorname{det}[A(\lambda)]$ has exactly $n$ different zeros in the interval $\left(\Lambda_{1}, \Lambda_{2}\right)$.
Proof. Lemma 3.4 implies that $\lim _{\lambda \rightarrow \Lambda_{2}} S_{i}(\lambda)=(-1)^{i} \infty$, for $1 \leqq i \leqq n$. Lemma 3.3 implies that $S_{i}\left(\lambda_{+}\right) \geqq 0$, for $0 \leqq i \leqq n$. The theorem now follows from Theorems 2.4 and 3.1.

Remark. Theorems 3.1-3.5 remain valid if the matrix $A(\lambda)$ in (3.1) is replaced by
or

$$
A(\lambda)=\left[\begin{array}{cccccc}
\left(b_{0}+b_{1}-a_{1}\right) & \varepsilon_{1} b_{1} & & & &  \tag{3.7}\\
\varepsilon_{1} b_{1} & \left(b_{1}+b_{2}-a_{2}\right) & \varepsilon_{2} b_{2} & & & \\
& \varepsilon_{2} b_{2} & \left(b_{2}+b_{3}-a_{3}\right) & \varepsilon_{3} b_{3} & & \\
& & \ddots & \ddots & \ddots & \ldots \\
& & & \varepsilon_{n-2} b_{n-2} & \left(b_{n-2}+b_{n-1}-a_{n-1}\right) & \varepsilon_{n-1} b_{n-1} \\
& & & & \varepsilon_{n-1} b_{n-1} & \left(b_{n-1}+b_{n}-a_{n}\right)
\end{array}\right],
$$

where $\varepsilon_{i}= \pm 1$, for $1 \leqq i \leqq n-1$. This is true because all of these matrices have the same principal minors $S_{1}(\lambda), S_{2}(\lambda), \cdots, S_{n}(\lambda)$.

We will now consider a symmetric tridiagonal matrix of general form:

$$
A(\lambda)=\left[\begin{array}{cccccc}
a_{1}(\lambda) & b_{1}(\lambda) & & & &  \tag{3.8}\\
b_{1}(\lambda) & a_{2}(\lambda) & b_{2}(\lambda) & & & \\
& b_{2}(\lambda) & a_{3}(\lambda) & b_{3}(\lambda) & & \\
& & \ddots & \ddots & \ddots & \\
& & & b_{n-2}(\lambda) & a_{n-1}(\lambda) & b_{n-1}(\lambda) \\
& & & & b_{n-1}(\lambda) & a_{n}(\lambda)
\end{array}\right],
$$

where the functions $a_{i}(\lambda), 1 \leqq i \leqq n$, and $b_{j}(\lambda), 1 \leqq j \leqq n-1$, are continuous on an interval ( $\Lambda_{1}, \Lambda_{2}$ ). The above matrix can be transformed to a matrix of the form (3.1), which has the same principal minors $S_{1}(\lambda), S_{2}(\lambda), \cdots, S_{n}(\lambda)$. To see this, first multiply the nondiagonal terms $b_{j}(\lambda)$ by $(-1)$ to obtain

$$
\left[\begin{array}{rrrrrr}
a_{1} & -b_{1} & & & &  \tag{3.9}\\
-b_{1} & a_{2} & -b_{2} & & & \\
& -b_{2} & a_{3} & -b_{3} & & \\
& & \ddots & \ddots & \ddots & \\
& & & -b_{n-2} & a_{n-1} & -b_{n-1} \\
& & & & -b_{n-1} & a_{n}
\end{array}\right]
$$

Next, for $1 \leqq i \leqq n$, define $\bar{a}_{i}=b_{i-1}+b_{i}-a_{i}$, where $b_{0}=0=b_{n}$. Then $a_{i}=b_{i-1}+b_{i}-\bar{a}_{i}$, so the matrix (3.9) has the form
(3.10) $\bar{A}(\lambda)=\left[\begin{array}{cccccc}\left(b_{1}-\bar{a}_{1}\right) & -b_{1} & & & & \\ -b_{1} & \left(b_{1}+b_{2}-\bar{a}_{2}\right) & -b_{2} & & & \\ & -b_{2} & \left(b_{2}+b_{3}-\bar{a}_{3}\right) & -b_{3} & & \\ & & \ddots & \ddots & -b_{n-2} & \left(b_{n-2}+b_{n-1}-\bar{a}_{n-1}\right)\end{array}{ }^{-b_{n-1}} \begin{array}{c}\left(b_{n-1}-\bar{a}_{n}\right)\end{array}\right]$.
$\bar{A}(\lambda)$ has the form (3.1), with $b_{0}=0=b_{n}$. Therefore Theorems 3.1-3.5 apply, and we immediately obtain analogous results for the matrix $\boldsymbol{A}(\lambda)$ in (3.8). We will state these results by referring to the following list of conditions. (When any statement involves $b_{0}$ or $b_{n}$, it will be understood that $b_{0}=0=b_{n}$.)

Condition List 3.1.
(1) $b_{i-1}(\lambda)+b_{i}(\lambda)-a_{i}(\lambda)$ is strictly increasing, for $1 \leqq i \leqq n$.
(2) $b_{j}(\lambda)$ is nonincreasing, for $1 \leqq j \leqq n-1$.
(3) $b_{j}(\lambda)$ has no zeros, for $1 \leqq j \leqq n-1$.
(4) $b_{j}(\lambda)>0$, for $1 \leqq j \leqq n-1$.
(5) There is a number $\lambda_{+}$in $\left(\Lambda_{1}, \Lambda_{2}\right)$, such that $b_{i-1}\left(\lambda_{+}\right)+b_{i}\left(\lambda_{+}\right)-a_{i}\left(\lambda_{+}\right) \leqq 0$, for $1 \leqq i \leqq n$.
(6) $\lim _{\lambda \rightarrow \Lambda_{2}}\left[b_{i-1}(\lambda)+b_{i}(\lambda)-a_{i}(\lambda)\right]=\infty$, for $1 \leqq i \leqq n$.

We continue to use our standard notation: $S_{i}(\lambda)$ is the $i$ th principal minor of the matrix $A(\lambda)$ in (3.8); $S_{0}(\lambda)=1 ; c(\lambda)$ is the number of sign changes in the sequence $S_{0}(\lambda), S_{1}(\lambda), \cdots, S_{n}(\lambda)$ after the zero terms have been omitted.

Theorem 3.6. Let $A(\lambda)$ be a matrix of type (3.8), which satisfies conditions (1), (2), and (3) in Condition List 3.1. Let $\lambda^{\prime}<\lambda^{\prime \prime}$ be numbers in $\left(\Lambda_{1}, \Lambda_{2}\right)$. Then $\operatorname{det}[A(\lambda)]$ has exactly $c\left(\lambda^{\prime \prime}\right)-c\left(\lambda^{\prime}\right)$ different zeros in the interval $\left[\lambda^{\prime}, \lambda^{\prime \prime}\right)$.

Theorem 3.7. Let $A(\lambda)$ be a matrix of type (3.8), which satisfies conditions (1), (2), (4), and (5) in Condition List 3.1. Then for any $\lambda_{0}$ in $\left(\Lambda_{1}, \Lambda_{2}\right)$, $\operatorname{det}[A(\lambda)]$ has exactly $c\left(\lambda_{0}\right)$ different zeros in the interval $\left(\Lambda_{1}, \lambda_{0}\right)$.

Theorem 3.8. Let $A(\lambda)$ be a matrix of type (3.8), which satisfies conditions (1), (2), and (3) in Condition List 3.1. Then for $1 \leqq i \leqq n$, the zeros of $S_{i}(\lambda)$ and $S_{i-1}(\lambda)$ are interlaced.

Theorem 3.9. Let $A(\lambda)$ be a matrix of type (3.8), which satisfies conditions (1), (2), (4), (5), and (6) in Condition List 3.1. Then $\operatorname{det}[A(\lambda)]$ has exactly $n$ different zeros in the interval $\left(\Lambda_{1}, \Lambda_{2}\right)$.

We mention a special case of (3.8), in which the functions $b_{j}(\lambda)$ are constant, $1 \leqq j \leqq n-1$.

Theorem 3.10. Let $A(\lambda)$ be a matrix of type (3.8) in which the functions $b_{j}(\lambda)$ are nonzero constants for $1 \leqq j \leqq n-1$. Suppose that, for $1 \leqq i \leqq n$,
(i) $a_{i}(\lambda)$ is strictly decreasing;
(ii) $\lim _{\lambda \rightarrow \Lambda_{1}} a_{i}(\lambda)=\infty$;
(iii) $\lim _{\lambda \rightarrow \Lambda_{2}} a_{i}(\lambda)=-\infty$.

Then,
(a) For any $\lambda_{0}$ in $\left(\Lambda_{1}, \Lambda_{2}\right)$, det $[A(\lambda)]$ has exactly $c\left(\lambda_{0}\right)$ different zeros in the interval $\left(\Lambda_{1}, \lambda_{0}\right)$;
(b) The zeros of $S_{i}(\lambda)$ and $S_{i-1}(\lambda)$ are interlaced, for $1 \leqq i \leqq n$;
(c) $\operatorname{det}[A(\lambda)]$ has exactly $n$ different zeros in $\left(\Lambda_{1}, \Lambda_{2}\right)$.

Proof. (a) By Theorem 3.7, it suffices to verify conditions (1), (2), (4), (5) in Condition List 3.1. Condition (1) follows from (i). Condition (2) is true because the $b_{j}(\lambda)$ are constants. Condition (5) follows from (ii). Condition (4) requires that $b_{j}>0$. Although this might not be true, the principal minors of $A(\lambda)$ are not changed if $b_{j}$ is replaced by $-b_{j}$. Therefore, we may assume that $b_{j}>0$.
(b) By Theorem 3.8, we need to verify conditions (1), (2), and (3) in Condition List 3.1. We have already verified (1) and (2). Since the $b_{j}$ are assumed to be nonzero, (3) is also true.
(c) By Theorem 3.9, (c) follows from conditions (1), (2), (4)-(6) in Condition List 3.1. The first four of these conditions were verified in the proof of (a). Condition (6) follows from (iii).

Remarks. We can obtain results similar to Theorems 3.2-3.5 for the matrix (3.1), if the $a_{i}(\lambda)$ are strictly decreasing, and the $b_{j}(\lambda)$ are nondecreasing. These results follow immediately from the previous theorems by considering the functions $\bar{a}_{i}(\lambda)=$ $a_{i}(-\lambda)$, which are strictly increasing, and $\bar{b}_{j}(\lambda)=b_{j}(-\lambda)$, which are nonincreasing on the interval $\left(-\Lambda_{2},-\Lambda_{1}\right)$. For example, the following is a weak version of Theorem A, analogous to Theorem 3.2.

Theorem 3.2'. Let $A(\lambda)$ be a matrix of type (3.1), and suppose that
(1) $a_{i}(\lambda)$ is strictly decreasing, for $1 \leqq i \leqq n$;
(2) $b_{j}(\lambda)$ is nondecreasing, for $0 \leqq j \leqq n$;
(3) $b_{j}(\lambda)$ has no zeros, for $1 \leqq j \leqq n-1$.

Let $\lambda^{\prime}<\lambda^{\prime \prime}$ be numbers in $\left(\Lambda_{1}, \Lambda_{2}\right)$. Then $\operatorname{det}[A(\lambda)]$ has exactly $c\left(\lambda^{\prime}\right)-c\left(\lambda^{\prime \prime}\right)$ different zeros in the interval ( $\left.\lambda^{\prime}, \lambda^{\prime \prime}\right]$.

Similarly, we can obtain results analogous to Theorems 3.6-3.10 for the matrix (3.8). For example, Theorem 3.10 has the following analogue.

Theorem 3.10'. Let $A(\lambda)$ be a matrix of type (3.8) in which the functions $b_{j}(\lambda)$ are nonzero constants for $1 \leqq j \leqq n-1$. Suppose that, for $1 \leqq i \leqq n$,
(i) $a_{i}(\lambda)$ is strictly increasing;
(ii) $\lim _{\lambda \rightarrow \Lambda_{1}} a_{i}(\lambda)=-\infty$;
(iii) $\lim _{\lambda \rightarrow \Lambda_{2}} a_{i}(\lambda)=\infty$.

Then,
(a) For any $\lambda_{0}$ in $\left(\Lambda_{1}, \Lambda_{2}\right)$, det $[A(\lambda)]$ has exactly $c\left(\lambda_{0}\right)$ different zeros in the interval $\left(\lambda_{0}, \Lambda_{2}\right)$;
(b) The zeros of $S_{i}(\lambda)$ and $S_{i-1}(\lambda)$ are interlaced, for $1 \leqq i \leqq n$;
(c) $\operatorname{det}[A(\lambda)]$ has exactly $n$ different zeros in $\left(\Lambda_{1}, \Lambda_{2}\right)$.

To illustrate the previous theorem, let $m_{1}, m_{2}, \cdots, m_{n}$ be odd, positive integers, let $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}$ be arbitrary real numbers, and let $\beta_{1}, \beta_{2}, \cdots, \beta_{n-1}$ be arbitrary, nonzero real numbers. Then the matrix

$$
A(\lambda)=\left[\begin{array}{cccccc}
\left(\lambda^{m_{1}}-\alpha_{1}\right) & \beta_{1} & & & & \\
\beta_{1} & \left(\lambda^{m_{2}}-\alpha_{2}\right) & \beta_{2} & & & \\
& \beta_{2} & \left(\lambda^{m_{3}}-\alpha_{3}\right) & \beta_{3} & & \\
& & \ddots & \ddots & \cdots & \\
& & & \beta_{n-2} & \left(\lambda^{\left.m_{n-1}-\alpha_{n-1}\right)}\right. & \beta_{n-1} \\
& & & & \beta_{n-1} & \left(\lambda^{\left.m_{n}-\alpha_{n}\right)}\right.
\end{array}\right]
$$

satisfies Theorem 3.10'. In particular, $p(\lambda)=\operatorname{det}[A(\lambda)]$ has exactly $n$ different real zeros. For example,

$$
p(\lambda)=\left(\lambda^{17}-\alpha_{1}\right)\left(\lambda^{25}-\alpha_{2}\right)-\beta^{2}
$$

has exactly two different real zeros, if $\beta \neq 0$, and

$$
p(\lambda)=\left(\lambda^{15}-\alpha_{1}\right)\left(\lambda^{29}-\alpha_{2}\right)\left(\lambda^{53}-\alpha_{3}\right)-\beta_{2}^{2}\left(\lambda^{15}-\alpha_{1}\right)-\beta_{1}^{2}\left(\lambda^{53}-\alpha_{3}\right)
$$

has exactly three real zeros, if $\beta_{1} \beta_{2} \neq 0$.
4. Sturm-Liouville equations. We will apply the results of § 3 to a Sturm-Liouville eigenvalue problem of the form

$$
\left\{\begin{array}{l}
\left(p(x, \lambda) u^{\prime}\right)^{\prime}+q(x, \lambda) u=0 \quad \text { for } a \leqq x \leqq b,  \tag{4.1}\\
\alpha_{0}(\lambda) u(a)+\beta_{0}(\lambda) u^{\prime}(a)=0, \\
\alpha_{1}(\lambda) u(b)+\beta_{1}(\lambda) u^{\prime}(b)=0,
\end{array}\right.
$$

where we assume the following:
(i) $p(x, \lambda),(\partial / \partial x) p(x, \lambda)$ and $q(x, \lambda)$ are continuous functions on $[a, b] \times$ $\left(\Lambda_{1}, \Lambda_{2}\right)$;
(ii) $p(x, \lambda) \geqq k>0$, for $a \leqq x \leqq b, \Lambda_{1}<\lambda<\Lambda_{2}$;
(iii) $\alpha_{0}(\lambda), \beta_{0}(\lambda), \alpha_{1}(\lambda), \beta_{1}(\lambda)$, are continuous on ( $\Lambda_{1}, \Lambda_{2}$ );
(iv) $\alpha_{i}(\lambda)^{2}+\beta_{i}(\lambda)^{2} \neq 0$, for $i=0,1$ and $\Lambda_{1}<\lambda<\Lambda_{2}$;
(v) For $i=0,1$, either $\beta_{i}(\lambda) \equiv 0$ or $\beta_{i}(\lambda)>0$, for $\Lambda_{1}<\lambda<\Lambda_{2}$.

We will use the following notation:

$$
\begin{cases}p^{*}(\lambda)=\max _{a \leqq x \leqq b} p(x, \lambda), & p_{*}(\lambda)=\min _{a \leqq x \leqq b} p(x, \lambda),  \tag{4.2}\\ q^{*}(\lambda)=\max _{a \leqq x \leqq b} q(x, \lambda), & q_{*}(\lambda)=\min _{a \leqq x \leq b} q(x, \lambda)\end{cases}
$$

The following theorem (with somewhat different notation) can be found in Bôcher [2, Chap. 3] and Ince [5, Chap. 10].

Theorem D (Sturm Oscillation Theorem). Suppose that
(1) For each $x, q(x, \lambda)$ is a strictly increasing function of $\lambda$;
(2) For each $x, p(x, \lambda)$ is a nonincreasing function of $\lambda$;
(3) If $\beta_{0}(\lambda) \not \equiv 0$, then $p(a, \lambda) \alpha_{0}(\lambda) / \beta_{0}(\lambda)$ is nondecreasing;
(4) If $\beta_{1}(\lambda) \not \equiv 0$, then $p(b, \lambda) \alpha_{1}(\lambda) / \beta_{1}(\lambda)$ is nonincreasing;
(5) $\lim _{\lambda \rightarrow \Lambda_{2}} q_{*}(\lambda) / p^{*}(\lambda)=\infty$.

Then the eigenvalues of (4.1) form an infinite, increasing sequence $\lambda_{m}<\lambda_{m+1}<$ $\lambda_{m+2}<\cdots$, which tends to $\Lambda_{2}$. The eigenfunction $\varphi_{i}(x)$, corresponding to $\lambda_{i}$, has exactly $i$ zeros in the interval ( $a, b$ ). Furthermore, suppose that (4.1) satisfies either
(6) $\lim _{\lambda \rightarrow \Lambda_{1}} q^{*}(\lambda) / p_{*}(\lambda)=-\infty$, or
(7) There is a number $\lambda_{+}$in $\left(\Lambda_{1}, \Lambda_{2}\right)$, so that $\alpha_{0}\left(\lambda_{+}\right) \beta_{0}\left(\lambda_{+}\right) \leqq 0, \alpha_{1}\left(\lambda_{+}\right) \beta_{1}\left(\lambda_{+}\right) \geqq 0$, and $q^{*}\left(\lambda_{+}\right) \leqq 0$. (If the coefficient functions in (4.1) can be extended continuously to $\lambda=\Lambda_{1}$, we may take $\lambda_{+}=\Lambda_{1}$.)

Then the sequence of eigenvalues begins with $\lambda_{0}$, whose eigenfunction $\varphi_{0}(x)$ has no zeros in ( $a, b$ ).

We will discretize the boundary value problem (4.1) by finite elements, thereby generating a finite difference scheme. Our goal will then be to show that Sturm sequences may be applied to the finite difference matrix, under the kind of assumptions made in Theorem D.

Recall that the energy inner product for (4.1) is

$$
\begin{align*}
B(u, v)= & \frac{\alpha_{0}(\lambda)}{\beta_{0}(\lambda)} p(a, \lambda) u(a) v(a) \\
& -\frac{\alpha_{1}(\lambda)}{\beta_{1}(\lambda)} p(b, \lambda) u(b) v(b)+\int_{a}^{b}\left(-p u^{\prime} v^{\prime}+q u v\right) d x . \tag{4.3}
\end{align*}
$$

A weak solution of (4.1) is a function $u$ in the Sobolev space $H^{1}[a, b]$, such that

$$
\begin{equation*}
B(u, v)=0 \quad \text { for all } v \in H^{1}[a, b] . \tag{4.4}
\end{equation*}
$$

If (4.4) admits a nontrivial solution $u_{0}(x)$ for a particular value $\lambda=\lambda_{0}$, then $\lambda_{0}$ is an eigenvalue, and $u_{0}(x)$ is a corresponding eigenfunction. (If $\beta_{0}(\lambda) \equiv 0$, then $\alpha_{0} / \beta_{0}$ is set equal to 0 in (4.3), and $H^{1}[a, b]$ is replaced by the subspace of functions $v \in H^{1}[a, b]$, such that $v(a)=0$. The case $\beta_{1}(\lambda) \equiv 0$ is treated similarly. We will carry out the calculations in the generic case $\beta_{0}(\lambda) \neq 0, \beta_{1}(\lambda) \neq 0$.)

The problem will be discretized using piecewise linear functions, with uniform mesh $h=(b-a) / n$. Consider the partition $x_{0}<x_{1}<\cdots<x_{n}$ of the interval [ $a, b$ ] by the nodes $x_{i}=a+i h$. The finite element space $S_{h}$ is the space of continuous functions on $[a, b]$ that are linear on each interval $\left[x_{i-1}, x_{i}\right]$. The inner product (4.3) will now be restricted to $S_{h}$, and the integrals in (4.3) will be approximated by quadrature formulas. We will use the midpoint rule for the integral $\int_{a}^{b} p u^{\prime} v^{\prime} d x$, and the trapezoid rule for the integral $\int_{a}^{b} q u v d x$. This defines an inner product $B_{h}(u, v)$ on $S_{h}$. The finite element solution is a function $u \in S_{h}$, such that

$$
\begin{equation*}
B_{h}(u, v)=0 \quad \text { for all } v \in S_{h} . \tag{4.5}
\end{equation*}
$$

A basis $v_{0}, v_{1}, \cdots, v_{n}$ for $S_{h}$ can be obtained as follows:

$$
v_{0}(x)= \begin{cases}-\left(x-x_{0}\right) / h+1 & \text { for } x_{0} \leqq x \leqq x_{1}  \tag{4.6a}\\ 0 & \text { elsewhere }\end{cases}
$$

$$
v_{i}(x)= \begin{cases}\left(x-x_{i}\right) / h+1 & \text { for } x_{i-1} \leqq x \leqq x_{i}  \tag{4.6b}\\ -\left(x-x_{i}\right) / h+1 & \text { for } x_{i} \leqq x \leqq x_{i+1} \\ 0 & \text { elsewhere }\end{cases}
$$

for $1 \leqq i \leqq n-1$;

$$
v_{n}(x)= \begin{cases}\left(x-x_{n}\right) / h+1 & \text { for } x_{n-1} \leqq x \leqq x_{n}  \tag{4.6c}\\ 0 & \text { elsewhere }\end{cases}
$$

This basis is uniquely determined by the property:
(1) $v_{i}\left(x_{j}\right)=\delta_{i j}(0 \leqq i, j \leqq n)$.

It also satisfies the property:
(2) The support of $v_{i}(x)$ is contained in the one or two intervals that contain $x_{i}$. A function $u \in S_{h}$ can be expressed in the form $u(x)=\sum_{i=0}^{n} u_{i} v_{i}(x)$, where $u_{i}=u\left(x_{i}\right)$. Equation (4.5) is now equivalent to the system of equations

$$
\begin{equation*}
\sum_{i=0}^{n} u_{i} B_{h}\left(v_{i}, v_{j}\right)=0, \quad j=0,1, \cdots, n \tag{4.7}
\end{equation*}
$$

Because of property (2) above, $B_{h}\left(v_{i}, v_{j}\right)=0$ if $|i-j|>1$. A simple calculation shows that

$$
\left\{\begin{array}{l}
B_{h}\left(v_{0}, v_{0}\right)=\frac{\alpha_{0}}{\beta_{0}} p_{0}-\frac{p_{1 / 2}}{h}+\frac{h}{2} q_{0},  \tag{4.8}\\
B_{h}\left(v_{n}, v_{n}\right)=-\frac{\alpha_{1}}{\beta_{1}} p_{n}-\frac{p_{n-1 / 2}}{h}+\frac{h}{2} q_{n}, \\
B_{h}\left(v_{i}, v_{i}\right)=-\frac{1}{h}\left(p_{i-1 / 2}+p_{i+1 / 2}\right)+h q_{i}, \quad 1 \leqq i \leqq n-1, \\
B_{h}\left(v_{i}, v_{i+1}\right)=\frac{p_{i+1 / 2}}{h}, \quad 0 \leqq i \leqq n-1 .
\end{array}\right.
$$

Here, $p_{j}=p_{j}(\lambda)$ denotes $p(a+j h, \lambda)$, where $j$ is an integer or half-integer, and similarly for $q_{j}=q_{j}(\lambda)$. Multiplying the equations (4.7) by $-h$, we obtain a system of equations:

$$
\begin{equation*}
A(\lambda) u=0 \tag{4.9}
\end{equation*}
$$

where $u=\left(u_{0}, u_{1}, \cdots, u_{n}\right)^{T}$ and $A(\lambda)$ is the matrix

The matrix coefficients here are

$$
\left\{\begin{array}{l}
a_{0}(\lambda)=\frac{h^{2}}{2} q_{0}(\lambda)+\frac{h \alpha_{0}(\lambda)}{\beta_{0}(\lambda)} p_{0}(\lambda),  \tag{4.11}\\
a_{n}(\lambda)=\frac{h^{2}}{2} q_{n}(\lambda)-\frac{h \alpha_{1}(\lambda)}{\beta_{1}(\lambda)} p_{n}(\lambda), \\
a_{i}(\lambda)=h^{2} q_{i}(\lambda) \quad \text { for } 1 \leqq i \leqq n-1, \\
b_{i}(\lambda)=p_{i+1 / 2}(\lambda) \quad \text { for } 0 \leqq i \leqq n-1 .
\end{array}\right.
$$

Recall that we have assumed (for $i=0,1$ ) that either $\beta_{i}(\lambda) \equiv 0$, or $\beta_{i}(\lambda)>0$. If $\beta_{0}(\lambda) \equiv 0$, then $u_{0}=0$ and the zeroth row and column in $A(\lambda)$ are omitted. If $\beta_{1}(\lambda) \equiv 0$, then $u_{n}=0$ and the $n$th row and column are omitted. Thus $A(\lambda)$ is an $m \times m$ matrix, where $m$ can be $n-1, n$ or $n+1$. We will continue to confine our calculations to the generic case $\beta_{i}(\lambda)>0$, for $i=0,1$. In this case, $A(\lambda)$ is an $(n+1) \times(n+1)$ matrix of the form (3.1), where the first row and column are indexed by $i=0$ instead of $i=1$. The term $b_{0}$ in (3.1) corresponds to a term $b_{-1}$ in (4.10), and $b_{-1}=b_{n}=0$ in (4.10).

The assumptions after (4.1) imply that the $a_{i}(\lambda)$ and $b_{j}(\lambda)$ are continuous functions, and $b_{j}(\lambda)>0$. If the assumptions (1)-(4) in Theorem D are satisfied, then the functions $a_{i}(\lambda)$ are strictly increasing and the $b_{j}(\lambda)$ are nonincreasing. Therefore we may apply Theorems 3.1, 3.2, and 3.4 to $\boldsymbol{A}(\lambda)$. We will now verify that assumptions (6) or (7) in Theorem D enable us to apply Theorem 3.3, and if we also assume condition (5) in Theorem D, then we may apply Theorem 3.5.

Lemma 4.1. Suppose that
(1) $p(a, \lambda) \alpha_{0}(\lambda) / \beta_{0}(\lambda)$ is a nondecreasing function of $\lambda$;
(2) $p(b, \lambda) \alpha_{1}(\lambda) / \beta_{1}(\lambda)$ is a nonincreasing function of $\lambda$.

Furthermore, assume that either
(3) $\lim _{\lambda \rightarrow \Lambda_{1}} q^{*}(\lambda) / p_{*}(\lambda)=-\infty$; or
(4) There is a number $\lambda_{+}$in $\left(\Lambda_{1}, \Lambda_{2}\right)$, such that $\alpha_{0}\left(\lambda_{+}\right) \beta_{0}\left(\lambda_{+}\right) \leqq 0, \alpha_{1}\left(\lambda_{+}\right) \beta_{1}\left(\lambda_{+}\right) \geqq 0$, and $q^{*}\left(\lambda_{+}\right) \leqq 0$.

Then there is a number $\lambda^{+}$such that $a_{i}\left(\lambda^{+}\right) \leqq 0$, for $0 \leqq i \leqq n$. (If (4) applies, then $\left.\lambda^{+}=\lambda_{+}.\right)$

Proof. Suppose that condition (3) applies. Then $\lim _{\lambda \rightarrow \Lambda_{1}} q^{*}(\lambda) / p_{*}(\lambda)=-\infty$, and by condition (ii) after (4.1), $p_{*}(\lambda) \geqq k>0$. This implies that $\lim _{\lambda \rightarrow \Lambda_{1}} q^{*}(\lambda)=-\infty$. For $1 \leqq i \leqq n-1, a_{i}(\lambda)=h^{2} q_{i}(\lambda) \leqq h^{2} q^{*}(\lambda)$. Therefore $a_{i}(\lambda)<0$, for $\lambda$ near $\Lambda_{1}, 1 \leqq i \leqq n-1$. Concerning

$$
a_{0}(\lambda)=\frac{h^{2}}{2} q_{0}(\lambda)+\frac{h \alpha_{0}(\lambda)}{\beta_{0}(\lambda)} p_{0}(\lambda),
$$

we see condition (1) implies that, for $\Lambda_{1}<\lambda<\lambda_{0}$,

$$
a_{0}(\lambda) \leqq \frac{h^{2}}{2} q_{0}(\lambda)+\frac{h \alpha_{0}\left(\lambda_{0}\right)}{\beta_{0}\left(\lambda_{0}\right)} p_{0}\left(\lambda_{0}\right) \leqq \frac{h^{2}}{2} q^{*}(\lambda)+\frac{h \alpha_{0}\left(\lambda_{0}\right)}{\beta_{0}\left(\lambda_{0}\right)} p_{0}\left(\lambda_{0}\right) .
$$

Since $\lim _{\lambda \rightarrow \Lambda_{1}} q^{*}(\lambda)=-\infty$, it follows that $a_{0}(\lambda)<0$, for $\lambda$ near $\Lambda_{1}$. Similarly, for

$$
a_{n}(\lambda)=\frac{h^{2}}{2} q_{n}(\lambda)-\frac{h \alpha_{1}(\lambda)}{\beta_{1}(\lambda)} p_{n}(\lambda),
$$

conditions (2) and (3) imply that $a_{n}(\lambda)<0$, for $\lambda$ near $\Lambda_{1}$.
Now suppose that condition (4) applies. Then, for $1 \leqq i \leqq n-1, a_{i}\left(\lambda_{+}\right)=h^{2} q_{i}\left(\lambda_{+}\right) \leqq$ $h^{2} q^{*}\left(\lambda_{+}\right) \leqq 0$. Since $\alpha_{0}\left(\lambda_{+}\right) \beta_{0}\left(\lambda_{+}\right) \leqq 0$ and $p_{0}(\lambda)>0$,

$$
a_{0}\left(\lambda_{+}\right)=\frac{h^{2}}{2} q_{0}\left(\lambda_{+}\right)+\frac{h \alpha_{0}\left(\lambda_{+}\right)}{\beta_{0}\left(\lambda_{+}\right)} p_{0}\left(\lambda_{+}\right) \leqq \frac{h^{2}}{2} q_{0}\left(\lambda_{+}\right) \leqq \frac{h^{2}}{2} q^{*}\left(\lambda_{+}\right) \leqq 0 .
$$

Similarly,

$$
a_{n}\left(\lambda_{+}\right)=\frac{h^{2}}{2} q_{n}\left(\lambda_{+}\right)-\frac{h \alpha_{1}\left(\lambda_{+}\right)}{\beta_{1}\left(\lambda_{+}\right)} p_{n}\left(\lambda_{+}\right) \leqq \frac{h^{2}}{2} q^{*}\left(\lambda_{+}\right) \leqq 0 .
$$

Lemma 4.2. Assume conditions (1), (2) in Lemma 4.1 and

$$
\begin{equation*}
\lim _{\lambda \rightarrow \Lambda_{2}} q_{*}(\lambda) / p^{*}(\lambda)=\infty \tag{3}
\end{equation*}
$$

Then $\lim _{\lambda \rightarrow \Lambda_{2}} a_{i}(\lambda)=\infty$, for $0 \leqq i \leqq n$.
Proof. Since $p^{*}(\lambda) \geqq k>0$, condition (3) implies that $\lim _{\lambda \rightarrow \Lambda_{2}} q_{*}(\lambda)=\infty$. For $1 \leqq$ $i \leqq n-1, a_{i}(\lambda)=h^{2} q_{i}(\lambda) \geqq h^{2} q_{*}(\lambda)$. Therefore $\lim _{\lambda \rightarrow \Lambda_{2}} a_{i}(\lambda)=\infty$, for $1 \leqq i \leqq n-1$. Next, consider

$$
a_{0}(\lambda)=\frac{h^{2}}{2} q_{0}(\lambda)+\frac{h \alpha_{0}(\lambda)}{\beta_{0}(\lambda)} p_{0}(\lambda) .
$$

Because of condition (1),

$$
a_{0}(\lambda) \geqq \frac{h^{2}}{2} q_{0}(\lambda)+\frac{h \alpha_{0}\left(\lambda_{0}\right)}{\beta_{0}\left(\lambda_{0}\right)} p_{0}\left(\lambda_{0}\right), \quad \text { for } \lambda_{0}<\lambda<\Lambda_{2} .
$$

Therefore $\lim _{\lambda \rightarrow \Lambda_{2}} a_{0}(\lambda)=\infty$. Similarly, condition (2) implies that $\lim _{\lambda \rightarrow \Lambda_{2}} a_{n}(\lambda)=$ $\infty$.

We can now use Theorems 3.1-3.5 to show that Sturm sequences can be applied to the finite difference matrix $A(\lambda)$ in (4.10), for the Sturm-Liouville problem (4.1). We will use our usual notation: $S_{i}(\lambda)$ is the $i$ th principal minor of $A(\lambda) ; S_{0}(\lambda)=1$; $c(\lambda)$ is the number of sign changes in the sequence $S_{0}(\lambda), S_{1}(\lambda), \cdots, S_{n+1}(\lambda)$ after the zero terms have been omitted.

Theorem 4.1. Let $A(\lambda)$ be the finite difference matrix in (4.10). Suppose that conditions (1)-(4) in Theorem D are satisfied. Then
(a) For any numbers $\lambda^{\prime}<\lambda^{\prime \prime}$ in $\left(\Lambda_{1}, \Lambda_{2}\right)$, $\operatorname{det}[A(\lambda)]$ has exactly $c\left(\lambda^{\prime \prime}\right)-c\left(\lambda^{\prime}\right)$ different zeros in the interval $\left[\lambda^{\prime}, \lambda^{\prime \prime}\right)$;
(b) The zeros of $S_{i}(\lambda)$ and $S_{i-1}(\lambda)$ are interlaced, for $1 \leqq i \leqq n+1$.

If (4.1) also satisfies either (6) or (7) in Theorem D , then
(c) For any $\lambda_{0}$ in $\left(\Lambda_{1}, \Lambda_{2}\right)$, $\operatorname{det}[A(\lambda)]$ has exactly $c\left(\lambda_{0}\right)$ different zeros in the interval $\left(\Lambda_{1}, \lambda_{0}\right)$.
If (4.1) satisfies conditions (1)-(5) and either (6) or (7) in Theorem D, then
(d) $\operatorname{det}[A(\lambda)]$ has exactly $n+1$ different zeros in $\left(\Lambda_{1}, \Lambda_{2}\right)$.

Remarks. (1) Theorem 4.1 has been stated for the generic case, where $\beta_{0}(\lambda)>0$, $\beta_{1}(\lambda)>0$, and $A(\lambda)$ has size $(n+1) \times(n+1)$. It is also valid in case one or both functions $\beta_{0}(\lambda), \beta_{1}(\lambda)$ are identically zero. In these cases, $A(\lambda)$ has size $n \times n$ or $(n-1) \times(n-1)$.
(2) Theorem 4.1 allows us to use the bisection method with Sturm sequences to find the $k$ th eigenvalue of the finite difference matrix $A(\lambda)$. This in turn provides a method for approximating the $k$ th eigenvalue of the Sturm-Liouville problem (4.1).
(3) If we interchange the words "increasing" and "decreasing" in Theorem D, we can prove another version of Theorem 4.1 (analogous to Theorem 3.2' in § 3). This kind of Sturm-Liouville problem occurs in physical applications. For example, the equation

$$
\begin{align*}
& \left(\frac{u^{\prime}}{\left(\omega-\lambda u^{0}(x)\right)^{2}}\right)^{\prime}+\left(\frac{1}{c(x)^{2}}-\frac{\lambda^{2}}{\left(\omega-\lambda u^{0}(x)\right)^{2}}\right) u=0 \quad \text { for } 0 \leqq x \leqq d, \\
& u(0)=0=u^{\prime}(d) \tag{4.12}
\end{align*}
$$

occurs in acoustic problems (see Porter and Reiss [8], [9]).
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#### Abstract

Linear multipoint boundary value problems are investigated from the point of view of the condition number and properties of the fundamental solution. It is found that when the condition number is not large, the solution space is polychotomic. On the other hand, if the solution space is polychotomic then there exist boundary conditions such that the associated boundary value problem is well conditioned.
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1. Introduction. Consider a system of first-order ordinary differential equations

$$
\begin{equation*}
\mathscr{L} y:=y^{\prime}-A y=f, \quad 0<t<1 \tag{1.1}
\end{equation*}
$$

where $A \in L_{1}^{n \times n}(0,1)$ and $f \in L_{1}^{n}(0,1)$. We are interested in the solution of (1.1) that satisfies the multipoint boundary condition (BC)

$$
\begin{equation*}
\mathscr{B} y:=\sum_{i=1}^{N} B_{i} y\left(t_{i}\right)=b . \tag{1.2}
\end{equation*}
$$

Here, $0=t_{1}<\cdots<t_{N}=1$ and the matrices $B_{i} \in \mathbb{R}^{n \times n}, k=1, \cdots, N$, have been scaled so that, for instance,

$$
\begin{equation*}
\sum_{i=1}^{N} B_{i} B_{i}^{T}=I . \tag{1.3}
\end{equation*}
$$

The restriction $t_{1}=0, t_{N}=1$ has been introduced for notational convenience and is not restrictive provided we allow for the possibility that $B_{0}=0$ and $B_{N}=0$.

One of the simplest examples of a multipoint boundary value problem is that of a dynamical system with $n$ states which are observed at different times. Further examples and a description of numerical schemes for the solution of such equations may be found in [12], [1], and [11].

From the theory of boundary value problems, (1.1), (1.2) has a unique solution if $\mathscr{B} Y$ is nonsingular for any fundamental solution $Y$ of $\mathscr{L}$ (see, for example, Keller [8]). In the sequel we assume this is the case. Then, given any fundamental solution $Y$ of (1.1), we may write the solution of (1.1), (1.2) as

$$
\begin{equation*}
y(t)=\Phi(t) b+\int_{0}^{1} G(t, s) f(s) d s, \quad 0 \leqq t \leqq 1 \tag{1.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi(t):=Y(t)(\mathscr{B} Y)^{-1} \tag{1.5a}
\end{equation*}
$$

[^15]and
\[

G(t, s)=\left\{$$
\begin{array}{lc}
\Phi(t) \sum_{i=1}^{k} B_{i} \Phi\left(t_{j}\right) \Phi^{-1}(s), & t_{k}<s<t_{k+1}, \quad t>s,  \tag{1.5b}\\
-\Phi(t) \sum_{i=k+1}^{N} B_{i} \Phi\left(t_{j}\right) \Phi^{-1}(s), & t_{k}<s<t_{k+1}, \quad t<s .
\end{array}
$$\right.
\]

The function $G$ is the Green function associated with (1.1), (1.2).
We can now use (1.4) to examine the conditioning of (1.1), (1.2). Let $|\cdot|$ denote the usual Euclidean norm in $\mathbb{R}^{n}$ and define

$$
\begin{array}{ll}
\|u\|_{\infty}:=\sup _{t}|u(t)|, & u \in\left[L_{\infty}(0,1)\right]^{n}, \\
\|u\|_{1}=\int_{0}^{1}|u(t)| d t, & u \in\left[L_{1}(0,1)\right]^{n} .
\end{array}
$$

Then it follows from (1.3) that

$$
\begin{equation*}
\|y\|_{\infty} \leqq \beta|\mathscr{B} y|+\alpha\|\mathscr{L} y\|_{1} \tag{1.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha:=\sup _{t, s}|G(t, s)| \tag{1.7a}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta:=\sup _{t}|\Phi(t)| . \tag{1.7b}
\end{equation*}
$$

The quantities $\alpha, \beta$ defined by (1.7) serve quite well as condition numbers for the boundary value problem in the sense that they give a measure for the sensitivity of (1.1), (1.2) to changes in the data. Consequently, if $\alpha$ or $\beta$ is large, we may expect to have difficulties in obtaining an accurate numerical approximation to the solution of (1.1), (1.2).

If $\alpha$ is of moderate size, the solution space of (1.1) has properties that can (and should) be used in the construction of algorithms for calculating an approximate solution of (1.1), (1.2). For the two-point case (i.e., $N=2$ ), de Hoog and Mattheij [5], [6] have shown that the solution space is dichotomic when $\alpha$ is not too large. A dichotomic solution space (see $\S 4$ for a more detailed discussion of dichotomy) essentially means that nonincreasing modes of the solution space can be controlled by boundary conditions imposed on the left while nondecreasing modes can be controlled by boundary conditions imposed on the right. This concept is the basis for algorithms using decoupling ideas (see, for example, [10], [11]). The aim of this paper is to generalize the results of [5], [6] to (1.1), (1.2) with $N \geqq 2$. In this case the notion of dichotomy has to be generalized, and it turns out that, for well-conditioned problems, the solution space consists of modes that can be controlled at one of the points $t_{1}, \cdots, t_{N}$ (see $\S 4$ ). This has allowed us to generalize the ideas of decoupling to multipoint problems, but that is discussed elsewhere [7].

In general we may say that if $N>n$ there is a redundancy in the number of conditions involved. It is therefore crucial to pick precisely $n$ appropriate points from which modes are actually controlled by suitable conditions. It is quite natural to consider then a limit case of multipoint BC, viz., an integral condition (which incidentally generalizes two and multipoint conditions in an obvious way), so

$$
\begin{equation*}
\mathscr{B} y:=\int_{0}^{1} B(\tau) y(\tau) d \tau=b . \tag{1.8}
\end{equation*}
$$

Such BC arise directly when $L_{p}$ norms are used to scale the solution (possibly after linearization) as in eigenvalue problems.

We may treat the (discrete) multipoint case separately from (1.8). However, as it turns out, it is possible to construct a general mechanism that handles the integral BC as well. The price to be paid for this is that our proofs will be based on functional analytic arguments and thus are less constructive than could be given for the discrete case. The reward though is that we have been able to get sharp bounds in our estimates, sharpening even the bounds given for the two-point case in [6].
2. Notation and assumptions. In this section we review some basic results that we need later in our analysis. For some general references regarding Green functions we may consult, e.g., [2] and [9].
2.1. Boundary conditions and their normalization. Consider the general boundary condition (BC):

$$
\begin{equation*}
\mathscr{B} y=b \tag{2.1}
\end{equation*}
$$

where $\mathscr{B}$ is a bounded linear operator from $L_{1,1}^{n}(0,1)$ to $\mathbb{R}^{n}$. Note that this includes the BC of type (1.2) and (1.8) as well. By $L_{1,1}^{n}(0,1)$ we mean those functions the first derivative of which is in $L_{1}^{n}(0,1)$. We introduce the norm

$$
\|u\|_{\infty}=\max _{0 \leqq t \leqq 1}|u(t)|, \quad u \in L_{1,1}^{n}(0,1)
$$

where

$$
|a|=\left(\sum_{i=1}^{n} a_{i}^{2}\right)^{1 / 2}, \quad a \in \mathbb{R}^{n} .
$$

For any $a \in \mathbb{R}^{n}, a^{T} \mathscr{B}$ is a linear functional from $L_{1,1}^{n}[0,1]$ to $\mathbb{R}$. We define

$$
\begin{aligned}
& \left\|a^{T} \mathscr{B}\right\|_{\infty}:=\sup _{u \in L_{1,1}^{n}(0,1)} \frac{\left|a^{T} \mathscr{B} u\right|}{\|u\|_{\infty}}, \\
& \rho_{1}(\mathscr{B}):=\max _{a \in \mathbb{R}^{n}} \frac{\left\|a^{T} \mathscr{B}\right\|_{\infty}}{|a|}=\|\mathscr{B}\|_{\infty}, \\
& \rho_{n}(\mathscr{B}):=\min _{a \in \mathbb{R}^{n}} \frac{\left\|a^{T} \mathscr{B}\right\|_{\infty}}{|a|}
\end{aligned}
$$

Lemma 2.1. Let $0<\rho_{1}(\mathscr{B})<\infty$. Then, there exists a matrix $C \in \mathbb{R}^{n \times n}$ such that

$$
\|C \mathscr{B}\|_{\infty}=\rho_{1}(C \mathscr{B})=1
$$

and

$$
\rho_{n}(C \mathscr{B}) \geqq \frac{\rho_{n}(E \mathscr{B})}{\rho_{1}(E \mathscr{B})} \quad \forall E \in \mathbb{R}^{n \times n} .
$$

Proof. If $\rho_{n}(\mathscr{B})=0$, then the result is trivial. We therefore assume $\rho_{n}(\mathscr{B})>0$ and let

$$
\mathscr{D}=\left\{E \in \mathbb{R}^{n \times n} \mid \rho_{1}(E \mathscr{B})=1\right\} .
$$

Since $\rho_{n}(E \mathscr{B})$ is continuous in $E$ and $\mathscr{D}$ is closed and bounded, it follows that there is a matrix $C \in \mathscr{D}$ such that

$$
\rho_{n}(C \mathscr{B}) \geqq \rho_{n}(E \mathscr{B}) \quad \forall E \in \mathscr{D} .
$$

This is equivalent to the statement of the lemma.

This now gives us the possibility of scaling the BC , cf. (1.3), in a meaningful way.
Assumption 2.1. In the sequel, we shall assume that the BC (2.1) has been scaled so that

$$
\begin{equation*}
\rho_{1}(\mathscr{B})=\|\mathscr{B}\|_{\infty}=1 \tag{2.2a}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{n}(\mathscr{B}) \geqq \rho_{n}(E \mathscr{B}) / \rho_{1}(E \mathscr{B}) \quad \forall E \in \mathbb{R}^{n \times n} . \tag{2.2b}
\end{equation*}
$$

In addition to Assumption 2.1 we have the following assumption.
Assumption 2.2. Let (1.1), (2.1) have a solution for every $f \in L_{1}^{n}(0,1)$ and $b \in \mathbb{R}^{n}$. Then, $\mathscr{B} Y \in \mathbb{R}^{n \times n}$ is nonsingular, where $Y \in L_{1,1}^{n \times n}(0,1)$ is the solution of

$$
\begin{equation*}
\mathscr{L} Y=0, \quad Y(0)=F \tag{2.3a}
\end{equation*}
$$

and $F \in \mathbb{R}^{n \times n}$ is nonsingular.
On defining

$$
\begin{equation*}
\Phi(t):=Y(t)(\mathscr{B} Y)^{-1}, \tag{2.3b}
\end{equation*}
$$

we can write any function $y \in L_{1,1}^{n}(0,1)$ as

$$
\begin{equation*}
y=\mathscr{P} y+(I-\mathscr{P}) y=\mathscr{P} y+\mathscr{G}(\mathscr{L} y) \tag{2.4}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathscr{P} y:=\Phi(\mathscr{B} y),  \tag{2.5a}\\
& \mathscr{G} f:=\int_{0}^{1} \mathscr{G}(t, s) f(s) d s, \quad f \in L_{1}^{n}(0,1) \tag{2.5b}
\end{align*}
$$

and $\mathscr{G}$ is the Green function defined by

$$
\begin{equation*}
\mathscr{G}(t, s)=\Phi(t)\{H(t, s)-\mathscr{B}(\Phi H(\cdot, s))\} \Phi^{-1}(s) \tag{2.6a}
\end{equation*}
$$

with

$$
H(t, s)= \begin{cases}I, & t>s  \tag{2.6b}\\ 0, & t<s\end{cases}
$$

(cf. the special case (1.4), where $\mathscr{B}$ is given by (1.2)).
Remark 2.1. The operator $\mathscr{B}$ in the term $\mathscr{B}(\Phi H(\cdot, s))$ above should be interpreted as an extension of $\mathscr{B}$ to an operator from $L_{\infty}^{n}(0,1)$ to $\mathbb{R}^{n}$. Note however that a sensible extension of $\mathscr{B}$ to $L_{\infty}^{n}(0,1)$ is assured by the Hahn-Banach theorem.

Remark 2.2. $\mathscr{P}$ is a projection from $L_{1,1}^{n}(0,1)$ onto the solution space $\left\{Y a \mid a \in \mathbb{R}^{n}\right\}$. Given such a projection $\mathscr{P}$, we can define a linear operator

$$
\mathscr{B}=C Y^{-1} \mathscr{P}
$$

where $C \in \mathbb{R}^{n \times n}$ is a scaling matrix chosen so that (1.1), (2.2a), and (2.2b) hold. Lemma 2.1 ensures the existence of such a matrix.

Remark 2.3. It is easy to verify that the Green function has the form

$$
\mathscr{G}(t, s)= \begin{cases}Y(t)(I-E(s)) Y^{-1}(s), & t>s  \tag{2.7}\\ -Y(t)(E(s)) Y^{-1}(s), & t<s\end{cases}
$$

where $E \in L_{\infty}^{n \times n}(0,1)$. Conversely, given a function of the form (2.7), we have

$$
\mathscr{L}\left\{\int_{0}^{1} \mathscr{G}(\cdot, s) f(s) d s\right\}=f, \quad f \in L_{1}^{n}(0,1)
$$

In addition, if we define

$$
(\mathscr{P} y)(t):=y(t)-\int_{0}^{1} \mathscr{G}(t, s)(\mathscr{L} y)(s) d s
$$

then

$$
\begin{aligned}
(\mathscr{P} y)(t) & =y(t)-\int_{0}^{t} Y(t) Y^{-1}(s)(\mathscr{L} y)(s) d s+Y(t) \int_{0}^{1} E(s) Y^{-1}(s)(\mathscr{L} y)(s) d s \\
& =Y(t)\left\{Y^{-1}(0) y(0)+\int_{0}^{1} E(s) Y^{-1}(s)(\mathscr{L} y)(s) d s\right\} .
\end{aligned}
$$

We can easily verify that $\mathscr{P}$ is a projection. Thus, $\mathscr{B}$ defined by

$$
\mathscr{B} y:=C\left\{Y^{-1}(0) y(0)+\int_{0}^{1} E(s) Y^{-1}(s)(\mathscr{L} y(s)) d s\right\},
$$

where $C \in \mathbb{R}^{n \times n}$ is a scaling matrix chosen so that (2.2a), (2.2b) holds, gives a bounded linear operator for which $\mathscr{G}$ is the associated Green function.
2.2. Auerbach's lemma. Let $\mathscr{V}$ be a normed linear space of dimension $k$ with norm denoted by $\|\cdot\|$ and let $\mathscr{V}^{*}$ be the space of all linear functionals from $\mathscr{V} \rightarrow \mathbb{R}$.

Define a norm on $\mathscr{V}^{*}$ by

$$
\begin{equation*}
\left\|y^{*}\right\|^{*}=\sup _{x \in \mathscr{V}} \frac{y^{*}(x)}{\|x\|}, \quad y^{*} \in \mathscr{V}^{*} \tag{2.8}
\end{equation*}
$$

Definition 2.1. A boundary of $\mathscr{V}$ is any set

$$
\mathscr{D} \subseteq\left\{y^{*} \in \mathscr{V}^{*} \mid\left\|y^{*}\right\|^{*} \leqq 1\right\}
$$

such that

$$
\|x\|=\sup _{y^{*} \in \mathscr{D}} y^{*}(x) \quad \forall x \in \mathscr{V} .
$$

Lemma 2.2 (for Auerbach's lemma see [4, Lemma 4]). If $\mathscr{D}$ is a closed boundary of $\mathscr{V}$ then there exist $y_{i}^{*} \in \mathscr{D}, y_{j} \in \mathscr{V} ; i, j=1, \cdots, k$ such that

$$
y_{i}^{*}\left(y_{j}\right)=\delta_{i j}, \quad\left\|y_{i}^{*}\right\|^{*}=1, \quad\left\|y_{j}\right\|=1, \quad i, j=1, \cdots, k .
$$

Since $\left\{y^{*} \in \mathscr{V}^{*} \mid\left\|y^{*}\right\|^{*} \leqq 1\right\}$ is a closed boundary, Corollary 2.1 follows immediately.
Corollary 2.1. There exist $y_{i}^{*} \in \mathscr{V}^{*}, y_{j} \in \mathscr{V} ; i, j=1, \cdots, k$ such that

$$
y_{i}^{*}\left(y_{j}\right)=\delta_{i j}, \quad\left\|y_{i}^{*}\right\|^{*}=1, \quad\left\|y_{j}\right\|=1, \quad i, j=1, \cdots, k .
$$

3. Conditioning of differential equations. In this section we consider the relation between $\alpha$ and $\beta$ and the effect of the normalization of the BC as in Assumption 2.1. Recall that for $y \in L_{1,1}^{n}(0,1)$ (cf. (2.4))

$$
y(t)=\Phi(t) \mathscr{B} y+\int_{0}^{1} \mathscr{G}(t, s)(\mathscr{L} y)(s) d s .
$$

Hence, on taking norms

$$
\|y\|_{\infty} \leqq \beta|\mathscr{B} y|+\alpha\|\mathscr{L} y\|_{1}
$$

where

$$
\beta=\|\Phi\|_{\infty}=\max _{a \in \mathbb{R}^{n}} \frac{\|\Phi a\|_{\infty}}{|a|}, \quad \alpha=\sup _{t, s}|G(t, s)| .
$$

In addition to $\alpha$ and $\beta$, it is also useful to consider

$$
\mathscr{P} \cdot:=Y(\mathscr{B} Y)^{-1} \mathscr{B} \cdot .
$$

Lemma 3.1. $\rho_{n}(\mathscr{B}) \beta \leqq\|\mathscr{P}\|_{\infty} \leqq \rho_{1}(\mathscr{B}) \beta$.
Proof. The result follows immediately from the definition of $\rho_{1}(\mathscr{B})$ and $\rho_{n}(\mathscr{B})$.

Lemma 3.2. Let $\hat{\mathscr{B}}$ be a linear operator from $L_{1,1}^{n}(0,1)$ to $\mathbb{R}^{n}$, and let $\hat{\alpha}$ be the constant associated with $\hat{\mathscr{B}}$ and the differential equation (1.1). Then,

$$
\hat{\alpha} \leqq\left(1+\|\hat{\mathscr{P}}\|_{\infty}\right) \alpha, \quad \text { where } \hat{\mathscr{P}} Y=Y(\hat{\mathscr{B}} Y)^{-1} \hat{\mathscr{B}} Y
$$

Proof. Let

$$
\hat{\Phi}:=Y(\hat{\mathscr{B}} Y)^{-1} \quad \text { and } \quad \hat{\mathscr{G}} f:=\int_{0}^{1} \hat{\mathscr{G}}(\cdot, s) f(s) d s
$$

where $\hat{\mathscr{G}}$ is defined similarly to $\mathscr{G}$ in (2.6a), i.e., $\mathscr{B}$ replaced by $\hat{\mathscr{B}}$. Clearly, $\hat{\Phi}=Y(\hat{\mathscr{B}} Y)^{-1}$ and consequently $\mathscr{P}=\mathscr{P} \hat{\mathscr{P}}$. That is, $\hat{\mathscr{G}} f=(I-\hat{\mathscr{P}}) \mathscr{\mathscr { G }} f$, and hence

$$
\|\hat{\mathscr{G}} f\|_{\infty} \leqq\left(1+\|\hat{\mathscr{P}}\|_{\infty}\right)\|\mathscr{G} f\|_{\infty}
$$

Thus, $\hat{\alpha} \leqq\left(1+\|\hat{\mathscr{P}}\|_{\infty}\right) \alpha$.
It is clear that the result of Lemmas 3.1 and 3.2 can be combined to give

$$
\hat{\alpha} \leqq\left(1+\rho_{1}(\tilde{\mathscr{B}}) \tilde{\beta}\right) \alpha .
$$

Since it has been assumed that (2.2a), (2.2b) hold, we obtain the estimate

$$
\begin{equation*}
\hat{\alpha} \leqq(1+\hat{\beta}) \alpha \tag{3.1}
\end{equation*}
$$

Note, however, that $\alpha$ and $\|\mathscr{P}\|_{\infty}$ are independent of the scaling (2.2a), (2.2b) but that $\rho_{1}(\mathscr{B}), \rho_{n}(\mathscr{B})$, and $\beta$ are not. Therefore we examine some of the ramifications of Assumption 2.1.

Lemma 3.3. $\rho_{n}(\mathscr{B}) \geqq n^{-1}$.
Proof. Let

$$
\mathscr{V}=\left\{a^{T} \mathscr{B} \mid a \in \mathbb{R}^{n}\right\} .
$$

That is, $\mathscr{V}$ are the linear functionals of the form $a^{T} \mathscr{B}$. Since $\mathscr{B} \Phi=I, \operatorname{dim}(\mathscr{V})=n$. For $\ell \in \mathscr{V}$, define

$$
\|\ell\|=\sup _{y \in L_{1,1}^{n}(0,1)} \frac{(\ell y)}{\|y\|_{\infty}}=\|\ell\|_{\infty} .
$$

$\mathscr{V}$ equipped with the norm $\|\cdot\|$ is an $n$-dimensional normed space. From Auerbach's theorem (Corollary 2.1), there exist $\ell_{j}^{*} \in \mathscr{V}^{*}, \ell_{i} \in \mathscr{V} ; i, j=1, \cdots, n$ such that

$$
\ell_{j}^{*}\left(\ell_{i}\right)=\delta_{i j}, \quad\left\|\ell_{j}^{*}\right\|^{*}=\left\|\ell_{i}\right\|=1, \quad i, j=1, \cdots, n
$$

Clearly, for some $E \in \mathbb{R}^{n \times n}$,

$$
a^{T} E \mathscr{B}=\sum_{i=1}^{n} a_{i} \ell_{i} \quad \forall a=\left(a_{1}, \cdots, a_{n}\right)^{T} \in \mathbb{R}^{n} .
$$

Furthermore,

$$
\begin{aligned}
\left\|a^{T} E \mathscr{B}\right\|_{\infty} & =\left\|\sum_{i=1}^{n} a_{i} \ell_{i}\right\|_{\infty} \\
& \geqq \frac{\left|\sum_{j=1}^{n} a_{j} j_{j}^{*}\left(\sum_{i=1}^{n} a_{i} \ell_{i}\right)\right|}{\left\|\sum_{j=1}^{n} a_{j} \ell_{j}^{*}\right\|^{*}} \\
& \geqq \frac{|a|}{\sqrt{n}} .
\end{aligned}
$$

Thus, $\rho_{n}(E \mathscr{B}) \geqq 1 / \sqrt{n}$. In addition,

$$
\begin{aligned}
\left\|a^{T} E \mathscr{B}\right\|_{\infty} & =\left\|\sum_{i=1}^{n} a_{i} \ell_{i}\right\|_{\infty} \\
& \leqq \sum_{i=1}^{n}\left|a_{i}\right|\left\|\ell_{i}\right\|_{\infty} \leqq n^{1 / 2}|a| .
\end{aligned}
$$

Thus, $\rho_{1}(E \mathscr{B}) \leqq n^{1 / 2}$, and hence from (2.2b)

$$
\rho_{n}(\mathscr{B}) \geqq \frac{\rho_{n}(E \mathscr{B})}{\rho_{1}(E \mathscr{B})} \geqq n^{-1} .
$$

For boundary conditions of the form (1.2) we can obtain somewhat sharper estimates.
Lemma 3.4. For $\mathscr{B}$ given by (1.2) and satisfying (1.1), (2.1), we have

$$
\rho_{n}(\mathscr{B}) \geqq N_{1}^{-1 / 2}
$$

where $N_{1}$ is the number of nontrivial matrices $B_{i}$ in (1.2).
Proof. Without loss of generality, we take $N_{1}=N$

$$
\begin{aligned}
\left\|a^{T} E \mathscr{B}\right\|_{\infty} & =\sum_{i=1}^{N}\left|B_{i}^{T} E^{T} a\right| \\
& \leqq N^{1 / 2}\left(a^{T} E \sum_{i=1}^{N} B_{i} B_{i}^{T} E^{T} a\right)^{1 / 2} \\
& \leqq N^{1 / 2}\left|E \sum_{i=1}^{N} B_{i} B_{i}^{T} E^{T}\right|^{1 / 2}|a| .
\end{aligned}
$$

Thus, $\rho_{1}(E \mathscr{B}) \leqq N^{1 / 2}\left|E \sum_{i=1}^{N} B_{i} B_{i}^{T} E^{T}\right|^{1 / 2}$. On the other hand,

$$
\begin{aligned}
\left\|a^{T} E \mathscr{B}\right\|_{\infty} & =\sum_{i=1}^{N}\left|B_{i}^{T} E^{T} a\right| \\
& \geqq\left(a^{T} E \sum_{i=1}^{N} B_{i} B_{i}^{T} E^{T} a\right)^{1 / 2} \geqq|a| /\left|\left(E \sum_{i=1}^{N} B_{i} B_{i}^{T} E^{T}\right)^{-1}\right|^{1 / 2} .
\end{aligned}
$$

Thus, $\rho_{n}(E \mathscr{B}) \geqq 1 /\left.\left(E \sum_{i=1}^{N} B_{i} B_{i}^{T} E^{T}\right)^{-1}\right|^{1 / 2}$. Now if we take $E=\left(\sum_{i=1}^{N} B_{i} B_{i}^{T}\right)^{-1 / 2}$, then, from $(2.2 \mathrm{~b}), \rho_{n}(\mathscr{B}) \geqq \rho_{n}(E \mathscr{B}) / \rho_{1}(E \mathscr{B}) \geqq N^{-1 / 2}$.

For an important class of boundary conditions, the bound in Lemma 3.4 is attained.
Lemma 3.5. Let $\mathscr{B}$ be given by (1.2),

$$
\sum_{i=1}^{N} \operatorname{rank}\left(B_{i}\right)=n
$$

and $N_{1}$ be the number of nontrivial matrices $B_{i}$ in (1.2). Then,

$$
\frac{\rho_{n}(\mathscr{B})}{\rho_{1}(\mathscr{B})} \leqq N_{1}^{-1 / 2} .
$$

In addition, (2.2a), (2.2b) hold if and only if

$$
\sum_{i=1}^{N} B_{i} B_{i}^{T}=N_{1}^{-1} I .
$$

Proof. Let us assume without loss of generality that $N_{1}=N$,

$$
B_{i}^{T} B_{i} \eta_{i}=\sigma_{i}^{2} \eta_{i}, \quad\left|\eta_{i}\right|=1, \quad i=1, \cdots, N
$$

and

$$
w_{1}=1, \quad w_{k}=\operatorname{sign}\left\{\eta_{k}^{T} B_{k}^{T} \sum_{i=1}^{k-1} w_{i} B_{i} \eta_{i}\right\}, \quad k=2, \cdots, N .
$$

Now,

$$
\begin{aligned}
\rho_{1}(\mathscr{B}) & =\max _{a}\left\{\frac{\sum_{i=1}^{N}\left|a^{T} B_{i}\right|}{|a|}\right\} \geqq \max _{a}\left\{\frac{\left|\sum_{i=1}^{N} w_{i} a^{T} B_{i} \eta_{i}\right|}{|a|}\right\} \\
& =\left|\sum_{i=1}^{N} w_{i} B_{i} \eta_{i}\right| \geqq\left(\sum_{i=1}^{N} \eta_{i}^{T} B_{i}^{T} B_{i} \eta_{i}\right)^{1 / 2}=\left(\sum_{i=1}^{N} \sigma_{i}^{2}\right)^{1 / 2} .
\end{aligned}
$$

This result holds for all singular values $\sigma_{i}$, and we may therefore take $\sigma_{i}=\left|B_{i}\right|$. Then $\rho_{1}(\mathscr{B}) \geqq\left(\sum_{i=1}^{N}\left|B_{i}\right|^{2}\right)^{1 / 2}$.

In addition, for $\sigma_{k} \neq 0$,

$$
\begin{aligned}
\rho_{n}(\mathscr{B}) & =\min _{a}\left\{\frac{\sum_{i=1}^{N}\left|a^{T} B_{i}\right|}{|a|}\right\}=\sigma_{k} \min _{a}\left\{\frac{\sum_{i=1}^{N}\left|a^{T} B_{i}\right|}{|a|\left|B_{k} \eta_{k}\right|}\right\} \\
& \leqq \sigma_{k} \min _{a}\left\{\frac{\sum_{i=1}^{N}\left|a^{T} B_{i}\right|}{\left|a^{T} B_{k} \eta_{k}\right|}\right\}=\sigma_{k} .
\end{aligned}
$$

Note that the last equality is not valid if $\sum \operatorname{rank}\left(B_{i}\right)>n$. Nor is it valid for an arbitrary vector $\eta_{k}$. Thus,

$$
\frac{\rho_{n}(\mathscr{B})}{\rho_{1}(\mathscr{B})} \leqq \min _{k} \frac{\sigma_{k}}{\left(\sum_{i=1}^{N}\left|B_{i}\right|^{2}\right)^{1 / 2}} \leqq N^{-1 / 2},
$$

which proves the first part of the lemma.
Now let (2.2a), (2.2b) hold. From Lemma 3.4 and the result above

$$
\sigma_{k}=N^{-1 / 2}\left(\sum_{i=1}^{N}\left|B_{i}\right|^{2}\right)^{1 / 2} .
$$

Since, $\sigma_{k}$ is an arbitrary singular value, all the singular values are equal, and using (2.2a) we obtain that $\sum_{i=1}^{N} B_{i} B_{i}^{T}=N^{-1} I$.

Finally, let $\sum_{i=1}^{N} B_{i} B_{i}^{T}=N^{-1}$ I. Then, as previously,

$$
\rho_{1}(\mathscr{B}) \geqq\left(\sum_{i=1}^{N}\left|B_{i}\right|^{2}\right)^{1 / 2}=1 \quad \text { and } \quad \rho_{1}(\mathscr{B}) \leqq N^{1 / 2}\left|\sum_{i=1}^{N} B_{i} B_{i}^{T}\right|^{1 / 2}=1 \text {. }
$$

Thus, $\rho_{1}(\mathscr{B})=1$. In addition, as in Lemma 3.4,

$$
\rho_{n}(\mathscr{B}) \geqq 1 /\left|\left(\sum_{i=1}^{N} B_{i} B_{i}^{T}\right)^{-1}\right|^{1 / 2}=N^{-1 / 2}
$$

and since this is the best possible, (2.2b) holds.
We now have the tools to assess the condition numbers $\alpha, \beta$. Let us consider in particular (1.1) and the multipoint BC (1.2),

$$
\mathscr{B} y=\sum_{i=1}^{N} B_{i} y\left(t_{i}\right),
$$

for which we have the following useful properties:

$$
\begin{equation*}
\Phi(t) B_{i}=G^{+}\left(t, t_{i}\right)-G^{-}\left(t, t_{i}\right), \quad i=1, \cdots, N \tag{3.2}
\end{equation*}
$$

where

$$
\begin{array}{ll}
G^{+}\left(t, t_{i}\right)=\lim _{s \rightarrow t_{i}^{+}} G(t, s), & i=1, \cdots, N-1, \\
G^{-}\left(t, t_{i}\right)=\lim _{s \rightarrow t_{i}^{-}} G(t, s), & i=2, \cdots, N, \\
G^{+}(t, 1)=G^{-}(t, 0)=0 . \tag{3.3c}
\end{array}
$$

Theorem 3.1. For $\mathscr{B}$ given by (2.1) and satisfying (2.2a), (2.2b), we have

$$
\beta \leqq \frac{2 N_{1} \alpha}{\rho_{n}(\mathscr{B})} \leqq 2 N_{1} \alpha \min \left(n, N^{1 / 2}\right),
$$

where $N_{1}$ is the number of nontrivial matrices $B_{1}$ in (3.2). If, in addition $\sum_{i=1}^{N} \operatorname{rank}\left(B_{i}\right)=n$, then $\beta \leqq 2 N_{1} \alpha$.

Proof. Without loss of generality, we take $N_{1}=N$. From (3.2), (3.3)

$$
\left|\Phi(t) B_{i}\right| \leqq 2 \alpha
$$

and hence

$$
\begin{aligned}
|\Phi(t)| & \leqq\left(\sum_{i=1}^{N}\left|\Phi(t) B_{i}\right|^{2}\right)^{1 / 2}\left|\left(\sum_{i=1}^{N} B_{i} B_{i}^{T}\right)^{-1}\right|^{1 / 2} \\
& \leqq 2 \alpha N^{1 / 2}\left|\left(\sum_{i=1}^{N} B_{i} B_{i}^{T}\right)^{-1}\right|^{1 / 2} .
\end{aligned}
$$

The first result now follows from the inequality

$$
\rho_{n}(\mathscr{B}) \leqq N^{1 / 2} /\left|\left(\sum_{i=1}^{N} B_{i} B_{i}^{T}\right)^{-1}\right|^{1 / 2}
$$

and Lemmas 3.3 and 3.4.
However, if $\sum_{i=1}^{N} \operatorname{rank}\left(B_{i}\right)=n$, it follows from Lemma 3.5 that $\left|\left(\sum_{i=1}^{N} B_{i} B_{i}^{T}\right)^{-1}\right|^{1 / 2}=$ $G N^{1 / 2}$ and this establishes the second part of the theorem.

Thus, when $\mathscr{B}$ is given by (2.1) and $N$ is not too large, the single parameter $\alpha$ is a suitable measure of the conditioning of the problem. However, as $N \rightarrow \infty$ we cannot bound $\beta$ in terms of $\alpha$ using the results of Theorem 3.1, which suggests that in general it is not possible to obtain such bounds. This is confirmed by the following example.

Example 3.1. Consider the problem

$$
\begin{aligned}
& \mathscr{L} y=y^{\prime}+a y, \quad a>0 . \\
& \mathscr{B} y=\int_{0}^{1} y(s) d s,
\end{aligned}
$$

for which $\alpha=1, \beta=a\left(1-e^{-a}\right)$ and $\rho_{1}(\mathscr{B})=1$. Clearly, $\beta$ becomes unbounded as $a \rightarrow \infty$.
Thus, in general both $\alpha$ and $\beta$ need to be addressed in a discussion of stability.
4. Polychotomy. For two-point boundary value problems (i.e., $N=2$ ) it has become almost traditional to assume that the solution space

$$
\mathscr{S}(t)=\left\{\Phi(t) c \mid c \in \mathbb{R}^{n}\right\}
$$

can be separated into a space

$$
\mathscr{I}(t)=\left\{\Phi(t) P c \mid c \in \mathbb{R}^{n}\right\}, \quad P^{2}=P
$$

of nondecreasing solutions and a space

$$
\mathscr{D}(t)=\left\{\Phi(t)(I-P) c \mid c \in \mathbb{R}^{n}\right\}
$$

of nonincreasing solutions. In addition, if neither $\mathscr{I}(t)$ nor $\mathscr{D}(t)$ is trivial (i.e., $P \neq 0, I)$, it is usually assumed that the angle $0<\eta(t)<\pi / 2$ between $\mathscr{I}(t)$ and $\mathscr{D}(t)$, defined by

$$
\cos \eta(t)=\max _{y_{1} \in \mathscr{\mathscr { A }}(t), y_{2} \in \mathscr{D}(t)} \frac{\left|y_{1}^{T} y_{2}\right|}{\left|y_{1}\right|\left|y_{2}\right|}
$$

is not too small. This has led to the following definition.
Definition 4.1. The solution space is dichotomic if there exists a projector $P$ and a constant $\kappa$ such that

$$
\begin{align*}
& \left|\Phi(t) P \Phi^{-1}(s)\right|<\kappa, \quad t>s,  \tag{4.1a}\\
& \left|\Phi(t)(I-P) \Phi^{-1}(s)\right|<\kappa, \quad t<s ; \tag{4.1b}
\end{align*}
$$

$\kappa$ is called the dichotomy constant.
Although a projector always exists such that (4.1) is valid for some constant $\kappa$, we are primarily interested in the case when $\kappa$ is of moderate size. In fact a more precise definition would involve the size of $\kappa$ as well; we do not dwell on this, however. It turns out that dichotomy is intimately connected with the conditioning of two-point boundary value problems. Specifically, de Hoog and Mattheij [5], [6] have shown the following.

Theorem 4.1. When $N=2$, there exists a projector $P$ such that (4.1) holds with $\kappa=\alpha+4 \alpha^{2}$. Alternatively, if (4.1) holds, then there exist matrices $B_{1}, B_{2} \in \mathbb{R}^{n \times n}$ such that $\alpha \leqq \kappa$.

Thus, if $N=2$ and $\alpha$ is of moderate size, the solution space is dichotomic (i.e., $\kappa$ is also of moderate size). Conversely, if the solution space is dichotomic, there is a two-point boundary value problem for which the condition number is not too large.

However, a well-conditioned multipoint problem does not necessarily have a dichotomic solution space as can be seen from Example 4.1.

Example 4.1. Consider the problem

$$
\begin{aligned}
& y^{\prime}+2 \lambda\left(t-\frac{1}{2}\right) y=f, \quad \lambda>0, \\
& y\left(\frac{1}{2}\right)=1 .
\end{aligned}
$$

For this example,

$$
\begin{aligned}
& \Phi(t)=\exp \left(-\lambda\left(t-\frac{1}{2}\right)^{2}\right) \\
& y(t)=\Phi(t)+\int_{1 / 2}^{t} \Phi(t) \Phi^{-1}(s) f(s) d s
\end{aligned}
$$

and hence

$$
\alpha=1 \quad(\text { for all } \lambda) .
$$

Thus the problem is well conditioned but the fundamental solution now increases on the interval $0<t<\frac{1}{2}$ and decreases on $\frac{1}{2}<t<1$. Such behavior is quite common in multipoint problems. Indeed, the results of de Hoog and Mattheij [5], [6] can be used to show that there exist projectors $\hat{P}_{i}, i=1, \cdots, N-1$ such that

$$
\begin{aligned}
& \left|\Phi(t) \hat{P}_{i} \Phi^{-1}(s)\right|<\kappa, \quad t_{i}<s<t<t_{i+1}, \\
& \left|\Phi(t)\left(I-\hat{P}_{i}\right) \Phi^{-1}(s)\right|<\kappa, \quad t_{i}<t<s<t_{i+1},
\end{aligned}
$$

where $\kappa$ is of moderate size if $\alpha$ is not large. Thus, on each interval $t_{i}<t<t_{i+1}$, $i=1, \cdots, N-1$ the solution space is dichotomic.

However, the examination of a number of well-conditioned multipoint problems has suggested that additional structure is present in the solution space. This leads to the following generalization of dichotomy.

Definition 4.2. The solution space $\mathscr{C}(t)$ is polychotomic if, for some $M \in \mathbb{N}$, and $0=x_{1} \leqq x_{2} \leqq \cdots \leqq x_{M}=1$, there exist projectors $P_{k}, k=1, \cdots, M$ and a constant $\kappa$ such that

$$
\begin{align*}
& \sum_{k=1}^{M} P_{k}=I, \quad P_{i} P_{j}=P_{j} P_{i}=\delta_{i j} P_{j}, \\
& \left|\Phi(t) \sum_{j=1}^{k} P_{j} \Phi^{-1}(s)\right|<\kappa, \quad x_{k}<s<x_{k+1}, \quad t>s  \tag{4.2a}\\
& \left|\Phi(t) \sum_{j=k+1}^{M} P_{j} \Phi^{-1}(s)\right|<\kappa, \quad x_{k}<s<x_{k+1}, \quad t<s . \tag{4.2b}
\end{align*}
$$

In § 5 we show that the concept of polychotomy is closely related to the conditioning of multipoint boundary value problems in the sense that $\kappa$ will be of moderate size when $\alpha$ is not too large. It turns out that this relationship can be exploited in the construction of efficient numerical schemes for the solution of (1.1), (1.2); this is discussed in detail in [7].
5. Bounds for polychotomy. In this section we show how the condition number $\alpha$ can be used to obtain bounds for $\kappa$. Initially we consider separable boundary conditions.

### 5.1. Separable boundary conditions.

Definition 5.1. The boundary condition (1.2) is called separable if

$$
\sum_{i=1}^{N} \operatorname{rank}\left(B_{i}\right)=n .
$$

Thus for separable boundary conditions, the solution space consists of a number of modes each of which is controlled by a condition at one of the points when rank $\left(B_{i}\right) \neq 0$.

We shall see that when the boundary condition (1.2) is separable, the solution space is polychotomic with constant $\kappa=\alpha$. Before we can show this, however, some preliminary results are required.

Lemma 5.1. If $C_{k} \in \mathbb{R}^{n \times n}, k=1, \cdots, N$

$$
\sum_{k=1}^{N} C_{k}=I \text { and } \sum_{k=1}^{N} \operatorname{rank}\left(C_{k}\right)=n,
$$

then $C_{k}, k=1, \cdots, N$ are projectors (i.e., $C_{i} C_{j}=C_{j} C_{i}=\delta_{i j} C_{j}$ ).
Proof. The result follows from the arguments used in [6, Thm. 3.2].
Lemma 5.2. For $E_{k} \in \mathbb{R}^{n \times n}, k=1, \cdots$, $N$, let

$$
\sum_{k=1}^{N} E_{k}=I, \quad \sum_{k=1}^{N} \operatorname{rank}\left(E_{k}\right)=n
$$

and define

$$
\hat{G}(t, s)=\left\{\begin{array}{ll}
Y(t) \sum_{k=1}^{i} E_{k} Y^{-1}(s), & t_{i}<s<t_{i+1}, \\
t>s \\
-Y(t) \sum_{k=i+1}^{N} E_{k} Y^{-1}(s), & t_{i}<s<t_{i+1},
\end{array} \quad t<s,\right.
$$

where $Y$ is a fundamental solution of (1.1). Then there exists a boundary condition

$$
\begin{equation*}
\hat{\mathscr{B}} y:=\sum_{i=1}^{N} \hat{B}_{i} y\left(t_{i}\right) \tag{5.1}
\end{equation*}
$$

satisfying $\operatorname{rank}\left(\hat{B}_{i}\right)=\operatorname{rank}\left(E_{i}\right)$ and

$$
\sum_{i=1}^{N} \hat{B}_{i} \hat{B}_{i}^{T}=N_{1}^{-1} I
$$

such that $\hat{G}$ is the Green function associated with (1.1), (5.1) and $N_{1}$ is the number of nontrivial matrices $E_{i}$.

Proof. Consider the $L Q^{T}$ decomposition

$$
\left[E_{1} Y^{-1}\left(t_{1}\right)\left|E_{2} Y^{-1}\left(t_{2}\right)\right| \cdots \mid E_{N} Y^{-1}\left(t_{N}\right)\right]=L Q^{T}
$$

where $L \in \mathbb{R}^{n \times n}$ is lower triangular and nonsingular and $Q \in \mathbb{R}^{(N+1) n \times n}$ is orthogonal (i.e., $Q^{T} Q=I$ ). Now define $\hat{B}_{i} \in \mathbb{R}^{n \times n}, k=1, \cdots, N$ by

$$
\left[\hat{B}_{1}\left|\hat{B}_{2}\right| \cdots \mid \hat{B}_{N}\right]:=N_{1}^{-1} Q^{T} .
$$

If we define

$$
\hat{\Phi}(t):=Y(t)(\hat{\mathscr{B}} Y)^{-1},
$$

we see that $\hat{\Phi}(t)=Y(t) L$. Then it is easy to verify that $\hat{G}$ is the Green function associated with (1.1), (5.1), viz.,

$$
\hat{G}(t, s)= \begin{cases}\hat{\Phi}(t) \sum_{i=1}^{K} \hat{B}_{i} \Phi\left(t_{i}\right) \Phi^{-1}(s), & t>s \\ -\hat{\Phi}(t) \sum_{i=k+1}^{N} \hat{B}_{i} \Phi\left(t_{i}\right) \Phi^{-1}(s), & t<s\end{cases}
$$

can be identified with $\hat{\boldsymbol{G}}(t, s)$.
The relationship between polychotomy and the condition number for separable boundary conditions is now straightforward. Specifically we have the following theorem.

Theorem 5.1. If the boundary condition (1.2), is separable, then the solution space is polychotomic with $\kappa \leqq \alpha$.

Conversely, if the solution space of (1.1) is polychotomic with constant $\kappa$, then there exists a separable boundary condition (1.2), satisfying Assumption 2.1, such that $\alpha \leqq \kappa$.

Proof. If the boundary condition (1.2) is separable

$$
\sum_{i=1}^{N} \operatorname{rank}\left(B_{i}\right)=n
$$

and

$$
\sum_{i=1}^{N} B_{i} \Phi\left(t_{i}\right)=I \quad(\mathrm{cf} .(2.3 \mathrm{~b}))
$$

Thus

$$
\sum_{i=1}^{N} \operatorname{rank}\left(B_{i} \Phi\left(t_{i}\right)\right)=n
$$

and from Lemma 5.1,

$$
P_{i}=B_{i} \Phi\left(t_{i}\right), \quad i=1, \cdots, N
$$

are projectors. On substituting for $P_{i}$ in the Green function (1.5) and comparing the resulting expression with the definition of polychotomy (see Definition 5.1), we find that (4.2) holds with $\kappa=\alpha, M=N$ and $x_{j}=t_{j}$.

If on the other hand the solution is polychotomic, then

$$
|G(t, s)| \leqq \kappa
$$

where

$$
G(t, s)=\left\{\begin{array}{lll}
Y(t) \sum_{i=1}^{k} P_{i} Y^{-1}(s), & x_{k}<s<x_{k+1}, & t>s, \\
-Y(t) \sum_{i=k+1}^{M} P_{i} Y^{-1}(s), & x_{k}<s<x_{k+1}, & t<s
\end{array}\right.
$$

and

$$
\sum_{i=1}^{M} P_{i}=I, \quad P_{i} P_{j}=P_{j} P_{i}=\delta_{i j} P_{j}
$$

But from Lemmas 5.2 and 3.5 there exists a separable boundary condition of the form (1.2) which satisfies Assumption 2.1 and is such that $G$ is the Green function associated with (1.1), (1.2) when $N=M$ and $t_{i}=x_{i}$.
5.2. General boundary condition. We again turn to the general BC (2.1) and show how we can select appropriate separable BC from them; this is based on the theory given in § 2.

Let

$$
\mathscr{S}=\left\{Y a \mid a \in \mathbb{R}^{n}\right\}
$$

with

$$
\|y\|=\|y\|_{\infty}, \quad y \in \mathscr{S} .
$$

Clearly, $\mathscr{S}$ equipped with the norm $\|\cdot\|$ is a normed space of dimension $n$. In addition,

$$
\mathscr{D}=\left\{y^{*} \in \mathscr{S}^{*}\left|y^{*}(y)=c^{T} y(t), \quad\right| c \mid=1, \quad 0 \leqq t \leqq 1\right\}
$$

is a closed boundary for $\mathscr{S}$. Hence, from Auerbach's lemma (Lemma 2.2) there exist $y_{j}^{*} \in \mathscr{D}, y_{i} \in \mathscr{S} ; i, j=1, \cdots, n$ such that

$$
y_{j}^{*}\left(y_{i}\right)=\delta_{i j}, \quad\left\|y_{j}^{*}\right\|^{*}=1, \quad\left\|y_{i}\right\|_{\infty}=1, \quad i, j=1, \cdots, n .
$$

That is, there exist $c_{j} \in \mathbb{R}_{1}^{n},\left|c_{j}\right|=1$, points $t_{j}$ with $0 \leqq t_{j} \leqq 1, j=1, \cdots, n$ and $y_{i} \in \mathscr{S}$, $i=1, \cdots, n$ such that

$$
\begin{equation*}
c_{j}^{T} y_{i}\left(t_{j}\right)=\delta_{i j}, \quad\left|c_{j}\right|=\left\|y_{i}\right\|_{\infty}=1, \quad i, j=1, \cdots, n \tag{5.2}
\end{equation*}
$$

Furthermore,

$$
c_{j}=y_{j}\left(t_{j}\right),
$$

and hence

$$
\begin{equation*}
c_{i}^{T} c_{j}=0 \quad \text { if } i \neq j \text { and } t_{i}=t_{j} \tag{5.3}
\end{equation*}
$$

Let

$$
(\hat{\mathscr{P}} y)(t):=\sum_{i=1}^{n} y_{i}(t) c_{i}^{T} y\left(t_{i}\right) .
$$

Thus,

$$
\begin{aligned}
\|\hat{\mathscr{P}} y\|_{\infty} & \leqq \sum_{i=1}^{n}\left\|y_{i}\right\|_{\infty}\|y\|_{\infty} \\
& \leqq n\|y\|_{\infty} .
\end{aligned}
$$

Hence

$$
\|\hat{\mathscr{P}}\|_{\infty} \leqq n
$$

and, as in Lemma 3.2, we find that

$$
\begin{aligned}
\hat{\alpha} & \leqq\left(1+\|\hat{\mathscr{P}}\|_{\infty}\right) \alpha \\
& \leqq(n+1) \alpha .
\end{aligned}
$$

In addition, we have

$$
\hat{\mathscr{B}} \hat{\Phi}=I
$$

where

$$
\begin{gather*}
\hat{\Phi}=N_{1}^{1 / 2}\left[y_{1}|\cdots| y_{n}\right],  \tag{5.4}\\
\hat{\mathscr{B}} y:=\sum_{i=1}^{N} \hat{\mathscr{B}} y\left(t_{i}\right), \\
B_{k}=N_{1}^{-1 / 2}\left[\begin{array}{c}
0 \\
C_{k} \\
0
\end{array}\right] \leftarrow k \text { th position, } \tag{5.5}
\end{gather*}
$$

and $N_{1}$ is the number of distinct points in the set $\left\{t_{k}\right\}$. From (5.2), (5.3)

$$
\sum_{k=1}^{n} \hat{B}_{k} \hat{B}_{k}^{T}=N_{1}^{-1} I
$$

and hence from Lemma 3.5 , the boundary condition $\tilde{B}$ defined by (5.5), which is clearly separable, satisfies (2.2a), (2.2b). Finally from (5.2), (5.5)

$$
|\hat{\Phi}(t)| \leqq N_{1}^{1 / 2} n^{1 / 2}
$$

Thus, we have shown the following theorem.
Theorem 5.2. For a general $\mathrm{BC}(2.1)$ we can construct a separable $\mathrm{BC} \hat{\mathbb{B}}$ of the form $\hat{\mathscr{B}} y:=\sum_{i=1}^{n} \hat{B}_{i} y\left(t_{i}\right)$, with $t_{i} \in[0,1]$, such that $\hat{\mathscr{B}}$ satisfies $(2.2 \mathrm{a})$ and $(2.2 \mathrm{~b})$ and for which (cf. (1.7))

$$
\hat{\beta}:=\sup _{t}|\hat{\Phi}(t)| \leqq n, \quad \hat{\alpha}:=\sup _{s, t}|\hat{G}(s, t)| \leqq(n+1) \alpha .
$$

Corollary 5.1. If the $\operatorname{BVP}(1.1)$, (2.1) has a condition number $\alpha$, then the solution space is polychotomic with

$$
\kappa \leqq(n+1) \alpha .
$$

Note that the result of this corollary is somewhat different from Theorem 3.16 of [6], where bounds are derived $\sim \alpha^{2}$ for the two-point case. For large $\alpha$ we may therefore say that this more general result is sharper, though not constructive.
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# THE BOHL TRANSFORMATION AND OSCILLATION OF LINEAR DIFFERENTIAL SYSTEMS* 
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#### Abstract

The Bohl transformation is a nonlinear transformation that, like the Riccati transformation, relates linear and nonlinear differential equations. Recently, we have extended that transformation to differential systems. In this paper the utility of the transformation for extending scalar oscillation results to linear differential systems is demonstrated.
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AMS(MOS) subject classification. $34 \mathrm{C} 10,34 \mathrm{C} 20$

1. Introduction. The use of transformations in studying qualitative properties of linear differential systems has proven most effective. Probably the best-known such transformation is the Riccati transformation, which has been used in numerous ways. Another example is the Prüfer or generalized polar coordinate transformation, which has been employed most successfully in the study of eigenvalue problems and is used in the current development. In [6], [7], the authors were successful in extending the Bohl transformation to systems of differential equations. In this paper we shall demonstrate the use of the Bohl transformation in establishing oscillation criteria for the self-adjoint differential system

$$
\begin{equation*}
X^{\prime \prime}+P(t) X=0 . \tag{1}
\end{equation*}
$$

In general the Bohl transformation can be described as follows: for $X_{1}(t)$ and $X_{2}(t)$ solutions of (1) on $[a, \infty)$ satisfying the initial conditions $X_{1}(a)=X_{2}^{\prime}(a)=E$ and $X_{1}^{\prime}(a)=X_{2}(a)=0, E$ the $n \times n$ identity matrix, set $V(t) \equiv\left[X_{1}^{2}(t)+X_{2}^{2}(t)\right]^{1 / 2}$, then $V(t)$ is the Bohl transformation of the pair $X_{1}(t), X_{2}(t)$ and satisfies

$$
\begin{equation*}
V^{\prime \prime}+P(t) V=V^{-3} \tag{2}
\end{equation*}
$$

on $[a, \infty)$. Equation (2) is the Bohl differential system corresponding to (1).
In [7] it is established that, under appropriate hypotheses on $P$, system (2) has a positive definite Hermitian solution on $[a, \infty)$ satisfying $V(a)=E, V^{\prime}(a)=0$. Furthermore, it is shown that if $V(t)$ is a positive definite Hermitian solution of (2) on $[a, \infty)$ satisfying $\quad V(a)=E, \quad V^{\prime}(a)=0, \quad$ then $\quad X_{1}(t)=V(t) C\left(t ; a, V^{-2}(t)\right), \quad X_{2}(t)=$ $V(t) S\left(t ; a, V^{-2}(t)\right)$ are conjoined solutions of (1) on [a, $\infty$ ) whose Wronskian is $E$ where $C(t ; a, Q(t))$ and $S(t ; a, Q(t))$ are the matrix analogues of the sine and cosine functions, respectively. These matrix trigonometric functions have been developed in the context of studying the generalized polar coordinate transformation. See, e.g., [1], [3], and [12].

The Bohl transformation is established in [7] under the assumption that $P(t)$ is an $n \times n$ functionally commutative Hermitian matrix the elements of which are continuous complex-valued functions of a real variable $t \in[a, \infty)$. To say $P(t)$ is functionally commutative on $[a, \infty)$ means that $P(s) P(t)=P(t) P(s)$, for all $s, t \in[a, \infty)$.

[^16]For our purposes a solution of (1) is an $n \times n$ matrix function, the elements of which are twice continuously differentiable, which satisfies (1) on [ $a, \infty$ ). For the discussion of the oscillatory behavior of solutions of (1), it is necessary to restrict our attention to the class of solutions called conjoined. A solution $X$ of (1) defined on an interval $I$ is said to be conjoined if $X$ is not identically singular on any subinterval of $I$ and $X$ satisfies

$$
X^{*}(t) X^{\prime}(t) \equiv X^{\prime *}(t) X(t)
$$

on I. The system (1) is said to be oscillatory on [a, $\infty$ ) if there exists a conjoined solution $X(t)$ for which there is a sequence $\left\{t_{j}\right\}, t_{j} \rightarrow \infty$, such that $\operatorname{det} X\left(t_{j}\right)=0$, $j=1,2, \cdots$. It follows from the Sturm-type separation theorem [9] that if (1) is oscillatory then every conjoined solution is singular on some sequence $\left\{t_{j}\right\}, j \rightarrow \infty$. Thus, (1) is nonoscillatory if there exists a conjoined solution $X(t)$ for which $\operatorname{det} X(t) \neq 0$ for $t>t_{0} \geqslant a$, for some $t_{0}$.
2. Oscillation via the Bohl transformation. In [7], with $P(t)$ as described above, we have established an oscillation theorem that is one of the central elements to be used in the further development of the theory. For purposes of convenience we state it as a lemma.

Lemma 1. Let $V(t)$ be a positive definite Hermitian solution of (2) on $[a, \infty)$ for which $V(a)=E, V^{\prime}(a)=0$. Then (1) is oscillatory if and only if $\int_{a}^{\infty} \operatorname{tr}\left[V^{-2}(t)\right] d t=\infty$.

To continue our discussion of oscillation we further require that $P(t)$ is analytic on $[a, \infty)$. When we say a matrix $M(t)$ is analytic on an interval $I$, we mean that for every $t_{0} \in I$, each element of $M(t)$ (and thus $M(t)$ itself) can be represented as a Taylor series centered at $t_{0}$ converging in some neighborhood of $t_{0}$.

Some properties of analytic Hermitian matrices follow. A proof of Lemma 2 may be found in [14, pp. 36-45].

Lemma 2. Let $M(t)$ be an $n \times n$ analytic Hermitian matrix function on I. Then for $i=1, \cdots, n$ eigenvalues $\lambda_{i}(t)$ (perhaps repeated), and an orthonormal set of eigenvectors $z_{i}(t)$ and eigenprojections $G_{i}(t)$ (perhaps repeated) for $M(t)$ can be chosen such that $\lambda_{i}(t), z_{i}(t)$, and $G_{i}(t)$ are analytic on I.

Lemma 3. If $M(t)$ is an analytic, Hermitian, functionally commutative matrix on $I$, then $M(t) M^{\prime}(t)=M^{\prime}(t) M(t)$ on $I$.

Proof. $M(s) M(t)=M(t) M(s)$ and so $M(s) M^{\prime}(t)=M^{\prime}(t) M(s)$ for all $s, t \in I$. Thus, when we let $s=t$, the result follows.

If $\lambda_{i}(t)$ and $\lambda_{j}(t)$ are analytic eigenvalues of $M(t)$ on $I$, then we say that $\lambda_{i}(t)$ and $\lambda_{j}(t)$ are distinct if $\lambda_{i}(t) \not \equiv \lambda_{j}(t)$ on I. Because $\lambda_{i}(t)$ and $\lambda_{j}(t)$ are analytic, it is clear that if they are distinct on $I$, then they must also be distinct on every subinterval of $I$. We do allow for the possibility that $\lambda_{i}(t)=\lambda_{j}(t)$ for some $t \in I$, but this will be true only on a set of isolated points.

The next lemma is an immediate consequence of the Spectral Representation Theorem (see, e.g., [10, p. 175]), the previous two lemmas, and a result in [5, p. 38] which establishes that the eigenprojections are constant.

Lemma 4. Let $M(t)$ be an analytic, Hermitian, functionally commutative matrix on $I$, and let $r$ be the number of distinct analytic eigenvalues of $M(t)$. Then, $M(t)=$ $\sum_{i=1}^{r} \lambda_{i}(t) G_{i}$, where the analytic eigenprojections $G_{i}$ are constant Hermitian matrices for which $G_{i}^{2}=G_{i}, G_{i} G_{j}=0(i f i \neq j)$ and $\sum_{i=1}^{r} G_{i}=E$.

Lemma 5. If $M(t)$ is an analytic, Hermitian, functionally commutative matrix on $I$, then $M(t)$ may be diagonalized by a constant unitary matrix.

Proof. By Lemma 3, $M(t)$ commutes with its derivative and thus [5, p. 37] each of the eigenspaces of the analytic eigenvalues of $M(t)$ has a constant basis. Hence,
an orthonormal set of constant eigenvectors for $M(t)$ may be found. Let the matrix $H$ be such that its columns are these constant eigenvectors. Then $H^{*} M(t) H=Q(t)$ is a diagonal matrix consisting of the analytic eigenvalues of $M(t)$. By construction, $H$ is a constant unitary matrix.

Our first oscillation theorem for systems will use this matrix $H$ along with the transformation described in the following lemma. A proof of this lemma may be found in [15, pp. 393-394].

Lemma 6. For $R(t)$ and $P(t)$ continuous Hermitian matrix functions, let $H(t)$ be an $n \times n$ matrix function such that $H$ and $R H^{\prime}$ are absolutely continuous on $[a, \infty)$ and $\left(R H^{\prime}\right)^{*} H=H^{*}\left(R H^{\prime}\right)$ on $[a, \infty)$. Put $\mathscr{R}(t)=H^{*} R H$ and $\mathscr{P}(t)=H^{*}\left[\left(R H^{\prime}\right)^{\prime}+P H\right]$. Then $H^{*}\left[\left(R U^{\prime}\right)^{\prime}+P U\right]=\left(\mathscr{R} X^{\prime}\right)^{\prime}+\mathscr{P} X$ where $U=H X$. Furthermore, if $H$ is nonsingular on $[a, \infty)$ then the system $\left(R U^{\prime}\right)^{\prime}+P U=0$ is oscillatory on $[a, \infty)$ if and only if the system $\left(\mathscr{R} X^{\prime}\right)^{\prime}+\mathscr{P} X=0$ is oscillatory on $[a, \infty)$.

Theorem 7. Let $P(t)$ be analytic, Hermitian, and functionally commutative on $[a, \infty)$. Let $H$ be a constant unitary matrix which diagonalizes $P(t)$ and put $Q(t)=$ $H^{*} P(t) H$. Then (1) is oscillatory on $[a, \infty)$ if and only if $X^{\prime \prime}+Q(t) X=0$ is oscillatory on $[a, \infty)$.

Proof. $H$ exists as described because of Lemma 5. Moreover, $H$ trivially satisfies the hypotheses of Lemma 6. In the notation of that lemma, $R(t)=E$ and thus $\mathscr{R}=H^{*} H=E$ since $H$ is unitary, and $\mathscr{P}=H^{*} P H=Q$ since $H^{\prime}=0$. The result follows by applying the second conclusion of Lemma 6.

Corollary 8. Let $P(t)$ be analytic, Hermitian, and functionally commutative on $[a, \infty)$. Then, the system (1) is oscillatory on $[a, \infty)$ if and only if the scalar equation $x^{\prime \prime}+\lambda(t) x=0$ is oscillatory on $[a, \infty)$ for at least one of the analytic eigenvalues $\lambda(t)$ of $P(t)$.

Proof. Because of Lemma 5, Theorem 7 is applicable. Since $Q(t)=$ $\operatorname{diag}\left(\lambda_{1}(t), \cdots, \lambda_{n}(t)\right)$ where $\left\{\lambda_{i}(t) \mid i=1, \cdots, n\right\}$ are the (perhaps repeated) analytic eigenvalues of $P(t)$, it is easy to see that the system $X^{\prime \prime}+Q(t) X=0$ is oscillatory on $[a, \infty)$ if and only if $x^{\prime \prime}+\lambda(t) x=0$ is oscillatory on [ $a, \infty$ ) for at least one of these eigenvalues. The result now follows from Theorem 7.

In Theorem 2.1 of [2] a similar result is obtained in which $P(t)$ is assumed to be continuous, symmetric, functionally commutative, and implicitly conservative on $[a, \infty$ ) (see Theorem 8 and the general conservative hypothesis on p. 108 of [4]). It is easy to demonstrate matrices $P(t)$ that are conservative but not analytic and vice versa, while still satisfying the other hypotheses.

We will next concern ourselves with the extension to systems of M. Ráb's so-called "Haupsatz" (sic) [11, p. 339]:

Let $p(t)$ be continuous on $[a, \infty)$. The scalar differential equation $x "+p(t) x=0$ is oscillatory on $[a, \infty)$ if and only if there exists a $C^{1}$ function $g(t)>0$ which satisfies

$$
\int_{a}^{\infty} \exp \left(-2 \int_{a}^{x} \frac{1}{g^{2}(s)}\left[\int_{a}^{s}\left[\left(g^{\prime}(t)\right)^{2}-p(t) g^{2}(t)\right] d t+k\right] d s\right) d x=\infty
$$

for every constant $k$.
Our integral condition will involve the solution of a certain differential system; in the scalar case, this solution will result in the above exponential function. To this end, define the matrix function

$$
Q(t ; g, A)=\frac{1}{g^{2}(t)}\left\{A+\int_{a}^{t}\left[\left(g^{\prime}(s)\right)^{2} E-g^{2}(s) P(s)\right] d s\right\}
$$

where $g(t)>0$ is $C^{1}$ on $[a, \infty)$ and $A$ is a constant Hermitian matrix. In addition, let
$Y_{g, A}(t ; T)$ denote the solution on $[a, \infty)$ of the initial value problem

$$
\begin{equation*}
Y^{\prime}=Q(t ; g, A) Y, \quad Y(T)=E \tag{3}
\end{equation*}
$$

In the next lemma we list, in the context of (3), some standard properties of linear differential systems we shall need.

Lemma 9. For all $s, t, T \in[a, \infty)$ and with $Y_{g, A}$ as defined above:
(a) $Y_{g, A}(t ; s) Y_{g, A}(s ; T)=Y_{g, A}(t ; T)$,
(b) $Y_{g, A}^{-1}(s ; t)=Y_{g, A}(t ; s)$,
(c) $d / d t\left[Y_{g, A}(s ; t)\right]=-Y_{g, A}(s ; t) Q(t ; g, A)$.

Before proceeding with the extension of the Hauptsatz to systems, let us note some additional properties of the solutions of (1) resulting from the analyticity of $P(t)$. The next lemma follows from standard existence theorems (see, e.g., [8, p. 70]).

Lemma 10. Let $P(t)$ be analytic on $[a, \infty)$. Then every solution of (1) is analytic on $[a, \infty)$.

In [5, p. 38] it has been shown that a Hermitian analytic matrix function that commutes with its derivative is functionally commutative. In [7], the existence on $[a, \infty)$ of Hermitian conjoined solutions of (1) that satisfy $\boldsymbol{X}^{\prime} \boldsymbol{X}=\boldsymbol{X} \boldsymbol{X}^{\prime}$ is established. Thus, in view of these results and the previous lemma we have the following result.

Lemma 11. Let $P(t)$ be analytic, Hermitian, and functionally commutative on $[a, \infty)$. Then, the Hermitian conjoined solutions of (1) are functionally commutative on $[a, \infty)$.

Lemma 12. If $X(t)$ is a functionally commutative solution of (1) on $[a, \infty)$, then $P(s) X(t)=X(t) P(s)$ for all $s, t \in[a, \infty)$.

Proof. $X(s) X(t)=X(t) X(s)$ leads to $X^{\prime \prime}(s) X(t)=X(t) X^{\prime \prime}(s)$, resulting in $P(s) X(s) X(t)=X(t) P(s) X(s)$, and so $P(s) X(t) X(s)=X(t) P(s) X(s)$. Since the singularities of $X(s)$ are isolated, the result follows.

We are now prepared to extend Ráb's Hauptsatz to systems.
Theorem 13. Let $P(t)$ be analytic, Hermitian, and functionally commutative on $[a, \infty)$. Then, the system (1) is oscillatory on $[a, \infty)$ if and only if there exists a $C^{1}$ function $g(t)>0$ that satisfies

$$
\begin{equation*}
\int_{c}^{\infty} \operatorname{tr}\left\{\left[Y_{g, A}(t ; \tau) Y_{8, A}^{*}(t ; \tau)\right]^{-1}\right\} d t=\infty \tag{4}
\end{equation*}
$$

for some $c, \tau \in[a, \infty)$ and for every $n \times n$ constant Hermitian matrix $A$ that is a linear combination of the eigenprojections of $P(t)$.

Proof. Let (4) hold for $c, \tau, A$ and $g(t)$ as described and assume that (1) is nonoscillatory on $[a, \infty)$. In view of the remarks preceding Lemma 11 along with Lemmas 10 and 11, there exists a pair $X_{1}(t)$ and $X_{2}(t)$ of functionally commutative, analytic Hermitian conjoined solutions of (1) whose Wronskian is $E$, both of which are nonsingular on some interval $\left[t_{0}, \infty\right)$. Letting $X(t)$ denote either $X_{1}(t)$ or $X_{2}(t)$, we have by the Riccati transformation [13, p. 101] that $\left(X^{\prime} X^{-1}\right)^{\prime}+\left(X^{\prime} X^{-1}\right)^{2}+P=0$. Multiplying this equation by $g^{2}(t)$, integrating from $t_{0}$ to $t$ followed by an integration by parts, and then completing the square, we obtain

$$
\begin{aligned}
g^{2}(t) X^{\prime}(t) X^{-1}(t)= & g^{2}\left(t_{0}\right) X^{\prime}\left(t_{0}\right) X^{-1}\left(t_{0}\right)-\int_{t_{0}}^{t}\left[g(s) X^{\prime}(s) X^{-1}(s)-g^{\prime}(s) E\right]^{2} d s \\
& +\int_{t_{0}}^{t}\left[\left(g^{\prime}(s)\right)^{2} E-g^{2}(s) P(s)\right] d s .
\end{aligned}
$$

Since $X$ is conjoined, $g X^{\prime} X^{-1}-g^{\prime} E$ is Hermitian and so its square must be nonnegative
definite. Thus we have

$$
\begin{equation*}
g^{2}(t) X^{\prime}(t) X^{-1}(t) \leqq g^{2}\left(t_{0}\right) X^{\prime}\left(t_{0}\right) X^{-1}\left(t_{0}\right)+\int_{t_{0}}^{t}\left[\left(g^{\prime}(s)\right)^{2} E-g^{2}(s) P(s)\right] d s \tag{5}
\end{equation*}
$$

Let $\lambda_{0}$ be the maximum of the absolute values of the eigenvalues of the matrices $X_{i}^{\prime}\left(t_{0}\right) X_{i}^{-1}\left(t_{0}\right)$ for $i=1,2$. Then we have $g^{2}\left(t_{0}\right) X^{\prime}\left(t_{0}\right) X^{-1}\left(t_{0}\right) \leqq \lambda_{0} g^{2}\left(t_{0}\right) E$. Now when we let

$$
A=\lambda_{0} g^{2}\left(t_{0}\right) E-\int_{a}^{t_{0}}\left[\left(g^{\prime}(s)\right)^{2} E-g^{2}(s) P(s)\right] d s,
$$

(5) yields

$$
\begin{equation*}
X^{\prime}(t) X^{-1}(t) \leqq \frac{1}{g^{2}(t)}\left\{A+\int_{a}^{t}\left[\left(g^{\prime}(s)\right)^{2} E-g^{2}(s) P(s)\right] d s\right\} \equiv Q(t ; g, A) \tag{6}
\end{equation*}
$$

for all $t \geqq t_{0}$. In view of Lemma 4, $A$ is a linear combination of the eigenprojections of $P$. Since $P$ is Hermitian, it is clear that $A$ and thus $Q$ are Hermitian. Moreover, $X$ is Hermitian and conjoined and so $Q-X^{\prime} X^{-1}$ is also Hermitian. By Lemma 12, $P(s) X(t)=X(t) P(s)$ and so $A$ and thus $Q$ also commutes with $X(t)$. Since $X$ and $X^{\prime}$ commute, it is clear that $Q-X^{\prime} X^{-1}$ will commute with $X^{2}$. Therefore for $t \geqq t_{0}$, (6) yields $X^{\prime} X \leqq Q X^{2}$.

Recalling that $X$ represents either $X_{1}$ or $X_{2}$ and defining $U=X_{1}^{2}+X_{2}^{2}$, we have that $U^{\prime}=2\left(X_{1}^{\prime} X_{1}+X_{2}^{\prime} X_{2}\right) \leqq 2 Q U$. Since $Q$ commutes with $X$ and thus also $X^{2}$, we have that $Q$ and $U$ commute. So,

$$
\begin{equation*}
U^{\prime}(t) \leqq Q(t ; g, A) U(t)+U(t) Q(t ; g, A) \tag{7}
\end{equation*}
$$

Multiplying (7) on the left by $Y_{g, A}(s, t)$, on the right by $Y_{g, A}^{*}(s ; t)$, rearranging the terms, and making use of (3) and Lemma 9(c), we obtain ( $d / d t$ ) $\cdot\left[Y_{g, A}(s ; t) U(t) Y_{g, A}^{*}(s ; t)\right] \leqq 0$. Therefore for any fixed $T \geqq t_{0}$ and for all $t \geqq T \geqq t_{0}$ and for every $s \in[a, \infty)$, integrating this last result from $T$ to $t$ yields

$$
\begin{equation*}
Y_{g, A}(s ; t) U(t) Y_{g, A}^{*}(s ; t) \leqq Y_{g, A}(s ; T) U(T) Y_{g, A}^{*}(s ; T) \tag{8}
\end{equation*}
$$

Multiplying (8) on the left by $Y_{g, A}(t ; s)$, on the right by $Y_{g, A}^{*}(t ; s)$, and using Lemma 9(a) and (b), we obtain $U(t) \leqq Y_{g, A}(t ; T) U(T) Y_{g, A}^{*}(t ; T)$ and thus $\operatorname{tr}\left[U^{-1}(t)\right] \geqq$ $1 / \beta \operatorname{tr}\left\{\left[Y_{g, A}(t ; T) Y_{g, A}^{*}(t ; T)\right]^{-1}\right\}$, where $\beta>0$ is the maximum eigenvalue of $U(T)>0$. Hence, for any $b \in[T, \infty)$,

$$
\begin{equation*}
\int_{b}^{\infty} \operatorname{tr}\left[U^{-1}(t)\right] d t \geqq \frac{1}{\beta} \int_{b}^{\infty} \operatorname{tr}\left\{\left[Y_{g, A}(t ; T) Y_{g, A}^{*}(t ; T)\right]^{-1}\right\} d t . \tag{9}
\end{equation*}
$$

With $\tau$ as described in the statement of the theorem, Lemma 9(a) yields

$$
\begin{aligned}
Y_{g, A}(t ; \tau) Y_{8, A}^{*}(t ; \tau) & =Y_{g, A}(t ; T) Y_{g, A}(T ; \tau) Y_{g, A}^{*}(T ; \tau) Y_{g, A}^{*}(t ; T) \\
& \geqq \alpha Y_{g, A}(t ; T) Y_{g, A}^{*}(t ; T)
\end{aligned}
$$

where $\alpha>0$ is the minimum eigenvalue of $Y_{g, A}(T ; \tau) Y_{\mathrm{g}, \mathrm{A}}^{*}(T ; \tau)>0$. So, (9) leads to

$$
\int_{b}^{\infty} \operatorname{tr}\left[U^{-1}(t)\right] d t \geqq \frac{\alpha}{\beta} \int_{b}^{\infty} \operatorname{tr}\left\{\left[Y_{g, A}(t ; \tau) Y_{g, A}^{*}(t ; \tau)\right]^{-1}\right\} d t,
$$

and thus with $c$ as defined in the statement of the theorem, we have

$$
\begin{aligned}
\int_{b}^{\infty} \operatorname{tr}\left[U^{-1}(t)\right] d t \geqq \frac{\alpha}{\beta}\left[\int_{b}^{c}\right. & \operatorname{tr}\left\{\left[Y_{g, A}(t ; \tau) Y_{g, A}^{*}(t, \tau)\right]^{-1}\right\} d t \\
& \left.\quad+\int_{c}^{\infty} \operatorname{tr}\left\{\left[Y_{g, A}(t ; \tau) Y_{\mathrm{g}, \mathrm{~A}}^{*}(t ; \tau)\right]^{-1}\right\} d t\right] .
\end{aligned}
$$

Because of the hypothesis (4), we have that $\int_{b}^{\infty} \operatorname{tr}\left[U^{-1}(t)\right] d t=\infty$. Since $U(t)$ as defined is simply $V^{2}(t)$, where $V(t)$ is a positive definite Hermitian solution of (2), we may conclude from Lemma 1 that (1) is in fact oscillatory on [ $a, \infty$ ).

To prove the converse, suppose the contrary; then for any choice of a $C^{1}$ function $g(t)>0$ and $c, \tau \in[a, \infty)$ there exist scalar constants $k_{1}, \cdots, k_{r}$ with $A=\sum_{i=1}^{r} k_{i} G_{i}$ such that

$$
\begin{equation*}
\int_{c}^{\infty} \operatorname{tr}\left\{\left[Y_{g, A}(t ; \tau) Y_{g, A}^{*}(t, \tau)\right]^{-1}\right\} d t<\infty \tag{10}
\end{equation*}
$$

Because of Lemma 4, $A$ is a Hermitian constant matrix and also $Q(t ; g, A)$ may be written as $Q(t ; g, A)=\sum_{i=1}^{r} q_{i}(t ; g, A) G_{i}$ where

$$
q_{i}(t ; g, A)=\frac{1}{g^{2}(t)}\left\{k_{i}+\int_{a}^{t}\left[\left(g^{\prime}(s)\right)^{2}-\lambda_{i}(s) g^{2}(s)\right] d s\right\}
$$

Hence, the solution to (3) is expressible as $Y_{g, A}(t ; T)=\sum_{i=1}^{r} G_{i} Y_{i, g, A}(t ; T)$ where $Y_{i, g, A}(t ; T)$ is the solution to the initial value problem

$$
\begin{equation*}
Y_{i}^{\prime}=q_{i}(t ; g, A) Y_{i}, \quad Y_{i}(T)=E \tag{11}
\end{equation*}
$$

But for each $i=1, \cdots, r$ the solution to (11) is easily seen to be

$$
Y_{i, g, A}(t ; T)=\exp \left(\int_{T}^{t} q_{i}(u ; g, A) d u\right) E
$$

and so

$$
\begin{equation*}
Y_{g, A}(t ; T)=\sum_{i=1}^{r} G_{i} \exp \left(\int_{T}^{t} q_{i}(u ; g, A) d u\right) \tag{12}
\end{equation*}
$$

Because of the properties of $G_{i}$ specified in Lemma 4, using (12) we get

$$
\left[Y_{g, A}(t ; T) Y_{g, A}^{*}(t ; T)\right]^{-1}=\sum_{i=1}^{r} G_{i} \exp \left(-2 \int_{T}^{t} q_{i}(u ; g, A) d u\right)
$$

and thus

$$
\operatorname{tr}\left[Y_{g, A}(t ; T) Y_{g, A}^{*}(t ; T)\right]^{-1}=\sum_{i=1}^{r} \gamma_{i} \exp \left(-2 \int_{T}^{t} q_{i}(u ; g, A) d u\right)
$$

where $\gamma_{i}=\operatorname{tr} G_{i}$. Now $\gamma_{i}>0$ since $G_{i}$ is idempotent, and hence from (10) we conclude that

$$
\int_{c}^{\infty} \exp \left(-2 \int_{T}^{t} q_{i}(u ; g, A) d u\right) d t<\infty
$$

for $i=1, \cdots, r$. Now using Ráb's Hauptsatz we have that $x^{\prime \prime}+\lambda_{i}(t) x=0$ is nonoscillatory on $[a, \infty$ ) for all $i=1, \cdots, r$, and so from Corollary 8 it follows that (1) is nonoscillatory on [ $a, \infty$ ).

It is appropriate at this juncture to look at a somewhat similar result in [16]. With much less restrictive assumptions on $P$, we can obtain from the main theorem in [16] the following.

If $\beta$ is some number in the interval $(0,2]$ and if $X^{\prime \prime}+\beta^{-1} P X=0$ is nonoscillatory on $[\alpha, \infty)$, then $\int_{\alpha}^{\infty} \operatorname{tr}\left\{\left[Y_{B}(t ; \tau) Y_{B}^{*}(t ; \tau)\right]^{-1}\right\} d t=\infty$, where $Y_{B}(t ; \tau)$ satisfies $Y^{\prime}=$ $\left[B-\int_{\alpha}^{t} P(s) d s\right] Y, \quad Y(\tau)=E$ and $B$ is the specific constant matrix $\lim _{t \rightarrow \infty}$ $(t-\alpha)^{-1} \int_{\alpha}^{t} \int_{\alpha}^{s} P(u) d u d s$.

If in fact $P$ in this result is assumed to have the same properties as in Theorem 13, we note that $B$ is Hermitian and can be written as a linear combination of the eigenprojections of $P$. Now the contrapositive of the sufficiency portion of Theorem 13 yields the following corollary.

Corollary 14. Let $P(t)$ be analytic, Hermitian, and functionally commutative on $[a, \infty)$. If (1) is nonoscillatory on $[a, \infty)$, then there exists a Hermitian constant matrix $A$, which is a linear combination of the eigenprojections of $P$ such that

$$
\int_{a}^{\infty} \operatorname{tr}\left\{\left[Y_{A}(t ; \tau) Y_{A}^{*}(t ; \tau)\right]^{-1}\right\} d t<\infty
$$

where $Y_{A}(t ; \tau)$ satisfies $Y^{\prime}=\left[A-\int_{a}^{t} P(s) d s\right] Y, Y(\tau)=E$.
A comparison of this corollary with the result stated above from [16] when $\beta=1$, indicates that the corollary is not true for all such $A$.

For our final result, let us consider the maximum eigenvalue of $P(t)$. For each $t$, let $\lambda_{\text {max }}(t)=\max _{i} \lambda_{i}(t)$ where we recall that $\left\{\lambda_{i}(t) \mid i=1, \cdots, r\right\}$ is the set of distinct analytic eigenvalues for the analytic, Hermitian, functionally commutative matrix $P(t)$. We note that, in general, $\lambda_{\max }(t)$ will not be one of these analytic eigenvalues.

Theorem 15. Let $P(t)$ be analytic, Hermitian, and functionally commutative on $[a, \infty)$. If (1) is oscillatory on $[a, \infty)$, then the scalar equation $x^{\prime \prime}+\lambda_{\max }(t) x=0$ is oscillatory on [ $a, \infty$ ).

Proof. By Corollary $8, x^{\prime \prime}+\lambda(t) x=0$ is oscillatory on [ $a, \infty$ ) for at least one of the analytic eigenvalues $\lambda(t)$ of $P(t)$. Since $\lambda(t) \leqq \lambda_{\max }(t)$, the result follows from the Sturm comparison theorem.

A similar result is attained in [15, p. 398].
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# BOUNDARY LOCAL TIME AND SMALL PARAMETER EXIT PROBLEMS WITH CHARACTERISTIC BOUNDARIES* 
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#### Abstract

The exit problem for an asymptotically small random perturbation of a stable dynamical system $x(t)$ in a region $D$ is considered. The connection between the distribution of the position of first exit and the equilibrium density of the perturbed system subject to reflection from the boundary of $D$ is developed. Earlier work treated the case in which $x(t)$ enters $D$ nontangentially. Here the case in which $x(t)$ is everywhere tangent to the boundary is examined. The "small-noise" asymptotics of the boundary local time turn out to be of primary importance.
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1. Introduction. In this paper we will extend the results of [3], which are central to our treatment [2] of the small parameter exit problem for diffusions, to cases in which the classical assumption (1.5) fails. Our specific assumptions are given in $\S 2$. This introduction provides an overview.

Let $D \subseteq \mathbb{R}^{d}$ be a bounded open domain. The "exit problem" is to determine the (weak) limit (or limit points)

$$
\lim _{\epsilon \downarrow 0} \mu_{x_{0}}^{\epsilon}(d y)=?
$$

where $\mu_{x_{0}}^{\epsilon}$ is the exit distribution

$$
\begin{equation*}
\mu_{x_{0}}^{\epsilon}(d y)=P_{x_{0}}\left[x^{\epsilon}\left(\tau_{\partial D}\right) \in d y\right] \tag{1.1}
\end{equation*}
$$

for a diffusion $x^{\epsilon}(t)$ whose generator in $D$ is given by a (nondegenerate) second-order operator

$$
\begin{equation*}
\mathscr{L}^{\epsilon} u(x)=\frac{\epsilon}{2} \sum_{i, j=1}^{d} a_{i j}(x) u_{x_{i} x_{j}}+\sum_{1}^{d} b_{i}(x) u_{x_{i}} \tag{1.2}
\end{equation*}
$$

and where

$$
\begin{equation*}
\tau_{\partial D}=\inf \left\{t>0: x^{\epsilon}(t) \epsilon \partial D\right\} \tag{1.3}
\end{equation*}
$$

is the first exit time from $D$. The cases of particular interest to us are those in which the limiting deterministic flow

$$
\begin{equation*}
\dot{x}^{0}(t)=b\left(x^{0}(t)\right), x^{0}(0)=x_{0} \tag{1.4}
\end{equation*}
$$

is in some way stable in $D$, with points $x_{0}$ near $\partial D$ being repelled deeper into the interior of $D$ as $t$ increases.

In the most familiar version of this problem (1.4) is assumed to cross $\partial D$ nontangentially into $D$ :

$$
\begin{equation*}
\langle b(y), n(y)\rangle<0 \quad \forall y \in \partial D . \tag{1.5}
\end{equation*}
$$

[^17](Here and throughout $n(y)$ is the unit outward normal vector at $y \in \partial D$.) This is the famous problem discussed by Wentzell and Freidlin [6]. Culminating in [2], our approach to this problem reduced it to the asymptotic evaluation of a Laplace integral over $\partial D$. That reduction was based on an asymptotic connection [3] between the exit measures and the equilibrium density $p^{\epsilon}(x)$ for $x^{\epsilon}(t)$. The approach was inspired by the asymptotic calculations of Matkowsky and Schuss [12], although as noted in [2], the connection with the equilibrium density was observed in earlier work of Y. I. Kifer.

In this paper we will develop the connection between the equilibrium density and the exit problem in cases for which

$$
\begin{equation*}
\langle b(y), n(y)\rangle=0 \quad \forall y \in \partial D \tag{1.6}
\end{equation*}
$$

(See (2.9) for an additional hypothesis.) In [11] and [13] the Matkowsky and Schuss approach is developed for two-dimensional examples of this type. Our probabilistic development is again strongly motivated by their work.

The treatment of this paper is incomplete in that we do not include a study of the asymptotics of $p^{\epsilon}$ itself. We leave that for the future. As we will see, this means we must leave our conclusions for the exit problem in a somewhat awkward form; see (6.2). We will, however, venture a conjecture which, if true, renders a considerable simplification (6.4) of our conclusions.

We pointed out in [2] that the relationship between the exit measure and equilibrium density involved the expected "local time" of $x^{\epsilon}(t)$ on $\partial D$. Because it is in fact at the heart of that relationship, we have chosen to include it explicitly in our characterization of $x^{\epsilon}(t)$ by taking $x^{\epsilon}(t)$ to be the diffusion with generator $\mathscr{L}^{\epsilon}$ in $D$ and instantaneous conormal reflection off $\partial D$. The boundary local time occurs explicitly as the continuous, nondecreasing process $l^{\epsilon}(t)$ in the stochastic differential equation characterization of the reflecting diffusion $x^{\epsilon}(t)$, (2.13) below. Of course, given $x_{0} \in D$ the presence of the reflection does not effect the exit measures $\mu_{x_{0}}^{\epsilon}$. It does, however, make $x^{\epsilon}(t)$ a process with compact state space $\bar{D}$, so that its equilibrium density $p^{\epsilon}(x)$ will exist without the modifications on $D^{c}$ that were needed in [2] and [3].

The reason for the choice of conormal as the reflection direction is perhaps not apparent in the analysis below. Indeed the results below can be generalized to any nontangential reflection direction. However, there are reasons for choosing the conormal which will become apparent in subsequent work. One is that the boundary conditions satisfied by $p^{\epsilon}(x)$ on $\partial D$ are simpler in the conormal case, so that future study of $p^{\epsilon}(x)$ will be more convenient in that context. Secondly, large deviations results for the reflected process $x^{\epsilon}(t)$ are simpler in the conormal case.

Section 2 presents our technical assumptions and notation. Sections 3-6 contain the main arguments relating to the exit problem, with the more distracting technical arguments and proofs deferred to $\S 7-9$. In $\S 3$ we will derive the "fundamental equation" (3.7) that connects the exit measures $\mu^{\epsilon}$ with the equilibrium density $p^{\epsilon}$ via an operator $B^{\epsilon}$ on $C(\partial D)$. In $\S 4$ we will see that the asymptotic behavior of $B^{\epsilon}$ is given by $B^{\epsilon} \sim \epsilon^{-1 / 2} B$, where $B$ is another operator on $C(\partial D)$. To deduce the limit points of $\mu^{\epsilon}$ we need to invert $B$ in the limiting form of the fundamental equation. Explicit formulas for $B$ and $B^{-1}$ are obtained in $\S 5$.

In $\S 6$ we will exhibit the resulting formula for the limit points of $\mu^{\epsilon}$ and conclusions for the exit problem. Also in $\S 6$ is the conjecture regarding asymptotic behavior of $p^{\epsilon}$ mentioned above. Section 7 contains some estimates that will be used in the proof of Theorem 2.1 given in $\S 8$ and the proof of Theorem 4.1 given in $\S 9$.
2. Assumptions and preliminaries. Here we will outline our technical assumptions. First, regarding regularity of the coefficient functions and $\partial D$, we assume the following. The $\mathbb{R}^{d}$ valued function $b(\cdot)$ is in $C^{1, \lambda}(\bar{D})$. The $d \times d$ matrix valued function $\sigma(x)$ is $C^{2, \lambda}(\bar{D})$ and nonsingular everywhere in $\bar{D} ; a(x)=\sigma(x) \sigma(x)^{T} . D \subseteq \mathbb{R}^{d}$ is bounded, open, connected with $\partial D$ being $C^{3}$. (The notation $C^{n, \lambda}(\bar{D})$ refers to functions which, together with all partials of order $\leq n$, are Hölder continuous with exponent $0<\lambda \leq 1$.)

One consequence of the above is that

$$
\begin{equation*}
\rho(x)=\operatorname{dist}(x, \partial D) \tag{2.1}
\end{equation*}
$$

is then $C^{3}$ in a narrow (closed) strip G adjoining $\partial D$ :

$$
G=\left\{x \epsilon \bar{D}: 0 \leq \rho(x) \leq h_{0}\right\} .
$$

Several additional restrictions on $h_{0}$ will be imposed below to insure various properties of G used throughout the paper. For instance, provided $h_{0}$ is sufficiently small, for $x \in G$ we can write

$$
\begin{equation*}
\nabla \rho(x)=-n(y(x)) \tag{2.2}
\end{equation*}
$$

where $x \rightarrow y(x)$ is a $C^{2}$ mapping of $G$ to $\partial D$ with $y(x)=x$ for $x \in \partial D$, and $n(y)$ is the unit outward normal to $D$ at $y \in \partial D$. Thus

$$
\begin{equation*}
n(x)=-\nabla \rho(x) \tag{2.3}
\end{equation*}
$$

provides a $C^{2}$ extension of the normal vector field from $\partial D$ to $G$. The conormal vector field

$$
\eta(x)=a(x) n(x)
$$

is thereby defined on $G$ also.
Define the positive $C(G)$ function $\alpha(\cdot)$ by

$$
\begin{equation*}
\alpha(x)^{2}=\langle n(x), a(x) n(x)\rangle=\langle n(x), \eta(x)\rangle . \tag{2.4}
\end{equation*}
$$

The following bounds will appear in our analysis:

$$
\begin{gather*}
A_{0}=\inf _{G} \frac{1}{2} \sum_{i, j} a_{i j} \rho_{x_{i} x_{j}},  \tag{2.5}\\
A_{1}=\sup _{x \in \bar{D},|z|=1}\langle z, a(x) z\rangle,  \tag{2.6}\\
\alpha_{0}^{2}=\inf _{G} \alpha(x)^{2}>0 . \tag{2.7}
\end{gather*}
$$

Note that

$$
\begin{equation*}
\sup _{G} \alpha(x)^{2} \leq A_{1} . \tag{2.8}
\end{equation*}
$$

The solution of (1.4) with $x^{0}(0)=x_{0}$ will be denoted $x^{0}(t)$, or $x^{0}\left(t ; x_{0}\right)$ when we want the dependence on the initial condition to be explicit. As indicated in the introduction, we assume that

$$
\langle b(y), n(y)\rangle=0 \forall y \in \partial D .
$$

This means that $\partial D$ is an invariant set for (1.4); i.e., $x^{0}(t ; y) \in \partial D$ whenever $y \in \partial D$. Our analysis depends heavily on the assumption that $\partial D$ is repelling for (1.4) with
$x_{0}$ in $D$. Specifically, we assume that there exists a positive function $b_{1} \in C^{1}(\partial D)$ so that

$$
\begin{equation*}
\lim _{x \rightarrow y} \frac{-1}{\rho(x)}\langle b(x), n(x)\rangle=b_{1}(y) \tag{2.9}
\end{equation*}
$$

uniformly over $y \in \partial D$. Using the projection $y(x): G \rightarrow \partial D$ as above, we can extend $b_{1}$ to a strictly positive $C^{1}(G)$ function by

$$
b_{1}(x)=b_{1}(y(x))
$$

We can express (2.9) as

$$
\begin{equation*}
b(x)=-\rho(x) b_{1}(x) n(x)+b_{0}(x)+o(\rho(x)), \text { as } \rho(x) \rightarrow 0, \tag{2.10}
\end{equation*}
$$

where $b_{0}(x)$ is $C(G)$ with $\left\langle b_{0}(x), n(x)\right\rangle=0$, for all $x \in G$. Provided $h_{0}$ is sufficiently small,

$$
\begin{equation*}
K=\inf _{x \in G} \frac{-\langle b(x), n(x)\rangle}{\rho(x)} \tag{2.11}
\end{equation*}
$$

will be a positive constant. In particular

$$
\begin{equation*}
\langle n, b\rangle \leq 0 \quad \text { everywhere in } G . \tag{2.12}
\end{equation*}
$$

We take $(\Omega, \mathscr{F}, P)$ to be a complete probability space with a right continuous nondecreasing family $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$ of complete sub $\sigma$-algebras of $\mathscr{F} . w(t)$ is a $d$-dimensional $\mathscr{F}_{t}$ adapted Brownian motion. For a given $x_{0} \in \bar{D}$ we take $x^{\epsilon}(t)$ and $l^{\epsilon}(t)$ to be the continuous $\mathscr{F}_{t}$ adapted processes with $l^{\epsilon}(\cdot) \in[0, \infty)$ nondecreasing and $x^{\epsilon}(\cdot) \in \bar{D}$ which satisfy

$$
\begin{gather*}
d x^{\epsilon}(t)=b\left(x^{\epsilon}(t)\right) d t+\epsilon^{1 / 2} \sigma\left(x^{\epsilon}(t)\right) d w(t)-\frac{\epsilon}{2} \eta\left(x^{\epsilon}(t)\right) d l^{\epsilon}(t), x^{\epsilon}(0)=x_{0}  \tag{2.13}\\
d l^{\epsilon}(t)=\chi_{\partial D}\left(x^{\epsilon}(t)\right) d l^{\epsilon}(t), l^{\epsilon}(0)=0 .
\end{gather*}
$$

The existence of a unique solution pair $\left(x^{\epsilon}(\cdot), l^{\epsilon}(\cdot)\right)$ is demonstrated in [1] or [10]. As is typical, we will let $P_{x_{0}}$ denote the distribution of the solution $\left(x^{\epsilon}(\cdot), l^{\epsilon}(\cdot)\right)$, i.e., the induced probability measure on

$$
C([0, \infty) ; \bar{D}) \times C([0, \infty) ;[0, \infty))
$$

The uniqueness of solutions to (2.13) implies the strong Markov property.
The exit time $\tau_{\partial D}$ and exit measures $\mu_{x_{0}}^{\epsilon}(d y)$ on $\partial D$ are defined as in (1.3) and (1.1) above. In addition $\Gamma$ will denote the "inne" boundary of $G$ and, for $x_{0} \epsilon G, \tau_{\Gamma}$ its hitting time:

$$
\begin{aligned}
\Gamma & =\left\{x \epsilon D: \rho(x)=h_{0}\right\}, \\
\tau_{\Gamma} & =\inf \left\{t>0: x^{\epsilon}(t) \epsilon \Gamma\right\} .
\end{aligned}
$$

With regard to stability of (1.4) in $D$, the only feature that we will actually use is the following "leveling" property, which we therefore assume:

$$
\begin{equation*}
\sup _{x, y \in K}\left|\int_{\partial D} f(z) \mu_{x}^{\epsilon}(d z)-\int_{\partial D} f(z) \mu_{y}^{\epsilon}(d z)\right| \rightarrow 0 \quad \text { as } \epsilon \downarrow 0 . \tag{2.14}
\end{equation*}
$$

This holds for instance if $D$ is a domain of attraction for an isolated exponentially stable critical point of (1.4); see [4]. Equation (2.14) will also hold for some other
types of stability. Essentially it says that the set of (weak) limit points of $\mu_{x}^{\epsilon}$ as $\epsilon \downarrow 0$ is independent of $x \in D$.

Next we want to indicate briefly how the existence of a continuous stationary density follows from our assumptions. The results of Sato and Ueno [14] imply the existence of a transition density $p^{\epsilon}(x ; t, y)$ which is continuous on $(0, \infty) \times \bar{D} \times \bar{D}$. The nondegeneracy of the diffusion matrix $a(\cdot)$ and compactness of $\bar{D}$ imply that $x^{\epsilon}(t)$ is positive recurrent, satisfying the condition ( $B$ ) of Hasminskii [7, p. 118]. Theorems 4.1 and 5.1 of [7] imply that $x^{\epsilon}(t)$ has a unique stationary distribution, $\pi^{\epsilon}(d x)$. It follows then that $\pi^{\epsilon}(d x)$ has a continuous density $p^{\epsilon}(x)$ on $\bar{D}$ given by

$$
p^{\epsilon}(x)=\int_{\bar{D}} p^{\epsilon}(z ; 1, x) \pi^{\epsilon}(d z)
$$

The following properties of the nondecreasing process $l^{\epsilon}(t)$ can be deduced from the fact that $x^{\epsilon}(t) \in \bar{D}$ for all $t \geq 0$ and standard features of the Brownian term in (2.13):

$$
\begin{gathered}
l^{\epsilon}(t) \rightarrow+\infty \quad \text { a.s. as } t \rightarrow+\infty ; \\
\text { if } x_{0} \in \partial D \text {, then } l^{\epsilon}(t)>0 \quad \text { a.s. } \forall t>0 .
\end{gathered}
$$

Moreover, for any $T<\infty$

$$
\begin{equation*}
\int_{0}^{T} \chi_{\partial D}\left(x^{\epsilon}(t)\right) d t=0 \quad \text { a.s. } \tag{2.15}
\end{equation*}
$$

(See [1].)
$l^{\epsilon}(t)$ is called the "local time on $\partial D$ " since it is a sort of spatial density for the time spent by $x^{\epsilon}(t)$ on $\partial D$, roughly analogous to the classical Brownian local time. The following theorem tailors a statement of this fact that to our needs below. Certainly a stronger statement is true. In particular we expect the convergence to be almost sure since it is in the purely Brownian case; see Hsu [8]. We defer the proof to $\S 8$.

THEOREM 2.1. Let $x^{\epsilon}(0) \in G$ be given any initial distribution, independent of $w(\cdot)$. For any $f \in C(\partial D)$

$$
\lim _{h \downarrow 0} E\left[\frac{1}{h} \int_{0}^{\tau_{\Gamma}} \chi_{[0, h]}\left(\rho\left(x^{\epsilon}(t)\right) f\left(x^{\epsilon}(t)\right) d t\right]=E\left[\int_{0}^{\tau_{\Gamma}} f\left(x^{\epsilon}(t)\right) d l^{\epsilon}(t)\right] .\right.
$$

3. The fundamental equation for the exit measure. We will now derive (3.7), which describes the connection between the exit measures $\mu^{\epsilon}(d y)$ and the stationary density $p^{\epsilon}(x)$. The derivation is much the same as in [3]. Assumption (2.9) is not used at all here, but (2.14) is fundamental. At the end of the section we will indicate a second way to understand the equation in terms of the "boundary process" associated with the reflecting diffusion.

The starting point is the following construction of Hasminskii [7] for the stationary distribution $\pi^{\epsilon}(d x)=p^{\epsilon}(x) d x$. Define a double sequence of stopping times by

$$
\tau_{\partial D}^{0}=0
$$

and recursively for $n \geq 1$,

$$
\begin{aligned}
& \tau_{\Gamma}^{n}=\inf \left\{t>\tau_{\partial D}^{n}: x^{\epsilon}(t) \in \Gamma\right\} \\
& \tau_{\partial D}^{n}=\inf \left\{t>\tau_{\Gamma}^{n-1}: x^{\epsilon}(t) \in \partial D\right\}
\end{aligned}
$$

The nondegeneracy of $a(\cdot)$ implies that all of these are almost surely finite. The $x^{\epsilon}\left(\tau_{\partial D}^{n}\right)$ form a Markov chain on $\partial D$ for which there is a unique stationary distribution $\mu^{\epsilon}(d y)$. The stationary distribution $p^{\epsilon}(x) d x$ is expressed in terms of $\mu^{\epsilon}$ as a (normalized) expected path integral over one "cycle" of the chain from $\partial D$ at $t=\tau_{\partial D}^{n}$ to $\Gamma$ at $t=\tau_{\Gamma}^{n}$ and back to $\partial D$ at $t=\tau_{\partial D}^{n+1}$, i.e., over $t \in\left(\tau_{\partial D}^{n}, \tau_{\partial D}^{n+1}\right]$. Specifically in terms of $n=0$,

$$
\begin{equation*}
\int_{D} g(x) p^{\epsilon}(x) d x=c^{\epsilon} E_{\mu^{\epsilon}}\left[\int_{0}^{\tau_{\partial D}^{1}} g\left(x^{\epsilon}(s)\right) d s\right] \tag{3.1}
\end{equation*}
$$

for any bounded measurable $g$ on $\bar{D}$. The normalizing constant is $c^{\epsilon}=E_{\mu^{\epsilon}}\left[\tau_{\partial D}^{1}\right]^{-1}$. ( $E_{\mu}[\cdot]$ means $\int E_{x}[\cdot] \mu(d x)$.) For our purposes it is advantageous to break the cycle into its two halves: $\left[\tau_{\partial D}^{n}, \tau_{\Gamma}^{n}\right] \cup\left[\tau_{\Gamma}^{n}, \tau_{\partial D}^{n+1}\right]$. Define the measure $\lambda^{\epsilon}(d z)$ on $\Gamma$ by

$$
\lambda^{\epsilon}(A)=P_{\mu^{\epsilon}}\left[x^{\epsilon}\left(\tau_{\Gamma}^{0}\right) \in A\right], A \subseteq \Gamma \quad \text { measurable }
$$

It follows that for measurable $A \subseteq \partial D$

$$
\mu^{\epsilon}(A)=E_{\lambda^{\epsilon}}\left[x^{\epsilon}\left(\tau_{\partial D}\right) \in A\right]=\int_{\Gamma} \mu_{z}^{\epsilon}(A) \lambda^{\epsilon}(d z)
$$

The leveling assumption (2.14) implies that convergence as $\epsilon \downarrow 0$ of $\mu^{\epsilon}$ is the same as for any $\mu_{x_{0}}^{\epsilon}$.

LEMMA 3.1. The weak limit points, as $\epsilon \downarrow 0$, of $\mu^{\epsilon}$ and $\mu_{x_{0}}^{\epsilon}$ agree and are independent of $x_{0} \in D$.

Proof. If $\left\{\epsilon_{n}\right\}_{1}^{\infty}$ is a sequence decreasing to 0 , then for any $x_{0} \in D$ and $f \in$ $C(\partial D)$,

$$
\begin{aligned}
\left|\int_{\partial D} f d \mu^{\epsilon}-\int_{\partial D} f d \mu_{x_{0}}^{\epsilon}\right| & \leq \int_{\Gamma}\left|\int_{\partial D} f d \mu_{z}^{\epsilon}-\int_{\partial D} f d \mu_{x_{0}}^{\epsilon}\right| \lambda^{\epsilon}(d z) \\
& \leq \sup _{z \in \Gamma \cup\left\{x_{0}\right\}}\left|\int f d \mu_{z}^{\epsilon}-\int f d \mu_{x_{0}}^{\epsilon}\right|
\end{aligned}
$$

which converges to 0 by (2.14).
Our goal then is to identify the limit points of $\mu^{\epsilon}$ in terms of $p^{\epsilon}$ as $\epsilon \downarrow 0$. Using the two halves of the cycle, we can rewrite (3.1) as

$$
\begin{equation*}
\int_{D} g(x) p^{\epsilon}(x) d x=c^{\epsilon}\left(E_{\mu^{\epsilon}}\left[\int_{0}^{\tau_{\Gamma}} g\left(x^{\epsilon}(s)\right) d s\right]+E_{\lambda^{\epsilon}}\left[\int_{0}^{\tau_{\partial D}} g\left(x^{\epsilon}(s)\right) d s\right]\right) . \tag{3.2}
\end{equation*}
$$

Now we perform a sort of spatial differentiation in (3.2). To be precise, let $f \in C(\partial D)$. Extend $f$ to $f \in C(G)$, and for $0<h<h_{0}$ define

$$
f^{(h)}(x)=h^{-1} \chi_{[0, h]}(\rho(x)) f(x) .
$$

Use this in (3.2) and pass to the limit as $h \downarrow 0$. By virtue of the continuity of $p^{\epsilon}$ we get a surface integral on the left:

$$
\begin{equation*}
\lim _{h \downarrow 0} \int_{D} \frac{1}{h} \chi_{[0, h]}(\rho(x)) f(x) p^{\epsilon}(x) d x=\int_{\partial D} f(y) p^{\epsilon}(y) d y . \tag{3.3}
\end{equation*}
$$

According to Corollary 1 of [3], the second term on the right vanishes:

$$
\begin{equation*}
\lim _{h \downarrow 0} E_{\lambda \epsilon}\left[\int_{0}^{\tau_{\partial D}} f^{(h)}\left(x^{\epsilon}(s)\right) d s\right]=0 \tag{3.4}
\end{equation*}
$$

(The notation here is slightly different from [3]; the $\lambda^{\epsilon}$ and $\tau_{\partial D}$ used here were denoted by $\nu^{\epsilon}$ and $\tau_{D}$ there.) The convergence of the first term on the right in (3.2) is given by Theorem 2.1 above. We find then that for all $f \epsilon C(\partial D)$ the following equation holds:

$$
\begin{equation*}
\int_{\partial D} f(y) p^{\epsilon}(y) d y=c^{\epsilon} \int_{\partial D} E_{y}\left[\int_{0}^{\tau_{\Gamma}} f\left(x^{\epsilon}(t)\right) d l^{\epsilon}(t)\right] \mu^{\epsilon}(d y) \tag{3.5}
\end{equation*}
$$

Define the "local time operator" $B^{\epsilon}$ on $C(\partial D)$ by

$$
B^{\epsilon}[f](y)=E_{y}\left[\int_{0}^{\tau_{\Gamma}} f\left(x^{\epsilon}(t)\right) d l^{\epsilon}(t)\right]
$$

Also define the measure $\nu^{\epsilon}$ on $\partial D$ by

$$
\begin{equation*}
\nu^{\epsilon}(d y)=c^{\epsilon} p^{\epsilon}(y) d y \tag{3.6}
\end{equation*}
$$

where $c^{\epsilon}$ is a new normalizing constant to make $\nu^{\epsilon}$ a probability measure. (We will use $c^{\epsilon}$ as a generic $\epsilon$-dependent normalizing constant; its actual value may vary from one equation to the next.) Equation (3.5) may now be written

$$
\begin{equation*}
\int_{\partial D} f(y) \nu^{\epsilon}(d y)=c^{\epsilon} \int_{\partial D} B^{\epsilon}[f](y) \mu^{\epsilon}(d y) \forall f \epsilon C(\partial D) \tag{3.7}
\end{equation*}
$$

We will call (3.7) the "fundamental equation" for the exit measure because it describes precisely the connection between $\mu^{\epsilon}$ and $p^{\epsilon}$. It is true that both $\mu^{\epsilon}$ and $B^{\epsilon}$ are dependent on the choice of $G$ through the hitting times $\tau_{\Gamma}^{n}$. However, in the limit as $\epsilon \downarrow 0$ this dependence vanishes. (For $\mu^{\epsilon}$ this is a consequence of the leveling property; for $B^{\epsilon}$ it follows from the asymptotic formula of the next section.) The goal of the subsequent sections is to invert $B^{\epsilon}$ in the limit as $\epsilon \downarrow 0$ so that the limit points of $\mu^{\epsilon}$ can be determined from those of $\nu^{\epsilon}$.

There is a second way to understand our fundamental equation, based on what is called the boundary process $y^{\epsilon}(l)$ associated with $x^{\epsilon}(t)$. Since none of our proofs will be based on this interpretation, we will limit ourselves to a summary discussion. (See [14] and [15] for more on the boundary process.)

The boundary process can be obtained from $x^{\epsilon}(t)$ by making a random time change so that $l=l^{\epsilon}(t)$ becomes the independent time parameter, rather than the "real" time $t$. This is done by defining the right continuous inverse $t_{+}^{\epsilon}(l)$ of $l^{\epsilon}(t)$ :

$$
t_{+}^{\epsilon}(l)=\sup \left\{t>0: l^{\epsilon}(t) \leq l\right\} .
$$

The boundary process is given by

$$
y^{\epsilon}(l)=x^{\epsilon}\left(t_{+}^{\epsilon}(l)\right)
$$

This turns out to be a right continuous strong Markov process on $\partial D$, moving only by discontinuous jumps. Also,

$$
\eta^{n}=l^{\epsilon}\left(\tau_{\partial D}^{n}\right)
$$

form a sequence of stopping times for $y^{\epsilon}(l)$ (using the $\sigma$-algebras $\mathscr{F}_{t_{+}^{\epsilon}}(l)$ ) and

$$
y^{\epsilon}\left(\eta^{n}\right)=x^{\epsilon}\left(\tau_{\partial D}^{n}\right)
$$

As before, $\mu^{\epsilon}$ is the stationary distribution for this Markov chain. We can now construct a stationary distribution $\bar{\nu}^{\epsilon}$ for $y^{\epsilon}(l)$ analogously to (3.1):

$$
\begin{equation*}
\int_{\partial D} f(y) \bar{\nu}^{\epsilon}(d y)=c^{\epsilon} E_{\mu^{\epsilon}}\left[\int_{0}^{\eta^{1}} f\left(y^{\epsilon}(l)\right) d l\right] \tag{3.8}
\end{equation*}
$$

However we may check that

$$
\begin{aligned}
E_{y}\left[\int_{0}^{\eta^{1}} f\left(y^{\epsilon}(l)\right) d l\right] & =E_{y}\left[\int_{0}^{\tau_{\partial D}^{1}} f\left(x^{\epsilon}(t)\right) d l^{\epsilon}(t)\right] \\
& =E_{y}\left[\int_{0}^{\tau_{\Gamma}} f\left(x^{\epsilon}(t)\right) d l^{\epsilon}(t)\right] \\
& =B^{\epsilon}[f](y)
\end{aligned}
$$

Thus (3.8) becomes

$$
\int_{\partial D} f(y) \bar{\nu}^{\epsilon}(d y)=c^{\epsilon} \int_{\partial D} B^{\epsilon}[f](y) \mu^{\epsilon}(d y), \quad \forall f \in C(\partial D) .
$$

We recognize this as our fundamental equation (3.7). What we learn is that $\nu^{\epsilon}$ defined by (3.6) is in fact a stationary distribution $\bar{\nu}^{\epsilon}$ for $y^{\epsilon}(l)$, and that (3.7) can be thought of as its construction in terms of the embedded Markov chain. We should point out that this connection between the stationary density of a reflected diffusion and the stationary distribution of its boundary process has been noted before by Freidlin [6, p. 174].
4. Asymptotic evaluation of $\boldsymbol{B}^{\epsilon}$. We now consider the behavior of the boundary local time operator $B^{\epsilon}$ as $\epsilon \downarrow 0$. The asymptotic behavior is revealed by considering the one-dimensional process $\zeta^{\epsilon}(t)$ defined for $0 \leq t \leq \tau_{\Gamma}$ by

$$
\begin{equation*}
\varsigma^{\epsilon}(t)=\epsilon^{-1 / 2} \rho\left(x^{\epsilon}(t)\right) . \tag{4.1}
\end{equation*}
$$

The asymptotic properties of $\zeta^{\epsilon}(t)$ give a "boundary layer" description of $x^{\epsilon}(t)$ which is roughly analogous to the boundary layer calculations in [12], [13]. Note that

$$
\begin{align*}
\tau_{\Gamma} & =\inf \left\{t>0: x^{\epsilon}(t) \in \Gamma\right\} \\
& =\inf \left\{t>0: \rho\left(x^{\epsilon}(t)\right)=h_{0}\right\} \\
& =\inf \left\{t>0: \zeta^{\epsilon}(t)=\epsilon^{-1 / 2} h_{0}\right\}  \tag{4.2}\\
& =\eta_{\epsilon^{-1 / 2} h_{0}}^{\epsilon}
\end{align*}
$$

where in general for $\epsilon^{1 / 2} \varsigma^{\epsilon}(0)=\rho\left(x^{\epsilon}(0)\right)<r<h_{0}$ we will write

$$
\begin{equation*}
\eta_{r}^{\epsilon}=\inf \left\{t>0: \varsigma^{\epsilon}(t)=r\right\} . \tag{4.3}
\end{equation*}
$$

Using the fact that $\langle\nabla \rho(y), \eta(y)\rangle=-\alpha(y)^{2}$ on $\partial D$, Itô's formula (see [9, p. 66]) gives

$$
\begin{equation*}
d \varsigma^{\epsilon}(t)=\epsilon^{-1 / 2} \mathscr{L}^{\epsilon} \rho\left(x^{\epsilon}(t)\right) d t+\left\langle\sigma^{T} \nabla \rho\left(x^{\epsilon}(t)\right), d w(t)\right\rangle+\frac{1}{2} \epsilon^{1 / 2} \alpha\left(x^{\epsilon}(t)\right)^{2} d l^{\epsilon}(t) \tag{4.4}
\end{equation*}
$$

with $l^{\epsilon}(t)$ increasing only when $\zeta^{\epsilon}(t)=0$.
Now if $\varsigma \in[0, \infty)$ and $x \in G$ are variables related by $\varsigma=\epsilon^{-1 / 2} \rho(x)$, then (2.10) implies that

$$
\begin{align*}
& \epsilon^{-1 / 2} \mathscr{L} \epsilon \\
&=\frac{\epsilon^{1 / 2}}{2} \sum_{i, j} a_{i j}(x) \rho_{x_{i} x_{j}}(x)+\epsilon^{-1 / 2}\langle\nabla \rho(x), b(x)\rangle  \tag{4.5}\\
&=\epsilon^{-1 / 2}\langle\nabla \rho(x), b(x)\rangle+O\left(\epsilon^{1 / 2}\right) \\
&\left.=\epsilon^{-1 / 2}\left\langle-n(x),-\rho(x) b_{1}(x) n(x)\right\rangle+O\left(\epsilon^{1 / 2}\right)\right\rangle+\epsilon^{-1 / 2} o(\rho) \\
&=b_{1}(x) \zeta+o(1),
\end{align*}
$$

the $o(1)$ being uniform for $\varsigma$ in compact sets, as $\epsilon \downarrow 0$.

Using $\alpha(\cdot)$ as in (2.4), the second term of (4.4) is of the form

$$
\begin{equation*}
\left\langle\sigma^{T}\left(x^{\epsilon}(t)\right) n\left(x^{\epsilon}(t)\right), d w(t)\right\rangle=\alpha\left(x^{\epsilon}(t)\right) d \beta(t) \tag{4.6}
\end{equation*}
$$

where $\beta(t)$ is a one-dimensional Brownian motion adapted to the $\mathscr{F}_{t}$. To be precise, given $\epsilon>0$, (4.6) defines an $\mathscr{F}_{t}$ adapted process $\beta(t)$. (To extend the definition to $t>\tau_{\Gamma}$, replace $x^{\epsilon}(t)$ by $x^{\epsilon}\left(t \wedge \tau_{\Gamma}\right)$ on both sides.) It is simple to check that $\beta(t)$ is a Brownian motion using $\left\|\sigma^{T} n\right\|=\alpha$ and a martingale characterization, such as [9, Thm. II-6.1]. (Although this definition of $\beta$ is $\epsilon$-dependent, we ignore this dependence in our present heuristic discussion. For our purposes this can be justified because we are only concerned with the distributions of $\varsigma^{\epsilon}(\cdot)$ and $\varsigma(\cdot)$ below. See the paragraph preceding Lemma 9.2 for more on this point.)

As $\epsilon \downarrow 0, x^{\epsilon}(\cdot) \rightarrow x^{0}(\cdot)$. (We will prove this in $\S 9$ below). Thus if $x^{\epsilon}(0)=y \in \partial D$, we would expect that $\zeta^{\epsilon}(t)$ converges in distribution to the one-dimensional reflecting diffusion $\varsigma(t)$ on $[0, \infty)$ described by

$$
\begin{gather*}
d \zeta(t)=b_{1}\left(x^{0}(t)\right) \varsigma(t) d t+\alpha\left(x^{0}(t)\right) d \beta(t)+\frac{1}{2} \alpha\left(x^{0}(t)\right)^{2} d l(t), \varsigma(0)=\varsigma_{0}  \tag{4.7}\\
d l(t)=\chi_{\{0\}}(\varsigma(t)) d l(t), l(0)=0  \tag{4.8}\\
\dot{x}^{0}(t)=b\left(x^{0}(t)\right), x^{0}(0)=y, \tag{4.9}
\end{gather*}
$$

with $\varsigma_{0}=\varsigma^{\epsilon}(0)=0$. As usual, this is to be solved simultaneously for the pair of continuous processes $(\varsigma(t), l(t))$ under the restrictions that $l(t)$ is nondecreasing and $\varsigma(t) \geq 0$. Probabilities and expectations with respect to (4.7), (4.8), and (4.9) will be indicated using $P_{\varsigma 0, y}$ and $E_{\varsigma 0, y}$.

Comparing the local time terms in (4.4) and (4.7), we would also expect that $\epsilon^{1 / 2} l^{\epsilon}(t)$ converges to $l(t)$. Moreover, (4.2) suggests that $\tau_{\Gamma} \rightarrow+\infty$ almost surely as $\epsilon \downarrow 0$. Thus we anticipate that

$$
\begin{aligned}
B^{\epsilon}[f](y) & =E_{y}\left[\int_{0}^{\tau_{\Gamma}} f\left(x^{\epsilon}(t)\right) d l^{\epsilon}(t)\right] \\
& =\epsilon^{-1 / 2} E_{y}\left[\int_{0}^{\tau_{\Gamma}} f\left(x^{\epsilon}(t)\right) d\left(\epsilon^{1 / 2} l^{\epsilon}(t)\right)\right] \\
& \sim \epsilon^{-1 / 2} E_{0, y}\left[\int_{0}^{\infty} f\left(x^{0}(t)\right) d l(t)\right] .
\end{aligned}
$$

Define the operator $B$ on $C(\partial D)$ by

$$
B[f](y)=E_{0, y}\left[\int_{0}^{\infty} f\left(x^{0}(t)\right) d l(t)\right] .
$$

Note that $y \in \partial D$ determines the solution $x^{0}(t)$ of (4.9), which is a deterministic trajectory on $\partial D$. This path then determines the time dependent coefficients in the equation for $\zeta(t)$, from which we get $l(t)$, which in turn provides a weighting of points on $x^{0}(\cdot)$. Thus $B[f](y)$ is a certain integral of the values of $f$ along the solution of (4.9) with $x^{0}(0)=y$.

The above considerations suggest the following result.
Theorem 4.1. Given any $f \in C(\partial D), \epsilon^{1 / 2} B^{\epsilon}[f]$ converges to $B[f](y)$ uniformly on $\partial D$.

A fair amount of technical work is needed to make the above discussion into a proof of this theorem. We therefore postpone the proof until §9, so as not to interrupt the continuity of our consideration of the exit problem itself.
5. A canonical time scale and calculation of $B[f]$. We will now see that a change of variables uncouples the equations (4.7) and (4.9) and allows the derivation of explicit formulas for $B[f]$ and $B^{-1}[f]$. The idea is to select a positive function $\gamma(\cdot) \in C(\partial D)$ and change from $\zeta, t$ to new variables $\xi, s$ according to

$$
\xi(s)=\gamma\left(x^{0}(t)\right) \zeta(t), \quad s=\int_{0}^{t} \alpha\left(x^{0}(u)\right)^{2} \gamma\left(x^{0}(u)\right)^{2} d u
$$

In these variables (4.7) becomes

$$
\begin{gather*}
d \xi(s)=\alpha\left(x^{0}(t)\right)^{-2} \gamma\left(x^{0}(t)\right)^{-2}\left[b_{1}\left(x^{0}(t)\right)+\gamma\left(x^{0}(t)\right)^{-1} \frac{d}{d t} \gamma\left(x^{0}(t)\right)\right] \xi(s) d s  \tag{5.1}\\
+d \bar{\beta}(s)+\frac{1}{2} \gamma\left(x^{0}(t)\right) \alpha\left(x^{0}(t)\right)^{2} d l(t)
\end{gather*}
$$

where $\bar{\beta}(s)=\int_{0}^{t} \alpha \gamma\left(x^{0}(u)\right) d \beta(u)$ is a Brownian motion on the $s$ time scale. We want to choose $\gamma(\cdot)>0$ so that

$$
\begin{equation*}
\alpha^{-2} \gamma^{-2}\left[b_{1}\left(x^{0}\right)+\gamma^{-1} \frac{d}{d t} \gamma\left(x^{0}\right)\right]=1 \text { everywhere on } \partial D \tag{5.2}
\end{equation*}
$$

or

$$
\frac{d}{d t} \gamma\left(x^{0}(t)\right)+b_{1}\left(x^{0}\right) \gamma\left(x^{0}\right)=\alpha^{2}\left(x^{0}\right) \gamma\left(x^{0}\right)^{3} .
$$

Lemma 5.1. There exists a unique positive function $\gamma \in C(\partial D)$, differentiable along every trajectory of $\dot{x}^{0}=b\left(x^{0}\right)$ on $\partial D$, satisfying (5.2).

By "differentiable along every trajectory" we mean that for every $y=x^{0}(0) \in$ $\partial D, \gamma\left(x^{0}(t)\right)$ is differentiable in $t$. This is weaker than saying simply that $\gamma(\cdot)$ is differentiable, which may in fact be false.

Proof. Note that the change of variable $Z(y)=\gamma(y)^{-2}$ makes (5.2) linear:

$$
-\frac{1}{2} \frac{d}{d t} Z\left(x^{0}\right)+b_{1}\left(x^{0}\right) Z\left(x^{0}\right)=\alpha\left(x^{0}\right)^{2}
$$

A simple integrating factor calculation shows that, for any such $Z(\cdot)$ and any solution $x^{0}(t)$ of $\dot{x}^{0}=b\left(x^{0}\right)$ on $\partial D$,
$Z\left(x^{0}(0)\right)=Z\left(x^{0}(T)\right) \exp \left[-2 \int_{0}^{T} b_{1}\left(x^{0}(t)\right) d t\right]+2 \int_{0}^{T} \alpha\left(x^{0}(t)\right)^{2} \exp \left[-2 \int_{0}^{t} b_{1}\left(x^{0}(u)\right) d u\right] d t$
for all $T>0$. Since $b_{1}>0$ on $\partial D$, the first term vanishes as $T \rightarrow \infty$, showing that $Z$ is given uniquely by

$$
Z(y)=2 \int_{0}^{\infty} \alpha\left(x^{0}(t)\right)^{2} \exp \left[-2 \int_{0}^{t} b_{1}\left(x^{0}(u)\right) d u\right] d t
$$

where $x^{0}(0)=y \in \partial D$. This is easily argued to be positive, continuous on $\partial D$, and differentiable along any trajectory $x^{0}(t)$.

This choice of $\gamma(\cdot)$ simplifies (5.1) to

$$
d \xi(s)=\xi(s) d s+d \bar{\beta}(s)+\frac{1}{2} \gamma\left(x^{0}(t)\right) \alpha\left(x^{0}(t)\right)^{2} d l(t)
$$

It is natural to complete this new system of variables by defining a rescaled local time,

$$
\bar{l}(s)=\int_{0}^{t} \gamma\left(x^{0}(u)\right) \alpha\left(x^{0}(u)\right)^{2} d l(u)
$$

Equation (4.9) can be recast in terms of $s$ as

$$
\begin{equation*}
\frac{d}{d s} x^{0}(s)=\bar{b}\left(x^{0}(s)\right) \tag{5.3}
\end{equation*}
$$

where $\bar{b}$ is defined in $\partial D$ by

$$
\bar{b}(y)=\frac{b(y)}{\alpha(y)^{2} \gamma(y)^{2}}
$$

Thus in the new variables (4.7), (4.8), and (4.9) become

$$
\begin{align*}
& d \xi(s)=\xi(s) d s+d \bar{\beta}(s)+\frac{1}{2} d \bar{l}(s), \xi(0)=0 \\
& \bar{l}(s)=\int_{0}^{s} \chi_{\{0\}}(\xi(v)) d \bar{l}(v)  \tag{5.4}\\
& \frac{d}{d s} x^{0}(s)=\bar{b}\left(x^{0}(s)\right), x^{0}(0)=y
\end{align*}
$$

with the usual nonnegativity and nondecreasing requirements for $\xi(\cdot)$ and $\bar{l}(\cdot)$, respectively.

This change of variables has accomplished two things. One is that the $\xi$ and $x^{0}$ equations are uncoupled, and the other is that the $\xi$ equation is linear with constant coefficients. In fact, a solution is given by $\xi(t)=|z(t)|$, where $z(t)$ is the unreflected diffusion in $\mathbb{R}^{1}$ with generator $\frac{1}{2}\left(\frac{d}{d z}\right)^{2}+z \frac{d}{d z}$, an (unstable) Ornstein-Uhlenbeck process. This allows us to carry out some explicit calculations for $\xi(t)$. In particular the transition density for $\xi(\cdot)$ is given by

$$
\begin{equation*}
q\left(\xi_{0} ; s, \xi_{1}\right)=\left[\pi \theta^{2}(s)\right]^{-1 / 2}\left[e^{-\left(\xi_{1}+e^{s} \xi_{0}\right)^{2} / \theta^{2}(s)}+e^{-\left(\xi_{1}-e^{s} \xi_{0}\right)^{2} / \theta^{2}(s)}\right] \tag{5.5}
\end{equation*}
$$

where

$$
\theta(s)=\left(e^{2 s}-1\right)^{1 / 2}
$$

This may be checked for instance by verifying that $q$ is the fundamental solution of the backward PDE associated with $\xi(\cdot)$. We leave the details to the reader. We may also check that $\xi(t)$ is nonexploding, and so is defined for all $0 \leq t<\infty$.

We are now in a position to derive an explicit formula for the operator $B$. The first step is to express it in the new variables.

$$
\begin{aligned}
B[f](y) & =E_{0, y}\left[\int_{0}^{\infty} f\left(x^{0}(t)\right) d l(t)\right] \\
& =E_{0}\left[\int_{0}^{\infty} \frac{f}{\gamma \alpha^{2}}\left(x^{0}(s)\right) d \bar{l}(s)\right], x^{0}(0)=y \\
& =\bar{B}\left[\frac{f}{\gamma \alpha^{2}}\right](y)
\end{aligned}
$$

where

$$
\bar{B}[g](y)=E_{0}\left[\int_{0}^{\infty} g\left(x^{0}(s ; y)\right) d \bar{l}(s)\right] .
$$

(The notation $x^{0}(s ; y)$ indicates the solution of (5.3) with $\left.x^{0}(0)=y\right)$. Now if $y \in \partial D$ and $g \in C(\partial D)$, then $g\left(x^{0}(s ; y)\right)$ is a bounded continuous function of $s \in[0, \infty)$. We can describe $\bar{B}$ in terms of the following operator $\mathscr{B}$ on $C_{b}[0, \infty)$ :

$$
\mathscr{B}[\varphi](s)=E_{0}\left[\int_{0}^{\infty} \varphi(s+v) d \bar{l}(v)\right] .
$$

That $\mathscr{B}[\varphi] \in C_{b}[0, \infty)$ follows from the explicit formula of the next lemma. $\bar{B}$ is reconstructed from $\mathscr{B}$ according to

$$
\bar{B}[g]\left(x^{0}(s ; y)\right)=\mathscr{B}[\varphi](s), \text { where } \varphi(\cdot)=g\left(x^{0}(\cdot ; y)\right) .
$$

Lemma 5.2. For any $\varphi \in C_{b}[0, \infty)$,

$$
\mathscr{B}[\varphi](s)=\int_{0}^{\infty} \varphi(s+v) \frac{2}{\sqrt{\pi}}\left(e^{2 v}-1\right)^{-1 / 2} d v .
$$

Proof. The key is to calculate $E_{0}[\bar{l}(s)]$. By virtue of (5.4), for $\xi(0)=0$ we have

$$
\begin{equation*}
\frac{1}{2} \bar{l}(s)=\xi(s)-\int_{0}^{s} \xi(v) d v-\bar{\beta}(s) \tag{5.5}
\end{equation*}
$$

and so

$$
\begin{align*}
E_{0}[\bar{l}(s)] & =2 E_{0}\left[\xi(s)-\int_{0}^{s} \xi(v) d v\right] \\
& =2\left\{E_{0}[\xi(s)]-\int_{0}^{s} E_{0}[\xi(v)] d v\right\} . \tag{5.6}
\end{align*}
$$

Using the density (5.5),

$$
E_{0}[\xi(s)]=\int_{0}^{\infty} z q(0 ; s, z) d z=\frac{2}{\sqrt{\pi}} \int_{0}^{\infty} \frac{z}{\theta(s)} e^{-z^{2} / \theta^{2}(s)} d z=\frac{1}{\sqrt{\pi}} \theta(s)
$$

Using this in (5.6), we find

$$
E_{0}[\bar{l}(s)]=\frac{2}{\sqrt{\pi}}\left[\theta(s)-\int_{0}^{s} \theta(v) d v\right] .
$$

Now one easily checks that $\theta^{\prime}(s)=\theta(s)+1 / \theta(s)$, with $\theta(0)=0$, so that the preceding can be rewritten as

$$
E_{0}\left[\int_{0}^{s} d \bar{l}(v)\right]=\frac{2}{\sqrt{\pi}} \int_{0}^{s} \theta(v)^{-1} d v
$$

This implies that

$$
\begin{equation*}
E_{0}\left[\int_{0}^{\infty} \varphi(v) d \bar{l}(v)\right]=\frac{2}{\sqrt{\pi}} \int_{0}^{\infty} \varphi(v) \theta(v)^{-1} d v \tag{5.7}
\end{equation*}
$$

for $\varphi$ piecewise constant with compact support. Since $\varphi \in C_{b}[0, \infty)$ can be uniformly approximated on compacts by piecewise constant functions, and since $\theta(v)^{-1} \in$ $L^{1}[0, \infty)$, (5.7) follows for all $\varphi \in C_{b}[0, \infty)$. The lemma is just (5.7) applied to a translation of $\varphi$.

The next lemma tells us how to invert $\mathscr{B}$.
Lemma 5.3. $\mathscr{B}$ is $1-1$ on $C_{b}[0, \infty)$. If $\psi \in C_{b}^{1}[0, \infty)$, then $\psi=\mathscr{B}[\varphi]$ where $\varphi \in C_{b}[0, \infty)$ is given by

$$
\begin{equation*}
\varphi(s)=\frac{1}{\sqrt{\pi}}\left\{\psi(s)+\int_{0}^{\infty} \psi^{\prime}(s+v)\left[1-\left(1-e^{-2 v}\right)^{-1 / 2}\right] d v\right\} . \tag{5.8}
\end{equation*}
$$

Proof. This is essentially calculation, the principal part of which we exhibit at the outset: for all $v>0$

$$
\begin{align*}
\int_{0}^{v} & \left(e^{2(v-s)}-1\right)^{-1 / 2}\left[1-\left(1-e^{-2 s}\right)^{1 / 2}\right] d s \\
& =\left[-\operatorname{Tan}^{-1}\left(\left(e^{2(v-s)}-1\right)^{1 / 2}\right)-\frac{1}{2} \operatorname{Sin}^{-1}\left(\frac{2 e^{2 s}-e^{2 v}-1}{e^{2 v}-1}\right)\right]_{0}^{v}  \tag{5.9}\\
& =\operatorname{Tan}^{-1}\left(\left(e^{2 v}-1\right)^{1 / 2}\right)-\frac{\pi}{2}
\end{align*}
$$

Suppose then that $\psi \in C_{b}^{1}[0, \infty)$ and define $\phi$ by (5.8). $\phi \in C_{b}[0, \infty)$ since $\left[1-\left(1-e^{-2 v}\right)^{1 / 2}\right] \in L^{1}[0, \infty)$. Now a change of variable and interchange of order of integration show that

$$
\begin{align*}
& \frac{2}{\sqrt{\pi}} \int_{0}^{\infty}\left\{\int_{0}^{\infty} \psi^{\prime}(s+v+u)\left[1-\left(1-e^{-2 u}\right)^{-1 / 2}\right] d u\right\}\left(e^{2 v}-1\right)^{-1 / 2} d v \\
& \quad=\frac{2}{\sqrt{\pi}} \int_{0}^{\infty} \psi^{\prime}(s+v) \int_{0}^{v}\left(e^{2(v-u)}-1\right)^{-1 / 2}\left[1-\left(1-e^{-2 u}\right)^{-1 / 2}\right] d u d v  \tag{5.10}\\
& \quad=\frac{2}{\sqrt{\pi}} \int_{0}^{\infty} \psi^{\prime}(s+v)\left[\text { Tan }^{-1}\left(\left(e^{2 v}-1\right)^{1 / 2}\right)-\frac{\pi}{2}\right] d v
\end{align*}
$$

by the identity (5.9). Integrating by parts, this becomes

$$
=\frac{2}{\sqrt{\pi}}\left[\frac{\pi}{2} \psi(s)-\int_{0}^{\infty} \psi(s+v)\left(e^{2 s}-1\right)^{-1 / 2} d s\right] .
$$

After rearrangement this reduces to $\psi=\mathscr{B}[\varphi]$.
All that remains is to show that $\mathscr{B}$ is 1-1. First suppose only $\varphi^{\prime} \in C_{b}[0, \infty)$, and let $\psi=\mathscr{B}[\varphi]$. Since $\varphi$ grows at most linearly and $v \cdot\left(e^{2 v}-1\right)^{-1 / 2} \in L^{1}[0, \infty)$, it follows that $\psi^{\prime} \in C_{b}[0, \infty)$ and

$$
\begin{equation*}
\psi^{\prime}(s)=\frac{2}{\sqrt{\pi}} \int_{0}^{\infty} \varphi^{\prime}(s+v)\left(e^{2 v}-1\right)^{-1 / 2} d v \tag{5.11}
\end{equation*}
$$

Therefore

$$
\begin{aligned}
& \int_{0}^{\infty} \psi^{\prime}(s+u)\left[1-\left(1-e^{-2 u}\right)^{-1 / 2}\right] d u \\
& \quad=\frac{2}{\sqrt{\pi}} \int_{0}^{\infty}\left\{\int_{0}^{\infty} \varphi^{\prime}(s+u+v)\left(e^{2 v}-1\right)^{-1 / 2} d v\right\}\left[1-\left(1-e^{-2 u}\right)\right]^{-1 / 2} d u
\end{aligned}
$$

Calculating as in (5.10), we see that

$$
\begin{aligned}
\int_{0}^{\infty} \psi^{\prime}(s+u)\left[1\left(1-e^{-2 u}\right)^{-1 / 2}\right] d u & =\sqrt{\pi} \varphi(s)-\mathscr{B}[\varphi](s) \\
& =\sqrt{\pi} \varphi(s)-\psi(s)
\end{aligned}
$$

That is, if $\varphi^{\prime} \in C_{b}[0, \infty)$ then (5.8) recovers $\varphi$ from $\psi=\mathscr{B}[\varphi]$. In particular, $\mathscr{B}$ is $1-1$ on $\left\{\varphi \in C[0, \infty): \varphi^{\prime} \in C_{b}[0, \infty)\right\}$. To see that it must be 1-1 on all of $C_{b}[0, \infty)$, argue as follows. If $\varphi \in C_{b}[0, \infty)$ and $\mathscr{B}[\varphi] \equiv 0$, then consider

$$
\Phi(t)=\int_{0}^{t} \varphi(u) d u
$$

$\Phi^{\prime}(t)=\varphi(t) \in C_{b}[0, \infty)$ and by (5.11)

$$
\frac{d}{d t} \mathscr{B}[\Phi]=\mathscr{B}[\phi] \equiv 0
$$

or $\mathscr{B}[\Phi] \equiv c$, some constant. By what we just proved, $\Phi$ is recovered by using $\psi \equiv c$ in (5.8):

$$
\Phi(t) \equiv \frac{1}{\sqrt{\pi}} c .
$$

Therefore $\varphi(t) \equiv \Phi^{\prime}(t) \equiv 0$.
Now we can collect the implications for $\bar{B}$.

THEOREM 5.1. $\bar{B}$ is a 1-1 mapping of $C(\partial D)$ into itself. If $h=\bar{B}[g]$ then

$$
\begin{equation*}
h(y)=\frac{2}{\sqrt{\pi}} \int_{0}^{\infty} g\left(x^{0}(s ; y)\right)\left(e^{2 s}-1\right)^{-1 / 2} d s \tag{5.12}
\end{equation*}
$$

If $h \in C^{1}(\partial D)$ then $h=\bar{B}[g]$, where $g \in C(\partial D)$ is given by

$$
\begin{equation*}
g(y)=\frac{1}{\sqrt{\pi}}\left\{h(y)+\int_{0}^{\infty} \frac{d}{d s} h\left(x^{0}(s ; y)\right) \cdot\left[1-\left(1-e^{-2 s}\right)^{-1 / 2}\right] d s\right\} . \tag{5.13}
\end{equation*}
$$

In particular the range of $\bar{B}$ is dense in $C(\partial D)$.
Proof. If $g \in C(\partial D)$, then $h=\bar{B}[g]$ if and only if, for every $y \in \partial D, \psi=\mathscr{B}[\varphi]$, where $\psi(s)=h\left(x^{0}(s ; y)\right)$ and $\varphi(s)=g\left(x^{0}(s ; y)\right)$. Equation (5.12) follows from Lemma 5.2. If $h \equiv 0$ then $\psi \equiv 0$, so by the same lemma $\varphi \equiv 0$, i.e., $g=0$ along every trajectory $x^{0}(s)$ on $\partial D$. Therefore $g \equiv 0$. That $h \in C(\partial D)$ follows from (5.12) and dominated convergence.

If $h \in C^{1}(\partial D)$ then $\frac{d}{d s} h\left(x^{0}(s ; y)\right)$ is bounded and continuous. Dominated convergence implies that $g$ defined by (5.13) is in fact in $C(\partial D)$. That $h=\bar{B}[g]$ is Lemma 5.3 applied along every trajectory $x^{0}(s)$. The final assertion follows immediately since $C^{1}(\partial D)$ is dense in $C(\partial D)$.
6. Inversion of the fundamental equation and a conjecture. We can now return to the consideration of our fundamental equation (3.7). Suppose $\left\{\epsilon_{n}\right\}_{1}^{\infty}$ is a sequence decreasing to 0 and that along this sequence $\nu^{\epsilon_{n}} \rightarrow \nu$ and $\mu^{\epsilon_{n}} \rightarrow \mu$ (weakly). Passing to the limit in (3.7) using Theorem 4.1, we obtain, for some constant $c$,

$$
\int_{\partial D} f d \nu=c \int_{\partial D} B[f] d \mu=c \int_{\partial D} \bar{B}\left[\frac{f}{\gamma \alpha^{2}}\right] d \mu \quad \forall f \in C(\partial D) .
$$

This is equivalent to

$$
\begin{equation*}
\int_{\partial D} g \cdot \gamma \alpha^{2} d \nu=c \int_{\partial D} \bar{B}[g] d \mu \quad \forall g \in C(\partial D) \tag{6.1}
\end{equation*}
$$

Since the range of $\bar{B}$ is dense in $C(\partial D)$, this equation determines $\mu$ uniquely in terms of $\nu$. To be explicit, using (5.13) in (6.1) we have that for all $h \in C^{1}(\partial D)$,

$$
\begin{align*}
& \int_{\partial D} h d \mu=c \cdot\left\{\int_{\partial D} h \gamma \alpha^{2} d \nu+\right. \int_{0}^{\infty}\left(\int_{\partial D} \frac{d}{d s} h\left(x^{0}(s ; y)\right) \gamma(y) \alpha(y)^{2} d \nu\right)  \tag{6.2}\\
&\left.\cdot\left[1-\left(1-e^{2 s}\right)^{-1 / 2}\right] d s\right\}
\end{align*}
$$

where again $c$ is the appropriate normalizing constant. It might be natural to write

$$
\frac{d}{d s} h\left(x^{0}(s ; y)\right)=\left\langle\nabla h\left(x^{0}\right), \bar{b}\left(x^{0}\right)\right\rangle, \quad \text { where } x^{0}=x^{0}(s ; y)
$$

although technically since $h$ is only defined in $\partial D$, only the tangential components of $\nabla h$ are defined. The point is simply that $(d / d s) h\left(x^{0}\right)$ is a first-order differential operator applied to $h$ evaluated at $x^{0}(s) \in \partial D$.

Our conclusions for the exit problem are collected in the following theorem.
THEOREM 6.1. Let $\nu^{\epsilon}(d y)$ be the probability measures on $\partial D$ defined by

$$
\nu^{\epsilon}(d y)=c^{\epsilon} p^{\epsilon}(y) d y
$$

For any $x \in D$ and sequence $\left\{\epsilon_{n}\right\}_{1}^{\infty}$ decreasing to 0 , the exit measures $\mu_{x}^{\epsilon_{n}}($ dy $)$ converge (weakly) to a measure $\mu(d y)$ if and only if $\nu^{\epsilon_{n}}(d y)$ converges (weakly) to a measure $\nu(d y)$, in which case $\mu(d y)$ is uniquely determined by $\nu(d y)$ according to (6.1) or (6.2).

Proof. Everything has already been argued except the "if and only if" assertion. If $\mu^{\epsilon_{n}}$ converges to a probability measure $\mu$, and $f \in C(\partial D)$ then we know from (3.7) that

$$
\begin{equation*}
\int_{\partial D} f d \nu^{\epsilon}=c^{\epsilon} \int_{\partial D} B^{\epsilon}[f] d \mu^{\epsilon}=\epsilon^{-1 / 2} c^{\epsilon} \cdot \int_{\partial D} \epsilon^{1 / 2} B^{\epsilon}[f] d \mu^{\epsilon} \tag{6.3}
\end{equation*}
$$

and

$$
\int_{\partial D} \epsilon^{1 / 2} B^{\epsilon}[f] d \mu^{\epsilon} \rightarrow \int_{\partial D} B[f] d \mu
$$

First consider $f \equiv 1$. Since the left side in (6.3) is 1 , we conclude that $\epsilon^{-1 / 2} c^{\epsilon}$ converges to the constant $c$ which satisfies

$$
1=c \int_{\partial D} B[1] d \mu
$$

Thus for an arbitrary $f \in C(\partial D)$ we have

$$
\int_{\partial D} f d \nu^{\epsilon_{n}} \rightarrow c \int_{\partial D} B[f] d \mu
$$

The right side of this defines a probability measure $\nu$ on $\partial D$. This proves the "only if" assertion.

Suppose $\nu^{\epsilon_{n}}$ converges to $\nu$. Since $\partial D$ is compact, the set of probability measures on $\partial D$ is precompact. All convergent subsequences of $\left\{\mu^{\epsilon_{n}}\right\}$ must have the same limit $\mu$, uniquely determined from $\nu$ by $\mu$. Thus $\left\{\mu^{\epsilon_{n}}\right\}$ converges. This proves the "if".

Perhaps it is disheartening that the "inversion formula" (6.2) is not more simple (compare (6.6) of [2] for the case of (1.5)). However (6.2) is the best that can be said without more information about $\nu$. (It is tempting to integrate by parts in (6.2), however $(d / d s)\left[1-\left(1-e^{-2 s}\right)^{-1 / 2}\right] \notin L^{1}$.) As indicated in the introduction, we are not going to pursue the asymptotic analysis of $p^{\epsilon}$ and implications for $\nu$ here. However, we will make the following conjecture:

CONJECTURE. If $\nu^{\epsilon} \rightarrow \nu$ weakly as $\epsilon \downarrow 0$, then $\gamma(y) \alpha(y)^{2} \nu(d y)$ is necessarily an invariant measure for the boundary flow $x^{0}(s)$ with respect to the variable $s: \dot{x}^{0}(s)=$ $\bar{b}\left(x^{0}(s)\right)$. That is

$$
\int_{\partial D} f(y) \gamma(y) \alpha(y)^{2} \nu(d y)=\int_{\partial D} f\left(x^{0}(s ; y)\right) \gamma(y) \alpha(y)^{2} \nu(d y)
$$

for all $s \geq 0, f \in C(\partial D)$.
This conjecture agrees with the formal calculations of [11]. The following theorem allows an equivalent formulation of the conjecture in terms of $\mu=\lim \mu^{\epsilon}$.

THEOREM 6.2. Let $\nu$ and $\mu$ be the respective limits of sequences $\left\{\nu^{\epsilon_{n}}\right\}$ and $\left\{\mu^{\epsilon_{n}}\right\}$, as in Theorem 6.1. The measure $\gamma(y) \alpha(y)^{2} \nu(d y)$ is invariant for $x^{0}(s ; y)$ if and only if $\mu(d y)$ is also, in which case

$$
\begin{equation*}
\mu(d y)=c \gamma(y) \alpha(y)^{2} \nu(d y) \tag{6.4}
\end{equation*}
$$

with the appropriate normalizing constant $c$.
Proof. If $\gamma(y) \alpha(y)^{2} \nu(d y)$ is invariant as claimed, then for $h \in C^{1}(\partial D)$ for all $s \geq 0$,

$$
0=\frac{d}{d s} \int_{\partial D} h\left(x^{0}(s ; y)\right) \gamma(y) \alpha(y)^{2} \nu(d y)=\int_{\partial D} \frac{d}{d s} h\left(x^{0}(s ; y)\right) \gamma(y) \alpha(y)^{2} \nu(d y) .
$$

With this fact (6.2) reduces to (6.4) and of course $\mu$ is therefore $x^{0}(s)$ invariant.
Conversely, suppose $\mu$ is $x^{0}(s)$ invariant. Then using (6.1) and (5.12),

$$
\begin{aligned}
\int_{\partial D} g\left(x^{0}(s ; y)\right) \gamma(y) \alpha(y)^{2} \nu(d y) & =c \int_{\partial D} \bar{B}\left[g\left(x^{0}(s ; \cdot)\right)\right] \mu(d y) \\
& =c \int_{0}^{\infty} \frac{2}{\sqrt{\pi}}\left(e^{2 v}-1\right)^{-1 / 2}\left[\int_{\partial D} g\left(x^{0}(s+v ; y)\right) \mu(d y)\right] d s \\
& =c \int_{0}^{\infty} \frac{2}{\sqrt{\pi}}\left(e^{2 v}-1\right)^{-1 / 2}\left[\int_{\partial D} g\left(x^{0}(s ; y)\right) \mu(d y)\right] d s \\
& =c \int_{\partial D} \bar{B}[g] \mu(d y) \\
& =\int_{\partial D} g(y) \gamma(y) \alpha(y)^{2} \nu(d y)
\end{aligned}
$$

This establishes the invariance of $\gamma(y) \alpha(y)^{2} \nu(d y)$.
To close this section consider the case studied in [11]: $d=2$ and $\partial D$ consisting of a single periodic orbit of $(1.4),|b(y)|>0$ everywhere on $\partial D$. There is then a unique (up to a scalar) $x^{0}(s)$ invariant measure on $\partial D$ given by

$$
\frac{d y}{|\bar{b}(y)|}=\frac{\alpha(y)^{2} \gamma(y)^{2}}{|b(y)|} d y .
$$

Thus, supposing our conjecture above to be true, there is only one possible limit $\nu$ of $\nu^{\epsilon}$ as $\epsilon \downarrow 0$. Therefore if $\mu^{\epsilon}(d y)$ converges, then its limit must be the measure

$$
\mu(d y)=c \frac{\alpha(y)^{2} \gamma(y)^{2}}{|b(y)|}
$$

This agrees with (2.46) of [11] since $Z(y)=\gamma(y)^{-2}$ and $\alpha(y) \equiv 1$ (they assumed $a(x) \equiv I)$.
7. Some estimates. The remainder of this paper is technical, leading to proofs of Theorems 2.1 and 4.1. In this section we will derive upper bounds for several quantities associated with the processes $\varsigma^{\epsilon}(t)$ and $\zeta(t)$, as defined in $\S 4$. In each case the idea is the same: calculate the analogous quantity explicitly for a one-dimensional diffusion in $[0, \infty]$ with generator

$$
G f(z)=\frac{1}{2} \alpha_{0}^{2} f^{\prime \prime}(z)+k(z) f^{\prime}(z)
$$

and instantaneous reflection at 0 . Then use Itô's lemma to show that this quantity bounds the desired quantity for $\varsigma^{\epsilon}$ and $\zeta$. The key to success is a careful choice of the drift coefficient $k(z)$.

We will take

$$
k(z)=\frac{\alpha_{0}^{2}}{A_{1}} K z-1,
$$

where $K$ is the positive constant of (2.11). Note then that for any $x \in G$, with $\varsigma=\epsilon^{-1 / 2} \rho(x)$,

$$
\begin{aligned}
\epsilon^{-1 / 2} \mathscr{L}{ }^{\epsilon} \rho(x) & =\epsilon^{-1 / 2}\langle-n(x), b(x)\rangle+\frac{\epsilon^{1 / 2}}{2} \sum_{i, j} a_{i j} \rho_{x_{i}, x_{j}} \\
& \geq K \cdot \epsilon^{-1 / 2} \rho(x)+\epsilon^{1 / 2} A_{0} \\
& \geq K \zeta-\epsilon^{1 / 2}\left|A_{0}\right|
\end{aligned}
$$

where $A_{0}$ is as in (2.5). Using (2.6) and (2.7) we have that

$$
\begin{align*}
\left(\frac{\alpha_{0}}{\alpha(x)}\right)^{2} \epsilon^{-1 / 2} \mathscr{L}^{\epsilon} \rho(x) & \geq\left(\frac{\alpha_{0}}{\alpha(x)}\right)^{2} K_{\zeta}-\left(\frac{\alpha_{0}}{\alpha(x)}\right)^{2} \epsilon^{1 / 2}\left|A_{0}\right| \\
& \geq \frac{\alpha_{0}^{2}}{A_{1}} K_{\zeta}-\epsilon^{1 / 2}\left|A_{0}\right|  \tag{7.1}\\
& \geq \frac{\alpha_{0}^{2}}{A_{1}} K_{\zeta}-1 \\
& =k(\zeta)
\end{align*}
$$

provided $\epsilon^{1 / 2}\left|A_{0}\right| \leq 1$. Define $\epsilon_{0}=\left|A_{0}\right|^{-1 / 2}$, or $\epsilon_{0}=1$ if $A_{0}=0$. Then (7.1) holds for all $0<\epsilon \leq \epsilon_{0}$. This value of $\epsilon_{0}$ will remain unchanged in all that follows. Note also that (2.11) implies that $b_{1}(y) \geq K$ everywhere on $\partial D$. Therefore for all $y \in \partial D, \varsigma \geq 0$

$$
\begin{equation*}
\left(\frac{\alpha_{0}}{\alpha(y)}\right)^{2} b_{1}(y)_{\zeta} \geq \frac{\alpha_{0}^{2}}{A_{1}} K_{\zeta} \geq k(\varsigma) \tag{7.2}
\end{equation*}
$$

The following lemma contains our basic comparison argument. The stopping times $\eta_{r}^{\epsilon}$ were defined in (4.3). Their analogues for $\zeta(t)$ are

$$
\eta_{r}=\inf \{t>0: \varsigma(t)=r\}
$$

defined for $0<\varsigma(0)<r$.
Lemma 7.1. Suppose $0<r<\infty$ and $u \in C^{2}([0, r])$ is nonincreasing. Suppose that for some constant $c \geq 0$

$$
G u(z)+c=0 \quad \forall 0 \leq z \leq r
$$

Then for any stopping time $\tau \leq \eta_{r}^{\epsilon}$, all $0<\epsilon \leq \epsilon_{0}$ and $x_{0} \in G$ with $\varsigma^{\epsilon}(0)<r \leq$ $\epsilon^{-1 / 2} h_{0}$, the following holds:

$$
\begin{equation*}
E_{x_{0}}\left[u\left(\varsigma^{\epsilon}(\tau)\right)\right]+c E_{x_{0}}[\tau]-\frac{1}{2} \alpha_{0}^{2} u^{\prime}(0) E_{x_{0}}\left[\epsilon^{1 / 2} l^{\epsilon}(\tau)\right] \leq u\left(\varsigma^{\epsilon}(0)\right) \leq u(0) \tag{7.3}
\end{equation*}
$$

Likewise, in the case of $\varsigma(t)$, for any stopping time $\tau \leq \eta_{r}, 0 \leq \varsigma(0)<r, x^{0}(0)=y \in$ $\partial D$, the following holds
(7.4) $\quad E_{\zeta(0), y}[u(\varsigma(\tau)) ; \tau<\infty]+c E_{\zeta(0), y}[\tau]-\frac{1}{2} \alpha_{0}^{2} u^{\prime}(0) E_{\zeta(0), y}[l(\tau)] \leq u(\varsigma(0)) \leq u(0)$.

We also allow $r=\infty, \tau \leq \infty$ in the case of $\zeta(t)$, provided $u$ is bounded.
Proof. We will give the argument for $\zeta^{\epsilon}(t)$, the case of $\zeta(t)$ is analogous. Applying Itô's formula,

$$
d u\left(\varsigma^{\epsilon}(t)\right)=\mathscr{G}^{\epsilon} u(t) d t+\alpha\left(x^{\epsilon}(t)\right) u^{\prime}\left(\varsigma^{\epsilon}(t)\right) d \beta(t)+\frac{\epsilon^{1 / 2}}{2} u^{\prime}(0) \alpha\left(x^{\epsilon}(t)\right)^{2} d l^{\epsilon}(t)
$$

where

$$
\begin{aligned}
\mathscr{G}^{\epsilon} u(t) & =\frac{1}{2} \alpha\left(x^{\epsilon}(t)\right)^{2} u^{\prime \prime}\left(\varsigma^{\epsilon}(t)\right)+\left[\epsilon^{-1 / 2} \mathscr{L}^{\epsilon} \rho\left(x^{\epsilon}(t)\right)\right] \cdot u^{\prime}\left(\varsigma^{\epsilon}(t)\right) \\
& \leq \frac{\alpha\left(x^{\epsilon}(t)\right)^{2}}{\alpha_{0}^{2}}\left[\frac{1}{2} \alpha_{0}^{2} u^{\prime \prime}\left(\varsigma^{\epsilon}\right)+k\left(\varsigma^{\epsilon}\right) u^{\prime}\left(s^{\epsilon}\right)\right] \leq-c .
\end{aligned}
$$

The first inequality follows from (7.1) and the hypothesis that $u^{\prime} \leq 0$; the second follows from (2.7) and $c \geq 0$. Thus for any finite $T$,

$$
\begin{equation*}
E\left[u\left(\varsigma^{\epsilon}(T \wedge \tau)\right)\right]-u\left(\varsigma^{\epsilon}(0)\right) \leq-c E[T \wedge \tau]+\frac{1}{2} u^{\prime}(0) \alpha_{0}^{2} E\left[\epsilon^{1 / 2} l^{\epsilon}(T \wedge \tau)\right] \tag{7.5}
\end{equation*}
$$

Rearranging (7.5), and using the monotonicity of $u$,

$$
E\left[u\left(\varsigma^{\epsilon}(T \wedge \tau)\right)\right]+c E[T \wedge \tau]-\frac{1}{2} \alpha_{0}^{2} u^{\prime}(0) E\left[\epsilon^{1 / 2} l^{\epsilon}(T \wedge \tau)\right] \leq u\left(\varsigma^{\epsilon}(0)\right) \leq u(0)
$$

Letting $T \rightarrow \infty$ yields (7.3).
We now exhibit the particular choices of $u$ that yield the esimates we want. Define

$$
\Phi(z)=\frac{2}{\alpha_{0}^{2}} \int_{0}^{z} k(s) d s \text { for } z \geq 0
$$

It follows from $K>0$ that $e^{-\Phi(z)}$ is integrable. Take

$$
\begin{gathered}
u_{1}(z)=\frac{2}{\alpha_{0}^{2}} \int_{z}^{\infty} e^{-\Phi(s)} d s \quad \text { for all } z \geq 0 \\
u_{2}(z)=\frac{u_{1}(z)}{u_{1}(0)}
\end{gathered}
$$

and, for any specified $r>0$,

$$
u_{3, r}(z)=2 \alpha_{0}^{-2} \int_{z}^{r} \int_{0}^{s} e^{\Phi(u)-\Phi(s)} d u d s \text { for } 0 \leq z \leq r
$$

Each of these is $C^{2}$ and nonincreasing.
In the case of $u_{1}$ we have

$$
G u_{1}=0, u_{1}^{\prime}(0)=-\frac{2}{\alpha_{0}^{2}}
$$

Lemma 7.2. For all $0<\epsilon \leq \epsilon_{0}, x_{0} \in G$ with $\zeta^{\epsilon}(0)<\epsilon^{-1 / 2} h_{0}, y \in \partial D$ and $S_{0}>0$,

$$
\begin{array}{r}
E_{x_{0}}\left[\epsilon^{1 / 2} l^{\epsilon}\left(\tau_{\Gamma}\right)\right] \leq u_{1}(0) \\
E_{\varsigma_{0}, y}[l(\infty)] \leq u_{1}(0)
\end{array}
$$

Proof. The first follows by using $r=\epsilon^{-1 / 2} h_{0}$ in Lemma 7.1, noting that $\eta_{r}^{\epsilon}=\tau_{\Gamma}$, and using $u_{1}(r) \geq 0$. The second uses $r=\infty$ and $u_{1}(\infty)=0$.

Considering $u_{2}$ yields the next estimate.
Lemma 7.3. For all $0<\epsilon \leq \epsilon_{0}, x_{0} \in G$ with $\zeta^{\epsilon}(0)<\epsilon^{-1 / 2} h_{0}, y \in \partial D$ and $S_{0}>0$,

$$
\begin{aligned}
& P_{x_{0}}\left[\tau_{\partial D}<\tau_{\Gamma}\right] \leq u_{2}\left(\varsigma^{\epsilon}(0)\right) \\
& P_{\varsigma_{0}, y}\left[\eta_{0}<\infty\right] \leq u_{2}\left(\varsigma_{0}\right)
\end{aligned}
$$

Proof. Again $G u_{2}=0$. For the case of $\zeta^{\epsilon}$ let $r=\epsilon^{-1 / 2} h_{0}$ and $\tau=\tau_{\partial D} \wedge \eta_{r}^{\epsilon}=$ $\tau_{\partial D} \wedge \tau_{\Gamma}$. Since $u_{2}^{\prime}(0) \leq 0, u_{2}(0)=1$, and $u_{2}(r) \geq 0$

$$
\begin{aligned}
P_{x_{0}}\left[\tau_{\partial D}<\tau_{\Gamma}\right] & =E_{x_{0}}\left[u_{2}\left(\varsigma^{\epsilon}(\tau)\right) ; \tau=\tau_{\partial D}\right] \\
& \leq E_{x_{0}}\left[u_{2}\left(\varsigma^{\epsilon}(\tau)\right)\right] \\
& \leq u_{2}\left(\zeta^{\epsilon}(0)\right) .
\end{aligned}
$$

The argument is similar for $\varsigma$, using $r=\infty$ and $\tau=\eta_{0}$.
Using $u_{3, r}$, we obtain the following.

LEmMA 7.4. For all $0<\epsilon \leq \epsilon_{0}, x_{0} \in G$ with $\zeta^{\epsilon}(0)<r \leq \epsilon^{-1 / 2} h_{0}, y \in \partial D$ and $S_{0}<r$

$$
\begin{aligned}
E_{x_{0}}\left[\eta_{r}^{\epsilon}\right] & \leq u_{3, r}(0) \\
E_{z z_{0}, y}\left[\eta_{r}\right] & \leq u_{3, r}(0) .
\end{aligned}
$$

Proof. This time we have

$$
G u_{3, r}=-1 ; u_{3, r}^{\prime}(0)=0, u_{3, r}(r)=0 .
$$

Simply apply Lemma 7.1 using $\tau=\eta_{r}^{\epsilon}$ (or $\eta_{r}$ in the case of $\zeta(t)$ ) and observe that $0 \leq E\left[u\left(\varsigma^{\epsilon}(\tau)\right)\right]$.

Corollary 7.1. For all $0<\epsilon \leq \epsilon_{0}, x_{0} \in G$ with $\varsigma^{\epsilon}(0)<r \leq \epsilon^{1 / 2} h_{0}, y \in$ $\partial D, \varsigma_{0}<r$ and $T<\infty$,

$$
\begin{aligned}
P_{x_{0}}\left[\eta_{r}^{\epsilon}>T\right] & \leq \frac{1}{T} u_{3, r}(0) \\
P_{s_{0}, y}\left[\eta_{r}>T\right] & \leq \frac{1}{T} u_{3, r}(0)
\end{aligned}
$$

Proof. The proof is Chebyshev's inequality.
8. Proof of Theorem 2.1. Take any fixed $\epsilon>0$. To prove Theorem 2.1 consider the process $r(t)=\rho\left(x^{\epsilon}(t)\right)$ defined on $\left[0, \tau_{\Gamma}\right]$. According to Itô's formula

$$
d r(t)=\mathscr{L}^{\epsilon} \rho\left(x^{\epsilon}(t)\right) d t+\epsilon^{1 / 2}\left\langle\sigma^{T} \nabla \rho\left(x^{\epsilon}(t)\right), d w(t)\right\rangle+\frac{\epsilon}{2} \alpha\left(x^{\epsilon}(t)\right)^{2} d l^{\epsilon}(t)
$$

since $\langle\nabla \rho(y), \eta(y)\rangle=-\alpha(y)^{2}$ for $y \in \partial D$. For each $h>0$ define a $C^{1}$, piecewise $C^{2}$ function $\psi_{h}:[0, \infty) \rightarrow \mathbb{R}$ by

$$
\psi_{h}^{\prime \prime}(u)=-h^{-1} \chi_{[0, h]}(u), \psi_{h}^{\prime}(0)=1, \psi_{h}(0)=0 .
$$

It is elementary to check that

$$
\psi_{h}^{\prime}(u)= \begin{cases}1-u / h & 0 \leq u \leq h  \tag{8.1}\\ 0 & h \leq u\end{cases}
$$

and

$$
\begin{equation*}
0 \leq \psi_{h}(u) \leq \frac{1}{2} h \tag{8.2}
\end{equation*}
$$

We want to apply Itô's formula to $\psi_{h}(r(t)) \cdot f\left(x^{\epsilon}(t)\right)$, so assume that $f \in C^{2}(G)$. (Although $\psi_{h}$ is not $C^{2}$, we can use a sequence of smooth approximants to justify the following.)

$$
\begin{aligned}
d\left[\psi_{h}(r(t)) f\left(x^{\epsilon}(t)\right)\right]=[f & \left.\cdot \psi_{h}^{\prime} \cdot \mathscr{L}^{\epsilon} \rho+\frac{\epsilon}{2} f \psi_{h}^{\prime \prime}\langle\nabla \rho, a \nabla \rho\rangle\right] d t \\
& +f \cdot \psi_{h}^{\prime} \cdot \epsilon^{1 / 2}\left\langle\sigma^{T} \nabla \rho, d w\right\rangle+\frac{\epsilon}{2} f \psi_{h}^{\prime} \alpha^{2} d l^{\epsilon} \\
& +\psi_{h} \cdot \mathscr{L}^{\epsilon} f d t+\psi_{h} \cdot \epsilon^{1 / 2}\left\langle\sigma^{T} \nabla f, d w\right\rangle-\frac{\epsilon}{2} \psi_{h}\langle\nabla f, \eta\rangle d l^{\epsilon} \\
& +\frac{\epsilon}{2} \sum_{1}^{n} \psi_{h}^{\prime} \cdot\langle\nabla \rho, a \nabla f\rangle d t .
\end{aligned}
$$

By construction, on $\partial D$ we know that $\psi_{h}^{\prime}=1$ and $\psi_{h}\langle\nabla f, \eta\rangle=0$. Because $d l^{\epsilon}$ is supported on $\left\{t: x^{\epsilon}(t) \in \partial D\right\}$, we can express the above as

$$
\begin{align*}
\int_{0}^{\tau} \frac{1}{h} \chi_{[0, h]}(r) f(x) \cdot\langle n, a n\rangle d t=\int_{0} & \tau_{\Gamma} f\left(x^{\epsilon}\right) \alpha\left(x^{\epsilon}\right)^{2} d l^{\epsilon}(t) \\
& +\int_{0}^{\tau_{\Gamma}} \psi_{h} \cdot \Phi_{1} d t+\int_{0}^{\tau_{\Gamma}} \psi_{h}^{\prime} \cdot \Phi_{2} d t  \tag{8.3}\\
& +\int_{0}^{\tau_{\Gamma}} \psi_{h} \cdot\left\langle\Phi_{3}, d w\right\rangle+\int_{0}^{\tau} \psi_{h}^{\prime}\left\langle\Phi_{4}, d w\right\rangle \\
& +f\left(x^{\epsilon}(0)\right) \psi_{h}(r(0))-f\left(x^{\epsilon}\left(\tau_{\Gamma}\right)\right) \psi_{h}\left(r\left(\tau_{\Gamma}\right)\right)
\end{align*}
$$

Here $\Phi_{i}, i=1, \cdots, 4$ are bounded continuous functions on $G$ (depending on $f$ and $\epsilon$ ) evaluated at $x^{\epsilon}(t)$.

It follows from Lemma 7.4 that for $\epsilon>0$ fixed, $E_{x_{0}}\left[\tau_{\Gamma}\right]$ is uniformly bounded over $x_{0} \in G$. This together with (8.2) implies that all the terms in (8.3) with a factor of $\psi_{h}$ converge to 0 in the mean, as $h \downarrow 0$. From (8.1) it follows that the terms involving $\psi_{h}^{\prime}$ converge in the mean to

$$
\int_{0}^{\tau_{\Gamma}} \chi_{\{0\}}(r(t)) \Phi_{2} d t
$$

and

$$
\int_{0}^{\tau_{\Gamma}} \chi_{\{0\}}(r(t))\left\langle\Phi_{4}, d w\right\rangle .
$$

But these are both 0 almost surely, by virtue of (2.15). This proves Theorem 1 for $f \in C^{2}(G)$. The general $f \in C(G)$ can be uniformly approximated by $C^{2}(G)$ functions to yield Theorem 1 in its stated generality.
9. Proof of Theorem 4.1. Our proof of Theorem 4.1 will use the fact that, on bounded time intervals, $x^{\epsilon}(t)$ converges to $x^{0}(t)$ uniformly in $t$, and uniformly over all $x^{\epsilon}(0)=x^{0}(0)=y \in \partial D$. This follows from large deviations results, such as in [1]. However, it is not necessary to appeal to such deep results. We will give an independent proof, suited to our particular context.

Two special notations will be useful. First, for $\phi:[0, T] \rightarrow \mathbb{R}^{d}$ (or $\mathbb{R}^{1}$ ), define

$$
[\phi]_{t}=\sup _{0 \leq u \leq t}|\varphi(u)|, t \leq T
$$

Secondly, for functions $f: \partial D \rightarrow \mathbb{R}$ define

$$
\|f\|_{\partial D}=\sup _{y \in \partial D}|f(y)| .
$$

At several stages below we will have a one-dimensional Skorohod equation of the form

$$
\begin{equation*}
\psi(t)=\varphi(t)+m(t) ; \psi(t) \geq 0 \tag{9.1}
\end{equation*}
$$

where all 3 functions are continuous and $m(t)$ is nondecreasing and obeys

$$
d m(t)=\chi_{\{0\}}(\psi(t)) d m(t) .
$$

We will use the fact that the solution is determined uniquely from $\varphi(\cdot)$ by the formula

$$
\begin{equation*}
m(t)=-\inf _{0 \leq u \leq t}(\varphi(u) \wedge 0) \tag{9.2}
\end{equation*}
$$

see [9, Lemma 4.2, p. 119].

LEMMA 9.1. $\left[x^{\epsilon}-x^{0}\right]_{T} \rightarrow 0$ in probability, uniformly over $x^{\epsilon}(0)=x^{0}(0)=y \in$ $\partial D$; i.e., given any $T, \delta>0$

$$
\sup _{y \in D} P_{y}\left[\left[x^{\epsilon}-x^{0}\right]_{T}>\delta\right] \rightarrow 0 \text { as } \epsilon \downarrow 0
$$

Proof. It suffices to consider $0<\delta<h_{0}$. Since $x^{0}(0)=y \in \partial D$ we know that $x^{0}(t) \in \partial D$, for all $t \geq 0$. Thus

$$
\left\{\tau_{\Gamma}<T\right\} \subseteq\left\{\left[x^{\epsilon}-x^{0}\right]_{\tau_{\Gamma} \wedge T}>\delta\right\}
$$

Therefore

$$
\begin{aligned}
\left\{\left[x^{\epsilon}-x^{0}\right]_{T}>\delta\right\} & \subseteq\left\{\left[x^{\epsilon}-x^{0}\right]_{T}>\delta ; \tau_{\Gamma} \geq T\right\} \cup\left\{\tau_{\Gamma}<T\right\} \\
& \subseteq\left\{\left[x^{\epsilon}-x^{0}\right]_{\tau_{\Gamma} \wedge T}>\delta\right\}
\end{aligned}
$$

Now applying Itô's formula, we have, for $0 \leq t \leq \tau_{\Gamma}$,

$$
\begin{gathered}
\rho\left(x^{\epsilon}(t)\right)=\Phi^{\epsilon}(t)+\frac{\epsilon}{2} \alpha\left(x^{\epsilon}(t)\right)^{2} l^{\epsilon}(t), \rho\left(x^{\epsilon}(t)\right) \geq 0 \\
l^{\epsilon}(t)=\int_{0}^{t} \chi_{\{0\}}\left(\rho\left(x^{\epsilon}(t)\right) d l^{\epsilon}(t)\right.
\end{gathered}
$$

where

$$
\Phi^{\epsilon}(t)=\int_{0}^{t} \mathscr{L}^{\epsilon} \rho\left(x^{\epsilon}(s)\right) d s+\epsilon^{1 / 2} \int_{0}^{t}\left\langle\sigma^{T} \nabla \rho\left(x^{\epsilon}(s)\right), d w(s)\right\rangle
$$

This is a one-dimensional Skorohod equation (9.1), so that by (9.2) we have (almost surely)

$$
\frac{\epsilon}{2} \alpha_{0}^{2} l^{\epsilon}(t) \leq \frac{\epsilon}{2} \alpha\left(x^{\epsilon}(t)\right)^{2} l^{\epsilon}(t)=-\inf _{[0, t]}\left(\Phi^{\epsilon}(t) \wedge 0\right)
$$

Now by (2.5) and (2.12),

$$
\begin{aligned}
\Phi^{\epsilon}(t)=\int_{0}^{t} & \frac{\epsilon}{2} \sum a_{i j} \rho_{x_{i} x_{j}}\left(x^{\epsilon}(s)\right)+\left\langle b\left(x^{\epsilon}(s)\right), \nabla \rho\left(x^{\epsilon}(s)\right)\right\rangle d s \\
& +\epsilon^{1 / 2} \int_{0}^{t}\left\langle\sigma^{T} \nabla \rho\left(x^{\epsilon}(s)\right), d w(s)\right\rangle \\
& \geq \epsilon A_{0} t-\epsilon^{1 / 2}\left|\int_{0}^{t}\left\langle\sigma^{T} \nabla \rho, d w(s)\right\rangle\right|
\end{aligned}
$$

Thus for all $0 \leq t \leq \tau_{\Gamma} \wedge T$,

$$
\frac{\epsilon}{2} \alpha_{0}^{2} l^{\epsilon}(t) \leq \epsilon\left|A_{0}\right| t+\epsilon^{1 / 2}\left[\int_{0}^{\cdot}\left\langle\sigma^{T} \nabla \rho\left(x^{\epsilon}(s)\right), d w(s)\right\rangle\right]_{T \wedge \tau_{\Gamma}}
$$

But a standard application of Gronwall's inequality applied to (2.13) tells us that

$$
\begin{aligned}
{\left[x^{\epsilon}-x^{0}\right]_{\tau_{\Gamma} \wedge T} } & \leq e^{M T}\left[\epsilon^{1 / 2} \int_{0} \sigma d w(s)-\int_{0} \frac{\epsilon}{2} \eta\left(x^{\epsilon}\right) d l^{\epsilon}\right]_{\tau_{\Gamma} \wedge T} \\
& \leq e^{M T}\left(\epsilon^{1 / 2}\left[\int_{0} \sigma d w\right]_{\tau_{\Gamma} \wedge T}+\frac{\epsilon}{2} C\left[l^{\epsilon}\right]_{\tau_{\Gamma} \wedge T}\right)
\end{aligned}
$$

where $M$ is a Lipschitz constant for $b(\cdot)$, and C is a bound on $|\eta(y)|$ over $\partial D$. Therefore

$$
\begin{align*}
& {\left[x^{\epsilon}-x^{0}\right]_{\tau_{\Gamma} \wedge T} \leq e^{M T}\left(\epsilon\left|A_{0}\right| \frac{C}{\alpha_{0}^{2}} T+\epsilon^{1 / 2}\left[\int_{0}^{\cdot} \sigma\left(x^{\epsilon}(s)\right) d w(s)\right]_{\tau_{\Gamma} \wedge T}\right.} \\
&+\left.\epsilon^{1 / 2} \frac{C}{\alpha_{0}^{2}}\left[\int_{0}\left\langle\sigma^{T} \nabla \rho\left(x^{\epsilon}(s)\right), d w(s)\right\rangle\right]_{\tau_{\Gamma} \wedge T}\right) \tag{9.3}
\end{align*}
$$

By a standard estimation argument (e.g. [15, (2.1), p. 87]),

$$
\begin{align*}
P_{y}\left[\left[\int_{0} \sigma\left(x^{\epsilon}(s)\right) d w(s)\right]_{T} \geq \lambda\right]_{T} \leq 2 d \cdot \exp \left(\frac{-\lambda^{2}}{2 d A_{1} T}\right)  \tag{9.4}\\
P_{y}\left[\left[\int_{0}\left\langle\sigma \nabla \rho\left(x^{\epsilon}(s)\right), d w(s)\right\rangle\right]_{T \wedge \tau_{\Gamma}} \geq \lambda\right] \leq 2 \exp \left(\frac{-\lambda^{2}}{2 A_{1} T}\right),
\end{align*}
$$

where $A_{1}$ is as in (2.6). Using these estimates in (9.3) implies the lemma.
Next we want to establish convergence of $\varsigma^{\epsilon}(\cdot)$, defined by (4.1), to $\varsigma(\cdot)$ of (4.7), and $\epsilon^{1 / 2} l^{\epsilon}(\cdot)$ to $l(\cdot)$. Defining the one-dimensional Brownian motion $\beta(\cdot)$ by (4.6), (4.4) becomes

$$
d \zeta^{\epsilon}(t)=\epsilon^{1 / 2} \mathscr{L}^{\epsilon} \rho\left(x^{\epsilon}(t)\right)+\alpha\left(x^{\epsilon}(t)\right) d \beta(t)+\frac{\epsilon^{1 / 2}}{2} d l^{\epsilon}(t) .
$$

We noted previously that the $\beta(\cdot)$ here is $\epsilon$-dependent and distinct from the $\beta(\cdot)$ in (4.7), so we should talk about weak or distributional convergence of $\zeta^{\epsilon}(\cdot)$ to $\zeta(\cdot)$. However, the distribution of $\zeta(\cdot)$ is the same regardless of the choice of $\beta(\cdot)$ in (4.7). So, for each $\epsilon$, we can take the $\beta(\cdot)$ of (4.7) to be that defined by (4.6), with a suitable extension to $t>\tau_{\Gamma}$. Now $\zeta^{\epsilon}(\cdot)$ and $\zeta(\cdot)$ are defined on a common (but $\epsilon$-dependent) probability space so we can make pathwise comparisons. We do, however, need to limit $x^{\epsilon}(0)=x^{0}(0)=y$ to points $y \in \partial D$ and $\zeta(0)=\zeta^{\epsilon}(0)=0$, since (4.7) is only well defined for $x^{0}(\cdot) \in \partial D$. Under these conventions, the expectation $E_{0, y}$ (associated with $\zeta(\cdot)$ ) coincides with $E_{y}$ (associated with $x^{\epsilon}(\cdot)$ and $\varsigma^{\epsilon}(\cdot)$ ); i.e., both symbols refer to integrals with respect to the same probability measure on the same probability space. With this understanding we have the following result.

LEMMA 9.2. $\left[\zeta^{\epsilon}-\zeta\right]_{T \wedge \eta_{r}^{\epsilon}}$ and $\left[\epsilon^{1 / 2} l^{\epsilon}-l\right]_{T \wedge \eta_{r}^{\epsilon}}$ converge to 0 in $L^{2}$, uniformly over $y=x^{\epsilon}(0)=x^{0}(0) \in \partial D$; i.e., given any $T, \delta, r>0$,

$$
\sup _{y \in \partial D} E_{y}\left[\left[\zeta^{\epsilon}-\zeta\right]_{T \wedge \eta_{\eta}^{\epsilon}}^{2}\right] \rightarrow 0
$$

and

$$
\sup _{y \in \partial D} E_{y}\left[\left[\epsilon^{1 / 2} l^{\epsilon}-l\right]_{T \wedge \eta_{r}^{\epsilon}}^{2}\right] \rightarrow 0
$$

as $\epsilon \downarrow 0$.
Proof. Let us abbreviate (4.4) and (4.7) as

$$
\begin{array}{r}
\varsigma^{\epsilon}(t)=\Psi^{\epsilon}(t)+M^{\epsilon}(t), M^{\epsilon}(t)=\int_{0}^{t} \chi_{\{0\}}\left(\varsigma^{\epsilon}(s)\right) d M^{\epsilon}(s) \\
\zeta(t)=\Psi(t)+M(t), M(t)=\int_{0}^{t} \chi_{\{0\}}(\varsigma(s)) d M(s) \tag{9.5}
\end{array}
$$

where

$$
\Psi^{\epsilon}(t)=\int_{0}^{t} \epsilon^{-1 / 2} \mathscr{L}^{\epsilon} \rho\left(x^{\epsilon}(s)\right) d s+\int_{0}^{t} \alpha\left(x^{\epsilon}(s)\right) d \beta(s)
$$

$$
\Psi(t)=\int_{0}^{t} b_{1}\left(x^{0}(s)\right) \zeta(s) d s+\int_{0}^{t} \alpha\left(x^{0}(s)\right) d \beta(s)
$$

and

$$
\begin{aligned}
M^{\epsilon}(t) & =\frac{\epsilon^{1 / 2}}{2} \int_{0}^{t} \alpha\left(x^{\epsilon}(s)\right)^{2} d l^{\epsilon}(s) \\
M(t) & =\frac{1}{2} \int_{0}^{t} \alpha\left(x^{0}(s)\right)^{2} d l(s) .
\end{aligned}
$$

From (9.2) we have

$$
M^{\epsilon}(t)=-\inf _{[0, t]}\left(0 \wedge \Psi^{\epsilon}\right), M(t)=-\inf _{[0, t]}(0 \wedge \Psi)
$$

Therefore for $t \leq \tau_{\Gamma}$

$$
\begin{equation*}
\left[M^{\epsilon}-M\right]_{t} \leq\left[\Psi^{\epsilon}-\Psi\right]_{t} \tag{9.6}
\end{equation*}
$$

and, by subracting the two equations in (9.5),

$$
\begin{equation*}
\left[\zeta^{\epsilon}-\zeta\right]_{t \wedge \eta_{\dot{\epsilon}}} \leq 2\left[\Psi^{\epsilon}-\Psi\right]_{t \wedge \eta_{r}^{\epsilon}} . \tag{9.7}
\end{equation*}
$$

Now we also know that

$$
\begin{aligned}
\Psi^{\epsilon}(t)-\Psi(t) & =\int_{0}^{t} b_{1}\left(x^{\epsilon}(s)\right) \zeta^{\epsilon}(s)-b_{1}\left(x^{0}(s)\right) \varsigma(s)+o(1) d s \\
& +\int_{0}^{t} \alpha\left(x^{\epsilon}(s)\right)-\alpha\left(x^{0}(s)\right) d \beta(s)
\end{aligned}
$$

and so

$$
\begin{gather*}
{\left[\Psi^{\epsilon}-\Psi\right]_{t} \leq \int_{0}^{t}\left|b_{1}\left(x^{0}(s)\right)\right| \cdot\left[\zeta^{\epsilon}-\varsigma\right]_{s}+\left[b_{1}\left(x^{\epsilon}(\cdot)\right)-b_{1}\left(x^{0}(\cdot)\right)\right]_{s}\left|\zeta^{\epsilon}(s)\right|+o(1) d s} \\
+\left[\int_{0} \alpha\left(x^{\epsilon}(s)\right)-\alpha\left(x^{0}(s)\right) d \beta(s)\right]_{t} \tag{9.8}
\end{gather*}
$$

Recall that the $o(1)$ is uniform so long as $\varsigma^{\epsilon}$ stays in a compact set. Since $\left|\varsigma^{\epsilon}(s)\right| \leq r$ for $s \leq \eta_{r}^{\epsilon}$, we can write

$$
\begin{equation*}
\left[\Psi^{\epsilon}-\Psi\right]_{t \wedge \eta_{r}^{\epsilon}} \leq \int_{0}^{t} N\left[\zeta^{\epsilon}-\zeta\right]_{s \wedge \eta_{r}^{\epsilon}} d s+D_{b}^{\epsilon}+D_{\beta}^{\epsilon}+o(1) \tag{9.9}
\end{equation*}
$$

where

$$
\begin{aligned}
N & =\sup _{y \in \partial D}\left|b_{1}(y)\right| \\
D_{b}^{\epsilon} & =T \cdot r \cdot\left[b_{1}\left(x^{\epsilon}\right)-b_{1}\left(x^{0}\right)\right]_{T} \\
D_{\beta}^{\epsilon} & =\left[\int_{0}^{\cdot} \alpha\left(x^{\epsilon}(s)\right)-\alpha\left(x^{0}(s)\right) d \beta\right]_{T \wedge \eta_{\tilde{t}}} .
\end{aligned}
$$

Putting (9.7) and (9.9) together, we can apply Gronwall's lemma to conclude that

$$
\left[\zeta^{\epsilon}-\zeta\right]_{T \wedge \eta_{r}^{\epsilon}} \leq 2\left[o(1)+D_{b}^{\epsilon}+D_{\beta}^{\epsilon}\right] e^{2 N T} .
$$

We want to argue that $\left\|D_{b}^{\epsilon}\right\|_{2}$ and $\left\|D_{\beta}^{\epsilon}\right\|_{2}$ converge to 0 as $\epsilon \downarrow 0$, uniformly over $y \in \partial D$. For $D_{b}^{\epsilon}$ this follows from Lemma 9.1 and the continuity of $b_{1}$ on $G$. For $D_{\beta}^{\epsilon}$,
we can use Doob's martingale inequality to estimate

$$
\begin{aligned}
P\left[\left|D_{\beta}^{\epsilon}\right| \geq \lambda\right] & \leq \lambda^{-2} E\left[\left(\int_{0}^{T \wedge \eta_{r}^{\epsilon}} \alpha\left(x^{\epsilon}(s)\right)-\alpha\left(x^{0}(s)\right) d \beta(s)\right)^{2}\right] \\
& \leq \lambda^{-2} E\left[\int_{0}^{T}\left|\alpha\left(x^{\epsilon}(s)\right)-\alpha\left(x^{0}(s)\right)\right|^{2} d s\right]
\end{aligned}
$$

which converges to 0 , uniformly over $y \in \partial D$, by virtue of Lemma 9.1 and the continuity of $\alpha$. Thus $D_{\beta}^{\epsilon} \rightarrow 0$ in probability, uniformly over $\partial D$. Next since $\left\|D_{\beta}^{\epsilon}\right\|_{p}$ is bounded in $y$, any $2<p<\infty$ (by virtue of an estimate similar to (9.4)), $\left|D_{\beta}^{\epsilon}\right|^{2}$ is uniformly integrable over $\epsilon>0$ and $y \in \partial D$. These two facts together imply that $\left\|D_{\beta}^{\epsilon}\right\|_{2} \rightarrow 0$ as claimed.

We have now shown that $\left[\zeta^{\epsilon}-\zeta\right]_{T \wedge \eta_{r}^{\epsilon}}$ and, by (9.9), $\left[\Psi^{\epsilon}-\Psi\right]_{T \wedge \eta_{r}^{\epsilon}}$ both $\rightarrow 0$ in $L^{2}$. It follows from (9.5) that $\left[M^{\epsilon}-M\right]_{T \wedge \eta_{r}^{\epsilon}} \rightarrow 0$ in $L^{2}$ as well. To finish, write

$$
\epsilon^{1 / 2} l^{\epsilon}(t)-l(t)=\int_{0}^{t} \frac{2}{\alpha\left(x^{\epsilon}(s)\right)^{2}} d M^{\epsilon}-\int_{0}^{t} \frac{2}{\alpha\left(x^{0}(s)\right)^{2}} d M .
$$

It follows from this that

$$
\left[\epsilon^{1 / 2} l^{\epsilon}-l\right]_{T \wedge \eta_{r}^{\epsilon}} \leq\left\|\frac{2}{\alpha}\right\|_{\partial D}\left[M^{\epsilon}-M\right]_{T \wedge \eta_{r}^{\epsilon}}+\left[\frac{2}{\alpha\left(x^{0}(\cdot)\right)^{2}}-\frac{2}{\alpha\left(x^{\epsilon}(\cdot)\right)^{2}}\right]_{T \wedge \eta_{r}^{\epsilon}} M_{T \wedge \eta_{r}^{\epsilon}}^{\epsilon} .
$$

We know that the first term on the right $\rightarrow 0$ in $L^{2}$. For the second, one argues uniform integrability of $M_{T \wedge \eta_{r}^{\epsilon}}^{\epsilon}$ and then applies Lemma 9.1, using the continuity of $\frac{2}{\alpha(\cdot)^{2}}$.

As an immediate corollary we have the following.
COROLLARY 9.1. For any $r, T>0, \epsilon^{1 / 2} l^{\epsilon}\left(T \wedge \eta_{r}^{\epsilon}\right)$ are uniformly integrable over all $0<\epsilon \leq \epsilon_{0}$ with $e^{1 / 2} r<h_{o}$ and $y \in \partial D$.

At last we are ready to undertake a proof of Theorem 4.1. First, by virtue of Lemma 7.2, for all $0<\epsilon \leq \epsilon_{0}$,

$$
\left\|\epsilon^{1 / 2} B^{\epsilon}[f]-\epsilon^{1 / 2} B^{\epsilon}[g]\right\|_{\partial D} \leq u_{1}(0)\|f-g\|_{\partial D}
$$

and

$$
\|B[f]-B[g]\|_{\partial D} \leq u_{1}(0)\|f-g\|_{\partial D}
$$

It therefore suffices to prove Theorem 4.1 for $f$ in a dense subset of $C(\partial D)$. We will assume that $f \in C^{1}(\partial D)$. The idea is to estimate the individual terms in the following inequality, for given $r, T<\infty$.

$$
\begin{equation*}
\left|\epsilon^{1 / 2} B^{\epsilon}[f](y)-B[f](y)\right| \leq I+I I+I I I+I V \tag{9.10}
\end{equation*}
$$

where

$$
\begin{aligned}
I & =\left|E_{y}\left[\int_{T \wedge \eta_{r \epsilon}}^{\tau_{\Gamma}} f\left(x^{\epsilon}(t)\right) \epsilon^{1 / 2} d l^{\epsilon}\right]\right|, \\
I I & =E_{y}\left[\int_{0}^{T \wedge \eta_{r}^{\epsilon}}\left|f\left(x^{\epsilon}(t)\right)-f\left(x^{0}(t)\right)\right| \epsilon^{1 / 2} d l^{\epsilon}\right], \\
I I I & =E_{y}\left[\left|\int_{0}^{T \wedge \eta_{r}^{\epsilon}} f\left(x^{0}(t)\right) \epsilon^{1 / 2} d l^{\epsilon}-\int_{0}^{T \wedge \eta_{r}^{\epsilon}} f\left(x^{0}(t)\right) d l\right|\right], \\
I V & =E_{y}\left[\int_{T \wedge \eta_{r} \epsilon}^{\infty}\left|f\left(x^{0}(t)\right)\right| d l\right] .
\end{aligned}
$$

First consider I. Define

$$
\tau_{\partial D}^{*}=\inf \left\{t \geq T \wedge \eta_{r}^{\epsilon}: x^{\epsilon}(t) \in \partial D\right\}
$$

By the strong Markov property and Lemma 7.2

$$
\begin{align*}
E_{y}\left[\int_{T \wedge \eta_{\dot{\epsilon}}}^{\tau_{\Gamma}} \epsilon^{1 / 2} d l^{\epsilon}\right] & =E_{y}\left[E_{x^{\epsilon}\left(\tau_{\partial D}^{*}\right)}\left[\epsilon^{1 / 2} l\left(\tau_{\Gamma}\right)\right], \tau_{\partial D}^{*}<\tau_{\Gamma}\right] \\
& \leq u_{1}(0) P_{y}\left[\tau_{\partial D}^{*}<\tau_{\Gamma}\right] \tag{9.11}
\end{align*}
$$

Now on $\left\{\eta_{r}^{\epsilon} \leq T\right\}$ the event $\left\{\tau_{\partial D}^{*}<\tau_{\Gamma}\right\}$ requires that $\zeta^{\epsilon}(t)$ return from $r$ to 0 before $\tau_{\Gamma}$. Using Lemma 7.3, it follows that

$$
P_{y}\left[\tau_{\partial D}^{*}<\tau_{\Gamma} ; \eta_{r}^{\epsilon} \leq T\right] \leq u_{2}(r)
$$

Thus

$$
\begin{aligned}
P_{y}\left[\tau_{\partial D}^{*}<\tau_{r}\right] & \leq u_{2}(r)+P_{y}\left[\eta_{r}^{\epsilon}>T\right] \\
& \leq u_{2}(r)+\frac{1}{T} u_{3, r}(0)
\end{aligned}
$$

where we have appealed to Corollary 7.1. Using this in (9.11), we see that

$$
\begin{equation*}
I \leq\|f\|_{\partial D} u_{1}(0) \cdot\left[u_{2}(r)+\frac{1}{T} u_{3, r}(0)\right] \tag{9.12}
\end{equation*}
$$

Now consider II. If we extend $f$ continuously from $\partial D$ to all of $\bar{D}$, then we can write

$$
I I \leq E_{y}\left[\left[f\left(x^{\epsilon}(\cdot)-f\left(x_{0}(\cdot)\right)\right]_{T} \cdot \epsilon^{1 / 2} l^{\epsilon}\left(T \wedge \eta_{r}^{\epsilon}\right)\right]\right.
$$

It follows from Lemma 9.1 that $\left[f\left(x^{\epsilon}\right)-f\left(x^{0}\right)\right]_{T} \rightarrow 0$ in probability, uniformly over $y \in \partial D$. This and Corollary 9.1 imply that

$$
\begin{equation*}
I I \rightarrow 0 \text { as } \epsilon \downarrow 0 \text {, uniformly over } y \in \partial D \tag{9.13}
\end{equation*}
$$

Next consider III. Since $f \in C^{1}(\partial D), f\left(x^{0}(t)\right)$ is continuously differentiable. Let $\varphi(t)=d / d t f\left(x^{0}(t)\right)$. We can integrate by parts to write

$$
\int_{0}^{T \wedge \eta_{r}^{\epsilon}} f\left(x^{0}(t)\right) \epsilon^{1 / 2} d l^{\epsilon}=f\left(x^{0}\left(T \wedge \eta_{r}^{\epsilon}\right)\right) \cdot \epsilon^{1 / 2} l^{\epsilon}\left(T \wedge \eta_{r}^{\epsilon}\right)-\int_{0}^{T \wedge \eta_{r}^{\epsilon}} \varphi(t) \epsilon^{1 / 2} l^{\epsilon}(t) d t
$$

and likewise for the second integral in III. Therefore

$$
\begin{aligned}
I I I \leq & \mid E_{y}\left[f\left(x^{0}\left(T \wedge \eta_{r}^{\epsilon}\right)\right) \cdot\left(\epsilon^{1 / 2} l^{\epsilon}\left(T \wedge \eta_{r}^{\epsilon}\right)-l\left(T \wedge \eta_{r}^{\epsilon}\right)\right)\right] \\
& +\left|E_{y}\left[\int_{0}^{T \wedge \eta_{r}^{\epsilon}} \varphi(t)\left[\epsilon^{1 / 2} l^{\epsilon}(t)-l(t)\right] d t\right]\right| \\
\leq & \left(\|f\|_{\partial D}+\|\varphi\|_{\infty}\right) E_{y}\left[\left[\epsilon^{1 / 2} l^{\epsilon}-l\right]_{T \wedge \eta_{r}^{\epsilon}}\right]
\end{aligned}
$$

Now Lemma 9.2 tells us that

$$
\begin{equation*}
I I I \rightarrow 0 \text { as } \epsilon \downarrow 0, \text { uniformly over } y \in \partial D \tag{9.14}
\end{equation*}
$$

Finally consider IV. Define

$$
\eta_{0}^{*}=\inf \left\{t \geq T \wedge \eta_{r}^{\epsilon}: \varsigma(t)=0\right\}
$$

Then just as in (9.11),

$$
\begin{equation*}
E_{y}\left[\int_{T \wedge \eta_{r}^{\epsilon}}^{\infty} d l\right]=E_{0, y}\left[E_{0, x^{0}\left(\eta_{0}^{*}\right)}[l(\infty)] ; \eta_{0}^{*}<\infty\right] \leq u_{1}(0) \cdot P_{0, y}\left[\eta_{0}^{*}<\infty\right] \tag{9.15}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{0, y}\left[\eta_{0}^{*}<\infty\right] \leq P_{0, y}\left[\eta_{0}^{*}<\infty ; \eta_{r}^{\epsilon} \leq T\right]+P_{0, y}\left[\eta_{r}^{\epsilon}>T\right] \tag{9.16}
\end{equation*}
$$

From Corollary 7.1,

$$
\begin{equation*}
P_{0, y}\left[\eta_{r}^{\epsilon}>T\right] \leq \frac{1}{T} u_{3, r}(0) \tag{9.17}
\end{equation*}
$$

Now for any $0<\delta<r$ if $\left[\zeta-\zeta^{\epsilon}\right]_{T \wedge \eta_{r}^{\epsilon}} \leq \delta$ and $\eta_{r}^{\epsilon} \leq T$, then $\zeta\left(\eta_{r}^{\epsilon}\right) \geq \zeta^{\epsilon}\left(\eta_{r}^{\epsilon}\right)=r-\delta$, so that $\eta_{r-s} \leq \eta_{r}^{\epsilon} \leq T$. Therefore

$$
\begin{equation*}
P_{0, y}\left[\eta_{0}^{*} ; \eta_{r}^{\epsilon} \leq T\right] \leq P_{0, y}\left[\eta_{0}^{*} ; \eta_{r-\delta} \leq T \wedge \eta_{r}^{\epsilon}\right]+P_{y}\left[\left[\varsigma-\varsigma^{\epsilon}\right]_{T \wedge \eta_{r}^{\epsilon}}>\delta\right] . \tag{9.18}
\end{equation*}
$$

The second term on the right converges to 0 as $\epsilon \downarrow 0$, uniformly over $y \in \partial D$. The first requires that $\varsigma(t)$ return from $r-\delta$ to 0 in finite time. Therefore, appealing to Lemma 7.3 again

$$
\begin{equation*}
P_{0, y}\left[\eta_{0}^{*}<\infty ; \eta_{r-\delta} \leq T \wedge \eta_{r}^{\epsilon}\right] \leq u_{2}(r-\delta) . \tag{9.19}
\end{equation*}
$$

Putting (9.15)-(9.19) together, we conclude that

$$
\begin{equation*}
\varlimsup_{\epsilon \downharpoonright 0} \sup _{y \in D} I V \leq\|f\|_{\partial D} \cdot u_{1}(0)\left(u_{2}(r-\delta)+\frac{1}{T} u_{3, r}(0)\right] . \tag{9.20}
\end{equation*}
$$

When we put (9.12)-(9.14) and (9.20) back into (9.10) we see that, for any $r, T<\infty$ and $0<\delta<r$,

$$
\overline{\lim }_{\epsilon \downarrow 0}\left\|\epsilon^{1 / 2} B^{\epsilon}[f]-B[f]\right\|_{\partial D} \leq\|f\|_{\partial D} u_{1}(0)\left[u_{2}(r)+u_{2}(r-\delta)+\frac{2}{T} u_{3, r}(0)\right]
$$

Finally since $u_{2}(r) \rightarrow 0$ as $r \rightarrow \infty$, the right side can be made arbitrarily small by choosing $\delta=1$ and $r, T$ sufficiently large. This proves Theorem 4.1.
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#### Abstract

In recent papers the authors have studied differential-delay equations $E_{\varepsilon}$ of the form $\varepsilon \dot{x}(t)=$ $-x(t)+f(x(t-1))$. For functions like $f(x)=\mu_{1}+\mu_{2} \sin \left(\mu_{3} x+\mu_{4}\right)$, such equations arise in optics, while for choices like $f(x)=\mu x^{\nu} e^{-x}$ and $f(x)=\mu x^{\nu}\left(1+x^{\lambda}\right)^{-1}$ and for $x \geqq 0$, the equation has been suggested in physiological models. Under varying hypotheses on $f$ (labeled (I), (II), and (III) below), previous work has given theorems concerning existence and asymptotic properties as $\varepsilon \rightarrow 0^{+}$of periodic solutions of $E_{\varepsilon}$ which oscillate about a value $\alpha$ such that $f(\alpha)=\alpha$. However, verifying (I), (II), or (III) for specific examples can be difficult. This paper gives general principles that help in verifying (I), (II), or (III), and then applies these results to specific classes of functions of interest.
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1. Introduction. The singularly perturbed differential-delay equation

$$
\begin{equation*}
\varepsilon \dot{x}(t)=-x(t)+f(x(t-1)), \tag{1.1}
\end{equation*}
$$

which arises in various models in optics, biology, and physiology, has been studied by many authors. See, for example, [2], [4], [5], [7]-[14], [17]-[22], [24], [25], and the references in [20]-[22]. Recently, Mallet-Paret and Nussbaum [20]-[22] have explored the relation between (1.1) and the discrete system

$$
\begin{equation*}
x_{n}=f\left(x_{n-1}\right) \tag{1.2}
\end{equation*}
$$

obtained by formally setting $\varepsilon=0$ in (1.1). Some of the main results of [20], [21] concern the existence and asymptotic behavior of square-wavelike periodic solutions of (1.1) for small $\varepsilon$. However, these results require that $f$ satisfy various hypotheses, which will be given in $\S 2$ below and which may be nontrivial to verify. Typical nonlinearities of interest are

$$
\begin{equation*}
f(x)=\mu_{1}+\mu_{2} \sin \left(\mu_{3} x+\mu_{4}\right), \tag{1.3}
\end{equation*}
$$

which arise in optics, and

$$
\begin{align*}
& f(x)=\mu x^{\nu} e^{-x}, \quad x \geqq 0,  \tag{1.4}\\
& f(x)=\mu x^{\nu}\left(1+x^{\lambda}\right)^{-1}, \quad x \geqq 0, \tag{1.5}
\end{align*}
$$

which arise in biological and physiological models. See, for example, [16], where the function in (1.5) is used in (1.1) (for $\nu=0$ or $\nu=1, \lambda>0$ and $\mu>0$ ) to model blood diseases. (Note that various constants appear in the equations in [16], but that by

[^18]change of variables the equations (4a) and (4b) in [16] are subsumed by our equation (1.1) with $f$ as in (1.5).)

Unfortunately, verifying the hypotheses of $\S 2$ even for the above simple-looking functions is not trivial and was not carried out in [21] (primarily for reasons of space). For example, one of our hypotheses involves global conditions expressed as qualitative properties of the dynamical system (1.2) and may be hard to check. It seems a significant body of theory is needed, even for the functions in (1.3)-(1.5), to determine exactly when our hypotheses are satisfied; routine calculations are insufficient. Our purpose here is to develop such a theory and then to apply it to determine parameter values for which the above nonlinearities satisfy various hypotheses. Although we have not given actual numerical ranges of parameters where our hypotheses are satisfied, we can, with a simple computer program easily obtain most of them from our results. Thus, this paper may be viewed as a companion to [21], for here we show how to apply the general results of [21] to specific systems of scientific interest.

Our interest naturally extends beyond the nonlinearities in (1.3)-(1.5); however, because so many of the basic difficulties are already apparent for these nonlinearities, we will view them as models and work out their theory in as much detail as possible. Even so, we will leave open questions for these examples.
2. Hypotheses on $\boldsymbol{f}$ and their implications. The following hypotheses were shown in [20], [21] to imply various results about the differential equation (1.1). Note that these hypotheses are arranged in increasing order of strength, and that all assume the condition $f(0)=0$. This assumption is merely a normalization; more generally the functions of interest will have a nonzero fixed point $f\left(x_{0}\right)=x_{0}$, and it will be necessary to translate this point to the origin before analyzing the function.

We say a function $f$ is monotone decreasing in an interval $I$ in case $f\left(x_{1}\right) \geqq f\left(x_{2}\right)$ whenever $x_{1}<x_{2}$ and $x_{1}, x_{2} \in I$. We say $f$ is strictly decreasing in $I$ in case $f\left(x_{1}\right)>f\left(x_{2}\right)$ for all such $x_{1}$ and $x_{2}$. We make analogous definitions of monotone increasing and strictly increasing.

We let $f^{n}: \mathbb{R} \rightarrow \mathbb{R}$ denote the $n$-fold composition of the function $f$ with itself.
We now present four hypotheses a function $f$ can satisfy. These were introduced in [20], [21].
(0) The function $f: \mathbb{R} \rightarrow \mathbb{R}$ is continuous, satisfies $f(0)=0$, is differentiable at $x=0$ satisfying $f^{\prime}(0)<-1$, and is monotone decreasing in some neighborhood of $x=0$.
(I) The function $f$ satisfies hypothesis (0). In addition there exist numbers $\boldsymbol{A}>0$ and $B>0$ such that

$$
\begin{aligned}
& f([-B, A]) \subseteq[-B, A] \\
& x f(x)<0 \quad \text { if } x \in[-B, A]-\{0\} .
\end{aligned}
$$

(II) There exist $A$ and $B$ such that (I) holds. In addition there exist positive numbers $a \leqq A$ and $b \leqq B$ such that if $x_{0} \in[-B, A]-\{0\}$ and $x_{n}$ is given by (1.2), then

$$
f^{n}(x)=x_{n} \rightarrow\{-b, a\} \quad \text { as } n \rightarrow \infty .
$$

(III) There exist $A$ and $B$ such that (I) holds. In addition $f$ is monotone decreasing in $[-B, A]$ and (II) holds with $a=A$ and $b=B$.
Note that $f(a)=-b$ and $f(-b)=a$ must hold in hypothesis (II). If $f$ only satisfies (I), then there still must exist $a$ and $b$ satisfying $f(a)=-b$ and $f(-b)=a$, respectively. However, the orbit $\{-b, a\}$ of (1.2) need not be stable and attract iterates $x_{n}$, and $a$ and $b$ need not be unique.

If (I) holds and $f$ is monotone decreasing on $[-B, A]$ and if $f^{2}$ has a unique positive fixed point $a \in(0, A]$, then it is easy to show that (III) is satisfied. To see this, first observe that $f^{2}$ has a unique negative fixed point $-b \in[-B, 0),-b=f(a)$. If $-b_{1}$ and $-b_{2}$ were negative fixed points of $f^{2}$, then $f\left(-b_{1}\right)$ and $f\left(-b_{2}\right)$ would be positive fixed points of $f^{2}$, so

$$
a=f\left(-b_{1}\right)=f\left(-b_{2}\right)
$$

and we could conclude that

$$
f(a)=f^{2}\left(-b_{1}\right)=-b_{1}=f^{2}\left(-b_{2}\right)=-b_{2} .
$$

Next, note that $f^{2}$ is monotone increasing on $[-B, A]$ (because $f$ is monotone decreasing) and that there exists $\varepsilon>0$ such that $\left|f^{2}(x)\right|>x$ for $0<|x|<\varepsilon$ (because $f$ is monotone decreasing and $\left.f^{\prime}(0)<-1\right)$. It follows that $f^{2}(x)>x$ for $0<x<a$; otherwise, the intermediate value theorem would imply that $f^{2}$ has a positive fixed point $x_{1}$, with $0<x_{1}<a$. If $0<y_{0}<a$ and $y_{n}=f^{2 n}\left(y_{0}\right)$ we conclude that

$$
y_{0}<f^{2}\left(y_{0}\right)=y_{1}<f^{2}(a)=a
$$

and generally that

$$
y_{n}<y_{n+1}<a \quad \forall n \geqq 1 .
$$

It follows that $y_{n}$ converges to a limit $y$, and since $f^{2}(y)=y$, it must be true that $y=a$. A similar argument shows that if $-b<z_{0}<0$, then

$$
\lim _{n \rightarrow \infty} f^{2 n}\left(z_{0}\right)=-b
$$

Finally, we can deduce that if $-b \leqq x \leqq a$ and $x \neq 0$, then

$$
\lim _{n \rightarrow \infty} f^{n}(x)=\{-b, a\}
$$

In fact we can conclude slightly more. If $A>a$, the uniqueness of the positive fixed point of $f$ implies that $f^{2}(A)<A$ (we know $f^{2}(A) \leqq A$ ). Thus the intermediate value theorem implies that if $a<x \leqq A, f^{2}(x)<x$. Using this fact and the fact that $f^{2}$ is monotone increasing, we see that if $a<y_{0} \leqq A$ and $y_{n}=f^{2 n}\left(y_{0}\right)$, then

$$
a<y_{n+1}<y_{n} \text { for all } n .
$$

As before this implies $y_{n} \rightarrow a$. A similar argument shows that if $-B \leqq z_{0}<-b$, then

$$
\lim _{n \rightarrow \infty} f^{2 n}\left(z_{0}\right)=-b
$$

Finally, we can conclude that if $-B \leqq x \leqq A$ and $x \neq 0$, then

$$
\lim _{n \rightarrow \infty} f^{n}(x)=\{-b, a\} .
$$

If, however, $f$ is not monotone decreasing on $[-B, A]$, then verifying (II) directly may be quite difficult, as it involves examining all iterates $x_{n}=f^{n}\left(x_{0}\right)$ of an arbitrary initial condition $x_{0}$. Furthermore, even if $f^{\prime}(x)<0$ for $x \in[-B, A]$, a direct proof that $f^{2}$ has exactly one fixed point in $(0, A]$ may not be easy. Fortunately, our theorems will eliminate the need for such an approach, at least in the cases of interest. Instead, checking (II) will involve only local calculations, with no need to iterate $f$. The main property of $f$ that allows for such a simplification is that it possess a negative Schwarzian derivative. This property was first used in the study of interval maps by Allwright [1] and Singer [27]. If $f^{\prime}(x)<0$ for $-\boldsymbol{B}<\boldsymbol{x}<\boldsymbol{A}$ and $f$ has negative Schwarzian derivative on $(-B, A)$, the results of $\S 7$ will imply $f^{2}$ has a unique fixed point in $(0, A]$.

In [21], we showed that (I), (II), and (III) each imply results about solutions of (1.1). The solutions of interest are slowly oscillating periodic solutions, or SOP-solutions. A solution $x(t)$ of (1) is called an SOP-solution if there exist quantities

$$
q>1 \quad \text { and } \quad \bar{q}>q+1
$$

such that

$$
\begin{aligned}
& x(0)=x(q)=x(\bar{q})=0, \\
& x(t)>0 \quad \text { in }(0, q), \\
& x(t)<0 \quad \text { in }(q, \bar{q}), \\
& x(t+\bar{q})=x(t) \quad \forall t .
\end{aligned}
$$

For the functions of interest it will always be the case that $x f(x)<0$ whenever $x \neq 0$ is in the range of such a solution. In particular this will imply that the zeros of $x(t)$ are all simple.

An SOP solution $x(t)$ is called an $S$-solution if it satisfies

$$
x(t+q)=-x(t) \quad \forall t,
$$

in addition to the above conditions. Necessarily $f$ is an odd function throughout the range of an $S$-solution. Also, $\bar{q}=2 q$ for any $S$-solution.

The following results, which are proved in [21], describe the existence and asymptotic properties for small $\varepsilon$ of SOP-solutions and $S$-solutions when (I), (II), or (III) holds.

Theorem 2.1. Assume $f$ satisfies (I). Then there exists $\varepsilon_{0}>0$ such that for each positive $\varepsilon<\varepsilon_{0}$ (1) possesses an SOP-solution satisfying

$$
\begin{equation*}
x(t) \in(-B, A) \quad \forall t . \tag{2.1}
\end{equation*}
$$

In addition, there exist positive numbers $\varepsilon_{1}, \gamma, K_{1}, K_{2}, r_{1}$, and $r_{2}$ such that if $x(t)$ is any SOP-solution of (1.1) satisfying (2.1), and if $0<\varepsilon<\varepsilon_{1}$, then

$$
\begin{aligned}
& x(t)>\gamma \text { for } K_{2} \varepsilon \leqq t \leqq q-K_{2} \varepsilon, \\
& x(t)<-\gamma \text { for } q+K_{2} \varepsilon \leqq t \leqq \bar{q}-K_{2} \varepsilon, \\
& |\dot{x}(t)| \leqq K_{1} / \varepsilon \quad \text { whenever }|x(t)| \leqq \gamma, \\
& 1+\varepsilon r_{1} \leqq q \leqq 1+\varepsilon r_{2}, \\
& 1+\varepsilon r_{1} \leqq \bar{q}-q \leqq 1+\varepsilon r_{2} .
\end{aligned}
$$

Theorem 2.2. Assume f satisfies (II). Then given $\delta>0$ there exist $\varepsilon_{2}>0$ and $K_{2}>0$ such that if $x(t)$ is any SOP-solution of (1) satisfying (2.1), and if $0<\varepsilon<\varepsilon_{2}$, then

$$
|x(t)-\operatorname{sqw}(t)| \leqq \delta \quad \text { in }\left[\varepsilon K_{2}, q-\varepsilon K_{2}\right] \cup\left[q+\varepsilon K_{2}, \bar{q}-\varepsilon K_{2}\right]
$$

where sqw $(t)$ is the two-periodic square-wavefunction defined by

$$
\begin{aligned}
& \operatorname{sqw}(t)=\left\{\begin{array}{rr}
a & \text { in }[0,1), \\
-b & \text { in }[1,2),
\end{array}\right. \\
& \operatorname{sqw}(t+2)=\operatorname{sqw}(t) \quad \forall t .
\end{aligned}
$$

Theorem 2.3. Assumef satisfies (III). Let $x(t)$ be any SOP-solution of (1) satisfying (2.1) for some $\varepsilon>0$ (with $a=A$ and $b=B$ ), and let $p \in(0, q)$ and $\bar{p} \in(q, \bar{q})$ be such that

$$
x(p)=\max x(t) \quad \text { and } \quad x(\bar{p})=\min x(t) .
$$

Then $x(t)$ is monotone increasing in $(0, p)$, monotone decreasing in $(p, \bar{p})$, and monotone increasing in $(\bar{p}, \bar{q})$.

Theorem 2.4. Assume $f$ satisfies (I) and that in addition $A=B$ and $f(-x)=-f(x)$ for all $x \in[-A, A]$. Then there exists $\varepsilon_{0}>0$ such that for each positive $\varepsilon<\varepsilon_{0}$, (2.1) possesses an $S$-solution satisfying

$$
x(t) \in(-A, A) \quad \forall t .
$$

In the case of Theorem 2.2 we easily see that

$$
x(t) \rightarrow \operatorname{sqw}(t) \quad \text { as } \varepsilon \rightarrow 0
$$

uniformly on compact subsets of $\mathbb{R}-\mathbb{Z}$, for SOP-solutions $x(t)$. Also, when $f$ is odd the $S$-solutions obtained in Theorem 2.4 are of course SOP-solutions, and hence satisfy the conclusions of Theorems 2.1, 2.2, and 2.3 when the appropriate hypotheses hold.
3. Some specific functions $f$. We consider $f_{k}: \mathbb{R} \rightarrow \mathbb{R}$, for $1 \leqq k \leqq 5$, defined as follows:

$$
\begin{aligned}
& f_{1}(x)=\mu-x^{2}, \\
& f_{2}(x)=x^{3}-\mu x, \\
& f_{3}(x)=-\mu[\sin (x+\theta)-\sin \theta], \\
& f_{4}(x)=\mu x^{\nu} e^{-x}, \quad x \geqq 0, \\
& f_{5}(x)=\frac{\mu x^{\nu}}{x^{\lambda}+1}, \quad x \geqq 0 .
\end{aligned}
$$

The values of $f_{4}$ and $f_{5}$ for $x<0$ are immaterial, so for definiteness we set

$$
f_{k}(x)=f_{k}(0) \quad \text { if } x<0 \text { and } k=4 \text { or } 5,
$$

always assuming $\nu \geqq 0$ and $\lambda \geqq 0$. The functions $f_{1}$ and $f_{2}$ give model problems with the simplest possible nonlinearities; in particular $f_{1}$ is the much-studied quadratic map of the interval [6], [15]. The function $f_{2}$ is an odd function, so by Theorem 2.4 there is the possibility of obtaining $S$-solutions of (1.1). The function $f_{3}$ seems at first to be a special case of the general trigonometric nonlinearity (1.3) arising in optical models; we will show, however, that $f_{3}$ can always be obtained from (1.3) by means of a linear transformation of the differential equation (1.1). The function $f_{4}$ occurs in biological and physiological models as noted earlier, as does $f_{5}$ when $\nu=1$ or $\nu=0$.

Our object is to determine ranges of the parameters $\mu, \theta, \nu$, and $\lambda$ for which the hypotheses (0), (I), (II), and (III) hold for a suitable translate of each $f_{k}$. By "suitable translate" we mean that a transformation taking a fixed point $x_{0}$ of $f_{k}$ to the origin must generally be made before verifying the hypothesis in question. Indeed, for $f_{4}$ and $f_{5}$ it is not the fixed point $x=0$ that is of interest, but rather some nontrivial fixed point $x_{0}>0$ about which we do our analysis. If $f: \mathbb{R} \rightarrow \mathbb{R}$ possesses a fixed point $x_{0}$, then letting $y=x-x_{0}$ in (1) yields

$$
\begin{equation*}
\varepsilon \dot{y}(t)=-y(t)+g(y(t-1)) \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
g(y)=f\left(y+x_{0}\right)-f\left(x_{0}\right) \tag{3.2}
\end{equation*}
$$

satisfies $g(0)=0$. When we say a hypothesis (such as (0), (I), (II), or (III)) holds for a function $f$ at a fixed point $x_{0}$, we mean that the hypothesis holds for the transformed function $g$ as stated.

We complete this section by showing how the function $f$ in (1.3) can be reduced to the normal form $f_{3}$. In fact, we will show that the parameters $\mu$ and $\theta$ can always be chosen to satisfy

$$
\begin{equation*}
\mu \geqq 0 \quad \text { and } \quad 0 \leqq \theta \leqq \pi . \tag{3.3}
\end{equation*}
$$

First note that the function $f$ in (1.3) is bounded and so must have at least one fixed point, and possibly more than one. Let $x_{0}$ denote such a point. Then the function $g$ in (3.2) has the same form as in (1.3) but possibly with a different value of $\mu_{4}$; we continue to denote the new value by $\mu_{4}$. The fact that $g(0)=0$ implies from the form (1.3) that $\mu_{1}=-\mu_{2} \sin \mu_{4}$, and so

$$
g(y)=\mu_{2}\left[\sin \left(\mu_{3} y+\mu_{4}\right)-\sin \mu_{4}\right] .
$$

Now assuming $\mu_{2} \neq 0$ and $\mu_{3} \neq 0$ (otherwise $g$ is identically zero), we set

$$
\begin{equation*}
z= \pm \mu_{3} y \tag{3.4}
\end{equation*}
$$

with the sign $\pm$ to be determined later. The differential equation (3.1) now becomes

$$
\varepsilon \dot{z}(t)=-z(t)+h(z(t-1))
$$

where

$$
h(z)=\mu_{2} \mu_{3}\left[\sin \left(z \pm \mu_{4}\right)-\sin \left( \pm \mu_{4}\right)\right] .
$$

Upon setting

$$
\begin{aligned}
& \mu=\left|\mu_{2} \mu_{3}\right|, \\
& \theta= \begin{cases} \pm \mu_{4}(\bmod 2 \pi) & \text { if } \mu_{2} \mu_{3}<0 \\
\pm \mu_{4}+\pi(\bmod 2 \pi) & \text { if } \mu_{2} \mu_{3}>0\end{cases}
\end{aligned}
$$

we see that the function $h$ has precisely the form of $f_{3}$. In addition, an appropriate choice of sign in (3.4) ensures that $\mu$ and $\theta$ satisfy (3.3).

In our subsequent analysis we will usually assume that the function $f(x)$ in (1.3) has been written in the normal form:

$$
\begin{equation*}
f_{3}(x)=-\mu[\sin (x+\theta)-\sin \theta] \tag{3.5}
\end{equation*}
$$

with $\mu>0$ and $0 \leqq \theta \leqq \pi$. However, the reader should remember that writing the function in normal form conceals certain difficulties. First, as previously noted, the function $f$ in (1.3) may have several fixed points. For each such fixed point of $f$, different parameters $\mu$ and $\theta$ in the normal form $f_{3}$ will, in general, be obtained. Second, we usually want to know for what ranges of the original parameters $\mu_{1}, \mu_{2}$, $\mu_{3}$, and $\mu_{4}$ in (1.3) does the function $f(x)$ satisfy hypotheses ( 0 ), (I), (II), or (III). The parameters in the normal form are written in terms of a fixed point of $f$ in (1.3), and this fixed point is typically not explicitly known. Thus transferring information about the normal form back to the original function may present some nontrivial calculus problems.
4. The local condition (0). Here we discuss the existence of a fixed point of $f_{k}$ at which condition (0) holds; clearly this is the case at a fixed point $x_{0}$ if and only if $f_{k}^{\prime}\left(x_{0}\right)<-1$. For each function $f_{k}$, with parameters $\theta, \nu$, and $\lambda$ in appropriate ranges, we will show that a critical value $\mu_{0}$ of the parameter $\mu$ exists such that ( 0 ) holds at an appropriate fixed point $x_{0}$ if and only if $\mu>\mu_{0}$.

We begin with the model functions $f_{1}$ and $f_{2}$. If $\mu>-1 / 4$ then $f_{1}$ has two fixed points; the larger one,

$$
x_{0}=\frac{-1+\sqrt{4 \mu+1}}{2},
$$

interests us here. We see that $f_{1}^{\prime}\left(x_{0}\right)=1-\sqrt{4 \mu+1}$, and a short calculation reveals that (0) holds there if and only if $\mu>\mu_{0}=\frac{3}{4}$. For the nonlinearity $f_{2}$, with the fixed point $x_{0}=0$, we have $f_{2}^{\prime}(0)=-\mu$; thus ( 0 ) holds there if and only if $\mu>\mu_{0}=1$.

At the fixed point $x_{0}=0$ of $f_{3}$, we have $f_{3}^{\prime}(0)=-\mu \cos \theta$, so a necessary and sufficient condition for ( 0 ) to hold here is that $\mu \cos \theta>1$. In particular this condition and the restrictions (3.3) imply that $\mu>0$ and $0 \leqq \theta<\pi / 2$. Thus we obtain $\mu_{0}=1 / \cos \theta$.

Before discussing the functions $f_{4}$ and $f_{5}$ it is convenient to prove a simple theorem.
Theorem 4.1. Let $\bar{f}:[0, \infty) \rightarrow[0, \infty)$ be a continuous function that is $C^{1}$ on $(0, \infty)$. Assume there exists $\theta \geqq 0$ such that $\bar{f}^{\prime}(x)>0$ for $0<x<\theta$ and $\bar{f}^{\prime}(x)<0$ for $x>\theta$, and there exists $s_{0}>0$ such that $(d / d x)(x \bar{f}(x))$ is positive for $0<x<s_{0}$ and negative for $x>s_{0}$. Then for $\mu \geqq \theta(\bar{f}(\theta))^{-1}$, the equation $\mu \bar{f}(x)=x$ has a unique solution $x=x_{0}(\mu)$ such that $x_{0}(\mu) \geqq \theta$ and $\mu \bar{f}$ satisfies ( 0 ) at $x_{0}(\mu)$ if and only if $\mu>s_{0}\left(\bar{f}\left(s_{0}\right)\right)^{-1}$.

Proof. The existence and uniqueness of $x_{0}(\mu)$ is trivial. Since $s(\bar{f}(s))^{-1}$ is strictly increasing for $s>\theta$, we can define $\mu(s)=s(\bar{f}(s))^{-1}$ and parameterize by $s \geqq \theta$, so $\mu(s) \bar{f}(s)$ has fixed point $s \geqq \theta$. Thus the set of $\mu$ such that $\mu f^{\prime}\left(x_{0}(\mu)\right)<-1$ is the same as $\left\{\mu(s): \mu(s) \bar{f}^{\prime}(s)<-1\right\}$. A calculation shows that $\mu(s) \bar{f}^{\prime}(s)<-1$ if and only if $(d / d s)(s \bar{f}(s))<0$, i.e., if and only if $s>s_{0}$.

For the function $\bar{f}_{4}(x)=x^{\nu} e^{-x}$ we easily compute that the conditions of Theorem 4.1 are satisfied for $\nu \geqq 0$ and that $s_{0}=\nu+1$ and $\mu \bar{f}_{4}(x)$ satisfies ( 0 ) at $x_{0}$ if and only if $\mu>(\nu+1)\left(\bar{f}_{4}(\nu+1)\right)^{-1}$. For the function $\bar{f}_{5}(x)=x^{\nu}\left(1+x^{\lambda}\right)^{-1}$, we easily compute that the hypotheses of Theorem 4.1 are satisfied if $\nu \geqq 0$ and $\lambda>\nu+1$ and that $s_{0}^{\lambda}=(\nu+1)(\lambda-\nu-1)^{-1}$. Thus $\mu \bar{f}_{5}(x)$ satisfies condition (0) at $x_{0}$ if and only if $\mu>$ $s_{0}\left(\bar{f}_{5}\left(s_{0}\right)\right)^{-1}$, where $s_{0}^{\lambda}=(\nu+1)(\lambda-\nu-1)^{-1}$.

Table 1 summarizes the previous results by giving the range of parameters for which $f_{k}$ satisfies (0) at a fixed point $x_{0}$. Note again that in the case of $f_{3}$ only the point $x_{0}=0$ is considered, even though there may be other fixed points at which (0) holds.

TABLE 1
Fixed points $x_{0}$ of $f_{k}$ and critical parameter values $\mu_{0}$. We have (0) holding at $x_{0}$ if and only if $\mu>\mu_{0}$, provided the parameters $\theta, \nu$, and $\lambda$ satisfy the given restrictions.

| $k$ | $x_{0}$ | $\mu_{0}$ | Restrictions |
| :---: | :---: | :---: | :---: |
| 1 | $\frac{-1+\sqrt{4 \mu+1}}{2}$ | $\frac{3}{4}$ |  |
| 2 | 0 | 1 |  |
| 3 | 0 | $\frac{1}{\cos \theta}$ | $0 \leqq \theta<\frac{\pi}{2}$ |
| 4 | unique fixed point $x_{0}>\nu$ | $(\nu+1)^{1-\nu} e^{\nu+1}$ | $\nu \geqq 0$ |
| 5 | unique fixed point | $\log \mu_{0}=\log \lambda-\left(\frac{\nu-1}{\lambda}\right) \log (\nu+1)$ | $\nu \geqq 0, \quad \lambda>\nu+1$ |
|  | $x_{0}>\left(\frac{\nu}{\lambda-\nu}\right)^{1 / \lambda}$ | $-\left(\frac{\lambda-\nu+1}{\lambda}\right) \log (\lambda-\nu-1)$ |  |
|  |  |  |  |

When $\nu=1$ in the function $f_{5}(x)$, we can explicitly compute $x_{0}=(\mu-1)^{1 / \lambda}$, and the conditions on the parameters become $\lambda<2$ and $\mu>\lambda(\lambda-2)^{-1}$. More generally, it is of interest to locate the fixed points of $f_{4}$ and $f_{5}$ more precisely. The following result gives the asymptotic behavior of $x_{0}(\mu)$ for large $\mu$; we omit the proof because we will not actually use the result here and because the proof involves only standard arguments from asymptotic analysis. Note that we use the standard "big $O$ " and "little $o$ " notation: If $h(\mu)$ and $g(\mu)$ are complex-valued functions defined for large positive $\mu$ and if $g(\mu)$ is nonzero for large $\mu$, then we write

$$
\begin{aligned}
& h(\mu)=O(g(\mu)) \quad \text { if and only if } \limsup _{\mu \rightarrow+\infty} \frac{|h(\mu)|}{|g(\mu)|}<\infty, \\
& h(\mu)=o(g(\mu)) \quad \text { if and only if } \limsup _{\mu \rightarrow+\infty} \frac{|h(\mu)|}{|g(\mu)|}=0
\end{aligned}
$$

Theorem 4.2. For $\nu \geqq 0$ and $\lambda>\nu+1$ define numbers $\theta_{4}=\nu$ and $\theta_{5}^{\lambda}=\nu(\lambda-\nu)^{-1}$. The functions $f_{4}(x)=\mu \bar{f}_{4}(x)$ and $f_{5}(x)=\mu \bar{f}_{5}(x)$ have (for sufficiently large $\mu$ ) a unique fixed point $x_{0}(\mu)$ such that $x_{0}(\mu)>\theta_{j}$ and $x_{0}(\mu)$ satisfies

$$
\begin{aligned}
x_{0}(\mu)= & \log (\mu)-(1-\nu) \log (\log \mu)+O\left(\frac{\log (\log \mu)}{\log \mu}\right) \text { for } f_{4}, \\
x_{0}(\mu)= & \mu^{(1 /(\lambda+1-\nu))}-\left(\frac{1}{\lambda+1-\nu}\right) \mu^{((1-\lambda) /(\lambda+1-\nu))} \\
& +O\left(\mu^{((1-2 \lambda) /(\lambda+1-\nu))}\right) \text { for } f_{5},
\end{aligned}
$$

where $\log$ denotes natural logarithm.
5. General results on piecewise monotone functions. We wish to determine when a hypothesis (I), (II), or (III) holds for $f_{k}$ at a point $x_{0}$ given in Table 1. As noted earlier these three conditions are global, and verifying them for specific functions may be difficult. To aid us in this task we will first obtain some general criteria for these hypotheses to hold; we will then apply these criteria to the functions $f_{k}$ of interest.

To begin, we introduce condition (PM) (piecewise monotone) on a function $f$; observe that each $f_{k}$ satisfies (PM) at the fixed point $x_{0}$ and parameter ranges of Table 1:
(PM) The function $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfies hypothesis (0). In addition, there exist (possibly infinite) quantities $0<\xi \leqq \alpha \leqq \infty$ and $0<\eta \leqq \beta \leqq \infty$ such that
(i) $f(-\beta)=0$ if $\beta<\infty$;
(ii) $f$ is monotone increasing and strictly positive in $(-\beta,-\eta)$ if $\eta<\infty$;
(iii) $f$ is monotone decreasing in $(-\eta, \xi)$ but not in any larger open interval;
(iv) $f$ is monotone increasing and strictly negative in ( $\xi, \alpha$ ) if $\xi<\infty$;
(v) $f(\alpha)=0$ if $\alpha<\infty$.

Furthermore, if $\xi=\eta=\infty$ (so $f$ is monotone decreasing in all of $\mathbb{R}$ ), then $\left|f^{2}(x)\right|<|x|$ for some $x$.
Figure 1 depicts a function satisfying (PM). (Note that $f(\alpha)=0$ is not required for this function as $\alpha=\infty$. That is, $\lim _{x \rightarrow \infty} f(x)$ may either be zero or strictly negative.) For any function satisfying (PM) we have $x f(x)<0$ if $|x| \neq 0$ is sufficiently small, since $f(0)=0$ and $f^{\prime}(0)<-1$ by ( 0 ). A first question we consider for such a function is when it also satisfies (I).

Suppose both (PM) and (I) hold for $f$. Then the quantities $A$ and $B$ in (I) clearly satisfy

$$
\begin{equation*}
A<\alpha \quad \text { and } \quad B<\beta \tag{5.1}
\end{equation*}
$$
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On the other hand, if $f$ satisfies (PM) and $A$ and $B$ are positive numbers satisfying (5.1), then $f$ also satisfies (I) if and only if

$$
\begin{equation*}
f([-B, A]) \subseteq[-B, A] . \tag{5.2}
\end{equation*}
$$

Finally, if both (5.1) and (5.2) hold for a function satisfying (PM), then there exists a minimal interval $\left[-B_{*}, A_{*}\right] \subseteq(-\beta, \alpha)$, with both $A_{*}$ and $B_{*}$ strictly positive, for which (5.2) is an equality:

$$
f\left(\left[-B_{*}, A_{*}\right]\right)=\left[-B_{*}, A_{*}\right] .
$$

This is so because $f^{\prime}(0)<-1$.
Now assume $f$ satisfies. (PM) and define a continuous monotone decreasing function $f_{*}: R \rightarrow R$ by

$$
f_{*}(x)= \begin{cases}f(-\eta) & \text { in }(-\infty,-\eta] \quad \text { if } \eta<\infty  \tag{5.3}\\ f(x) & \text { in }(-\eta, \xi), \\ f(\xi) & \text { in }[\xi, \infty) \quad \text { if } \xi<\infty\end{cases}
$$

If $A$ and $B$ are positive numbers satisfying (5.1), then clearly

$$
\begin{equation*}
f([-B, A])=\left[f_{*}(A), f_{*}(-B)\right] \tag{5.4}
\end{equation*}
$$

so that the equality in (5.2) holds at $A=A_{*}$ and $B=B_{*}$ if and only if

$$
\begin{equation*}
f_{*}\left(A_{*}\right)=-B_{*} \quad \text { and } \quad f_{*}\left(-B_{*}\right)=A_{*} . \tag{5.5}
\end{equation*}
$$

Thus, (I) holds if and only if there exist two distinct points in the interval ( $-\beta, \alpha$ ) that are mapped into one another by $f_{*}$. From this basic fact we conclude the following result.

Proposition 5.1. Assume $f$ satisfies (PM), define the function $f_{*}$ by (5.3), and define quantities

$$
\begin{align*}
& A_{*}=\inf \left\{A>0 \mid f_{*}^{2}(A)=A\right\},  \tag{5.6}\\
& B_{*}=\inf \left\{B>0 \mid f_{*}^{2}(-B)=-B\right\}
\end{align*}
$$

Then $A_{*}$ and $B_{*}$ are well-defined positive numbers satisfying (5.5). Hypothesis (I) holds for $f$ if and only if

$$
A_{*}<\alpha \quad \text { and } \quad B_{*}<\beta
$$

And in such a case we can take $A=A_{*}$ and $B=B_{*}$ in the statement of (I). A sufficient condition for (I) to hold is that both

$$
\begin{equation*}
f_{*}^{2}(\alpha)<\alpha \quad \text { if } \quad \alpha<\infty, \quad f_{*}^{2}(-\beta)>-\beta \quad \text { if } \beta<\infty \tag{5.7}
\end{equation*}
$$

Another sufficient condition for (I) to hold is that

$$
\begin{equation*}
f_{*}(\alpha)>-\beta, \quad f_{*}^{2}(\alpha)<\alpha, \quad \alpha<\infty, \tag{5.8}
\end{equation*}
$$

while a third sufficient condition for (I) to hold is that

$$
\begin{equation*}
f_{*}(-\beta)<\alpha, \quad f_{*}^{2}(-\beta)>-\beta, \quad \beta<\infty . \tag{5.9}
\end{equation*}
$$

Proof. The existence and positivity of $A_{*}$ and $B_{*}$ follow from the fact that $\left|f_{*}^{2}(x)\right|>|x|$ for small $|x| \neq 0$ (since $\left.\left(f_{*}^{2}\right)^{\prime}(0)>1\right)$ and from the fact that $\left|f_{*}^{2}(x)\right|<|x|$ for some $x$. The latter inequality holds because $f_{*}^{2}$ is a bounded function if either $\xi$ or $\eta$ is finite; if $\xi=\eta=\infty$, the inequality is assumed in the definition of (PM). The first part of the proposition now follows easily from the monotonicity of $f_{*}$ and the discussion above.

The assumptions on $f$ imply that $f_{*}^{2}$ always has a positive fixed point and a negative fixed point. If $\alpha=\beta=\infty, f$ satisfies (I) by what we have already proved. In all other cases it suffices to prove that $f_{*}^{2}$ has a fixed point in $(0, \alpha)$ and a fixed point in $(-\beta, 0)$. The reader can easily verify that (5.7), (5.8), or (5.9) are all sufficient to ensure this. For example, if $\alpha<\infty$ and (5.8) is satisfied, $f_{*}^{2}$ has a fixed point $x_{0}$ in $(0, \alpha)$ because $f_{*}^{2}(\alpha)<\alpha$ and $\left(f_{*}^{2}\right)^{\prime}(0)>1$, and then $f_{*}\left(x_{0}\right)$ is a fixed point of $f_{*}^{2}$ in $(-\beta, 0)$ (because $f_{*}$ is monotone and $\left.f_{*}(\alpha)>-\beta\right)$.

The following related result tells when the monotonicity condition (III) holds for a function that satisfies (PM).

Proposition 5.2. Assume $f$ satisfies (PM), and let $f_{*}, A_{*}$, and $B_{*}$ be as in Proposition 5.1. Then (III) holds for $f$ if and only if

$$
\begin{equation*}
A_{*} \leqq \xi \quad \text { and } \quad B_{*} \leqq \eta . \tag{5.10}
\end{equation*}
$$

As before, we have $A=A_{*}$ and $B=B_{*}$ in the statement of (III). A sufficient condition for (5.10) to hold is that both

$$
\begin{equation*}
f_{*}^{2}(\xi) \leqq \xi \quad \text { if } \xi<\infty, \quad f_{*}^{2}(-\eta) \geqq-\eta \quad \text { if } \eta<\infty \tag{5.11}
\end{equation*}
$$

should hold.
Another sufficient condition for (5.10) to be satisfied is that

$$
\begin{equation*}
f_{*}(\xi) \geqq-\eta, \quad f_{*}^{2}(\xi) \leqq \xi, \quad \xi<\infty \tag{5.12}
\end{equation*}
$$

while a third sufficient condition for (5.10) to hold is that

$$
\begin{equation*}
f_{*}(-\eta) \leqq \xi, \quad f_{*}^{2}(-\eta) \geqq-\eta, \quad \eta<\infty . \tag{5.13}
\end{equation*}
$$

Proof. This follows the proof of Proposition 5.1 once we recall $f$ is monotone in $(-\eta, \xi)$, but in no larger open interval.

Suppose the function $f_{*}^{2}$ has exactly one fixed point in $(0, \infty)$. Then an easy argument implies that $f_{*}^{2}$ has a unique fixed point in $(-\infty, 0)$. If $A_{*}<\alpha$ and $B_{*}<\infty$ ( $A_{*}$ and $B_{*}$ as in (5.6)), we must have $f_{*}^{2}(\alpha)<\alpha$ (if $\alpha<\infty$ ) and $f_{*}^{2}(-\beta)>-\beta$ (if $\beta<\infty)$ : otherwise the intermediate value theorem would imply that $f_{*}^{2}$ has a fixed point in $[\alpha, \infty)$ or $(-\infty,-\beta]$, contradicting uniqueness. Thus if $f_{*}^{2}$ has a unique positive fixed point, the sufficient condition in (5.7) that $f$ satisfy (I) is also necessary. Furthermore, a little additional thought shows that (5.7) is satisfied if and only if (5.8) is satisfied, or (5.9) is satisfied, or $\alpha=\beta=\infty$ (assuming $f_{*}^{2}$ has a unique positive fixed point).

Similarly, if $f$ is as in Proposition 5.2 and $f_{*}^{2}$ has a unique positive fixed point, then $f$ satisfies (III) if and only if $f$ satisfies (5.11). Also $f$ satisfies (III) if and only if $f$ satisfies (5.12), or (5.13), or $\xi=\eta=\infty$.

Inequalities (5.7) and (5.11) are, in general, easier to verify than (5.6) and (5.10), so it is useful to have theorems that ensure $f_{*}^{2}$ has a unique positive fixed point. Furthermore, we have already seen in the discussion in § 2 the importance of knowing that $f^{2}:[-B, A] \rightarrow[-B, A](A$ and $B$ as in $\S 2)$ has a unique positive fixed point. For example, if $f$ is monotone decreasing and $f([-B, A]) \subset[-B, A]$, we saw in $\S 2$ that $f$ satisfies (III) on $[-B, A]$ if $f^{2}$ has a unique positive fixed point in $[-B, A]$.

If the function $f_{*}^{2}$ were convex downward in $(\tau, \infty)$ and convex upward in $(-\infty, \tau)$ for some real $\tau$, then $f_{*}^{2}$ would have a unique fixed point in $(0, \infty)$. This type of convexity assumption is clumsy to deal with, but a related concept, that of negative Schwarzian derivative, is readily verifiable for many functions of interest and can be used to prove a variety of results, including the uniqueness of the positive fixed point of $f_{*}^{2}$. Remarkably, each of the five functions $f_{k}$ has a negative Schwarzian derivative for most of the parameter values of interest, so it will be natural for us to make the assumption of negative Schwarzian derivative in most of our subsequent theorems.
6. The Schwarzian derivative. The Schwarzian derivative $S f$ of a function $f: I \rightarrow R$ in an interval $I$ is defined to be the function

$$
S f(x)=\frac{f^{\prime \prime \prime}(x)}{f^{\prime}(x)}-\frac{3}{2}\left(\frac{f^{\prime \prime}(x)}{f^{\prime}(x)}\right)^{2}
$$

at those points $x \in I$ where $f$ is three times differentiable and $f^{\prime}(x) \neq 0$. At all other points of $I$ we consider $S f$ to be undefined. The Schwarzian derivative originated in the theory of conformal mappings and was first used in the study of interval maps by Allwright [1] and Singer [27].

In this section we present several basic properties of Schwarzian derivatives and of functions whose Schwarzian derivative is negative. An important sufficient condition for the Schwarzian derivative of a function to be negative is given in Proposition 6.2.

Our first proposition collects some well-known results about the Schwarzian derivative (see [6], [27]). Statement (v) in Proposition 6.1, although elementary, is quite useful and does not appear to have been explicitly stated in the literature.

Proposition 6.1. Let $f: I \rightarrow \mathbb{R}$ and $y: J \rightarrow \mathbb{R}$ be functions defined on intervals $I$ and J. Then
(i) $S(g \circ f)(x)=S f(x)+\left[f^{\prime}(x)\right]^{2} S g(f(x))$ and
(ii) $S(g \circ f)(x)<0$ if $S f(x)<0$ and $S g(f(x))<0$
hold whenever $S f$ is defined at $x \in I$ and $S g$ is defined at $f(x) \in I$. Also, if $m$ is the Möbius transformation

$$
m(x)=\frac{c_{1} x+c_{2}}{c_{3} x+c_{4}}, \quad c_{1} c_{4}-c_{2} c_{3} \neq 0
$$

then
(iii) $\operatorname{Sm}(x)=0$ where defined, and hence

$$
S(m \circ f)(x)=S f(x)
$$

if Sf is defined at $x \in I$ and $c_{3} f(x)+c_{4} \neq 0$. Finally,
(iv) $\left(d^{2} / d x^{2}\right)\left(\left|f^{\prime}(x)\right|^{-1 / 2}\right)>0$ if and only if $S f(x)<0$, and
(v) if $\left(d^{2} / d x^{2}\right) \log \left|f^{\prime}(x)\right|<0$ then $S f(x)<0$
hold whenever $S f$ is defined.

Proof. These are straightforward but tedious calculations, which we omit. We do note that (ii) and (iii) follow easily from (i). Also,

$$
h^{\prime \prime}(x)>0 \quad \text { implies } \frac{d^{2}}{d x^{2}}\left(e^{h(x)}\right)>0 \text {; }
$$

so with $h(x)=-\frac{1}{2} \log \left|f^{\prime}(x)\right|$ we obtain (v) from (iv).
Corollary 6.1 [27, Prop. 2.4]. Let $f: I \rightarrow \mathbb{R}$ be three times differentiable in an open interval $I$, and assume

$$
f^{\prime}(x) \neq 0 \quad \text { and } \quad S f(x)<0 \quad \text { for all } x \in I .
$$

Then the function $\left|f^{\prime}(x)\right|$ does not attain a minimum in I. That is, there does not exist $w \in I$ such that $\left|f^{\prime}(w)\right| \leqq\left|f^{\prime}(x)\right|$ for all $x \in I$.

Proof. This follows immediately from (iv) of Proposition 6.1.
Lemma 6.1. Let $f: I \rightarrow I$ be three times differentiable in an interval $I$ (not necessarily open), with range in $I$, and assume that $S f(x)<0$ at each $x \in I$ for which $f^{\prime}(x) \neq 0$. Assume that for some $w \in I$ (possibly an endpoint) we have

$$
f(w)=w \quad \text { and } \quad\left|f^{\prime}(w)\right| \leqq 1
$$

In addition, assume

$$
f^{\prime \prime}(w)=0 \quad \text { if } f^{\prime}(w)=1
$$

at this fixed point $w$. Then there exists a relatively open neighborhood $U \subseteq I$, with $w \in U$, such that

$$
\begin{aligned}
& f(U) \subseteq U \\
& f^{n}(x) \rightarrow w \text { as } n \rightarrow \infty, \quad \text { for each } x \in U .
\end{aligned}
$$

Proof. In the case of a strict inequality $\left|f^{\prime}(w)\right|<1$ it is an elementary exercise to show that the set

$$
U=(w-\delta, w+\delta) \cap I
$$

satisfies the conclusions of the lemma if $\delta>0$ is small enough. The same set also works if $f^{\prime}(w)=1$ : we have $f^{\prime \prime}(w)=0$ (by assumption) and $f^{\prime \prime \prime}(w)<0$ (since $S f(w)<0$ ). It follows that if $g(x)=f(x)-x, g^{(j)}(w)=0$ for $0 \leqq j \leqq 2$ and $g^{(3)}(w)<0$. Thus Taylor's theorem implies that there exists $\delta>0$ such that $f(x)<x$ for $x \in(w, w+\delta) \cap I$ and $f(x)>x$ for $x \in(w-\delta, w) \cap I$. Since $f^{\prime}(w)=1$ we also have $f(x) \geqq w$ for $x \in$ $(w, w+\delta) \cap I$ and $f(x) \leqq w$ for $x \in(w-\delta, w) \cap I$. It follows that if $x \in(w-\delta, w+\delta) \cap I$, $x_{n}=f^{n}(x)$ is a monotonic sequence bounded above by $w$ (if $x \leqq w$ ) or below by $w$ (if $w \leqq x$ ). Thus the sequence ( $x_{n}$ ) converges to $\xi$ and necessarily $f(\xi)=\xi$. By construction $w$ is the only fixed point of $f$ in $(w-\delta, w+\delta) \cap I$, so $\xi=w$ and $x_{n}$ converges to $\xi$.

In the remaining case, when $f^{\prime}(w)=-1$, we have $f^{2}(w)=w$ and $\left(f^{2}\right)^{\prime}(w)=1$, and a simple calculation (see [27, p. 261]) gives us that $\left(f^{2}\right)^{\prime \prime}(w)=0$. By (ii) of Proposition 6.1 the Schwarzian derivative of $f^{2}$ satisfies $S f^{2}(x)<0$ whenever $\left(f^{2}\right)^{\prime}(x) \neq 0$. Thus $f^{2}$ satisfies the conditions on $f$ already considered in the preceding paragraph, so there exists $U_{0} \subseteq I$ satisfying the conclusions of the lemma for the function $f^{2}$ instead of $f$. From this we see that the set $U=U_{0} \cap f\left(U_{0}\right)$ satisfies the conclusions of the lemma for the function $f$.

The next result gives an easily verified condition for the Schwarzian derivative of a function to be negative. Recall first that the order $\omega$ of an entire function $f: \mathbb{C} \rightarrow \mathbb{C}$ is the infimum of all numbers $\kappa>0$ such that $|f(z)| e^{-|z|^{\kappa}}$ is bounded on $\mathbb{C}$. (If no such
$\kappa$ exists then $f$ is said to have infinite order.) Nontrivial entire functions of finite order possess a product representation

$$
f(z)=e^{\Omega(z)} z^{k} \prod_{n}\left(1-\frac{z}{z_{n}}\right) E_{M}\left(\frac{z}{z_{n}}\right)
$$

with at most countably many factors, where $\Omega$ is a polynomial of degree at most [ $\omega$ ] (the greatest integer less than or equal to the order), $k \geqq 0$ is the multiplicity of $z=0$ as a root of $f$, the numbers $z_{n}$ are the other roots of $f$ listed according to multiplicity, $E_{M}$ is the function

$$
E_{M}(z)=\exp \left(\sum_{n=1}^{M} \frac{z^{n}}{n}\right)
$$

with $E_{0}(z)=1$, and $M \geqq 0$ is an integer satisfying $M \leqq \omega \leqq M+1$. In addition, it is the case that

$$
\begin{equation*}
\sum_{n} \frac{1}{\left|z_{n}\right|^{M+1}}<\infty \tag{6.1}
\end{equation*}
$$

and the infinite product converges uniformly on compact subsets of $\mathbb{C}$. We also recall that the order of the derivative $f^{\prime}$ equals the order $\omega$ of $f$.

Proposition 6.2. Let $f$ be an entire function of order $\omega<2$ such that $f(x) \in \mathbb{R}$ whenever $x \in \mathbb{R}$, and such that all zeros of the derivative $f^{\prime}$ are real. Then either

$$
S f(x)<0 \quad \text { whenever } f^{\prime}(x) \neq 0 \text { and } x \in \mathbb{R},
$$

or $f$ is a linear function $f(x)=c_{0} x+c_{1}$.
Proof. We note that $M=0$ or 1 in the infinite product representation for the derivative $f^{\prime}$. Denoting the zeros of $f^{\prime}$ by $x_{n} \in \mathbb{R}$ we have for this function either

$$
\begin{align*}
& f^{\prime}(x)=e^{\Omega(x)} x^{k} \prod_{n}\left(1-\frac{x}{x_{n}}\right), \quad \text { or }  \tag{6.2}\\
& f^{\prime}(x)=e^{\Omega(x)} x^{k} \prod_{n}\left(1-\frac{x}{x_{n}}\right) e^{x / x_{n}}, \tag{6.3}
\end{align*}
$$

where we restrict our attention to real values $x$ of the argument. In either case (6.2) or (6.3) we have $\Omega^{\prime \prime}(x)=0$ for all $x$, and

$$
\begin{equation*}
\sum_{n} \frac{1}{\left|x_{n}\right|^{2}}<\infty . \tag{6.4}
\end{equation*}
$$

Now assume that $f^{\prime}$ does possess a root; otherwise $f^{\prime}(x)=e^{\Omega(x)}$ and the result is easily checked. In the first case, (6.2), we have

$$
\log \left|f^{\prime}(x)\right|=\Omega(x)+k \log |x|+\sum_{n} \log \left|1-\frac{x}{x_{n}}\right|,
$$

so term-by-term differentiation (justified by (6.1)) gives

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}} \log \left|f^{\prime}(x)\right|=-\frac{k}{x^{2}}-\sum_{n} \frac{1}{\left(x-x_{n}\right)^{2}}<0 \tag{6.5}
\end{equation*}
$$

for $x \neq x_{n}$ and $x \neq 0$ if $k>0$. In the second case, (6.3), the same formula, (6.5), holds. In either case the result $S f(x)<0$ follows from (v) of Proposition 6.1.
7. Verifying (I), (II), and (III). The following hypotheses are strengthened versions of (PM) involving a negative Schwarzian derivative condition. Under these conditions, verifying (I), (II), and (III) reduces to essentially local calculations.
$\left(\mathrm{NS}_{1}\right) \quad$ The function $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfies hypothesis ( PM ). In addition $f$ is three times differentiable in $(-\eta, \xi)$ and satisfies $f^{\prime}(x)<0$ and $S f(x)<0$ in $(-\eta, \xi)$.
$\left(\mathrm{NS}_{2}\right) \quad$ The function $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfies $(\mathrm{PM})$. In addition, $f$ is three times differentiable in $(-\beta, \alpha)$ and satisfies $f^{\prime}(x) \neq 0$ and $S f(x)<0$ if $x \in(-\beta, \alpha)$ and $x \neq \xi,-\eta$.

Under hypothesis $\left(\mathrm{NS}_{1}\right)$, Theorem 7.1 gives necessary and sufficient condition for (I) and (III) to hold, thereby extending Propositions 5.1 and 5.2. Under hypothesis $\left(\mathrm{NS}_{2}\right)$, Theorem 7.3 gives an easily verified necessary and sufficient condition for (II) to hold provided (I) also holds. Theorem 7.2 will be useful in verifying (I), (II), and (III) for specific functions.

Theorem 7.1. Assume $f$ satisfies $\left(\mathrm{NS}_{1}\right)$ and define $f_{*}$ by (5.3) as before. Then $f$ satisfies (I) if and only if

$$
\begin{equation*}
f_{*}^{2}(\alpha)<\alpha \quad \text { if } \alpha<\infty, \quad f_{*}^{2}(\beta)>-\beta \quad \text { if } \beta>\infty \tag{7.1}
\end{equation*}
$$

Also, $f$ satisfies (I) if and only if at least one of the following three conditions holds:
(1) $\alpha=\beta=\infty$; or (2) $\alpha<\infty$ and $f_{*}(\alpha)>-\beta$ and $f_{*}^{2}(\alpha)<\alpha$; or (3) $\beta<\infty$ and $f_{*}(-\beta)<\alpha$ and $f_{*}^{2}(-\beta)>-\beta$.

The function $f$ satisfies (III) if and only if

$$
\begin{equation*}
f_{*}^{2}(\xi) \leqq \xi \quad \text { if } \xi<\infty, \quad f_{*}^{2}(-\eta) \geqq-\eta \quad \text { if } \eta<\infty . \tag{7.2}
\end{equation*}
$$

Also, $f$ satisfies (III) if and only if at least one of the following three conditions is satisfied:
(1) $\xi=\eta=\infty$; or (2) $\xi<\infty$ and $f_{*}(\xi) \geqq-\eta$ and $f_{*}^{2}(\xi) \leqq \xi$; or (3) $\eta<\infty$ and $f_{*}(-\eta) \leqq \xi$ and $f_{*}^{2}(-\eta) \geqq-\eta$.

Recall that we have

$$
\begin{equation*}
f_{*}^{2}(\alpha)=f_{*}^{2}(\xi) \quad \text { and } \quad f_{*}^{2}(-\beta)=f_{*}^{2}(-\eta) \tag{7.3}
\end{equation*}
$$

for the quantities in Theorem 7.1.
Theorem 7.2. Assume $f$ satisfies $\left(\mathrm{NS}_{1}\right)$, except that

$$
f^{\prime}(0)=-k, \quad 0<k \leqq 1,
$$

holds instead of $f^{\prime}(0)<-1$. If $0<k<1$, assume that $f^{\prime \prime}(0) \geqq 0$. Then with $f_{*}(x)$ given by (5.3) we have

$$
\left|f_{*}^{2}(x)\right|<|x| \quad \forall x \neq 0
$$

Note that (7.1) and (7.2) hold under the hypotheses of Theorem 7.2.
Theorem 7.3. Assume $f$ satisfies both ( $\mathrm{NS}_{2}$ ) and (I). Then $f$ satisfies (II) if and only if both
(i) $\left|\left(f^{2}\right)^{\prime}(x)\right| \leqq 1$, and
(ii) $\left(f^{2}\right)^{\prime \prime}(x)=0$ if $\left(f^{2}\right)^{\prime}(x)=1$
hold whenever

$$
\begin{equation*}
f^{2}(x)=x, \quad x \in(0, \alpha), \quad f(x) \in(-\beta, 0) \tag{7.4}
\end{equation*}
$$

Equivalently, $f$ satisfies (II) if and only if both (i) and (ii) hold whenever

$$
\begin{equation*}
f^{2}(x)=x, \quad x \in(-\beta, 0), \quad f(x) \in(0, \alpha) \tag{7.5}
\end{equation*}
$$

Lemma 7.1. Assume $f$ satisfies $\left(\mathrm{NS}_{1}\right)$, and define $f_{*}, A_{*}$, and $B_{*}$ by (5.3) and (5.6). Then $A_{*}$ and $-B_{*}$ are the unique nonzero fixed points of $f_{*}^{2}$. Moreover, $f_{*}^{2}(x)-x$
changes sign at these points, with $\left|f_{*}^{2}(x)\right|>|x|$ in $\left(-B_{*}, A_{*}\right)-\{0\}$, and $\left|f_{*}^{2}(x)\right|<|x|$ in $\left(-\infty,-B_{*}\right) \cup\left(A_{*}, \infty\right)$.

Proof. First observe that a (possibly infinite) quantity $\xi_{*}>0$ exists such that

$$
\begin{aligned}
& \left(f_{*}^{2}\right)^{\prime}(x)>0 \quad \text { in }\left[0, \xi_{*}\right), \\
& f_{*}^{2}(x)=f_{*}^{2}\left(\xi_{*}\right) \quad \text { in }\left[\xi_{*}, \infty\right) \quad \text { if } \xi_{*}<\infty .
\end{aligned}
$$

This follows easily from the definition of $f_{*}$, and we see that $\xi_{*}=\xi$ if $f_{*}(\xi) \geqq-\eta$ and $\xi_{*}=f_{*}^{-1}(-\eta)<\xi$ if $f_{*}(\xi)<-\eta$ (these formulas hold even if $\xi$ or $\eta$ is infinite). Also,

$$
S f_{*}^{2}(x)<0 \quad \text { in }\left[0, \xi_{*}\right)
$$

by (ii) of Proposition 6.1. By assumption, we have

$$
\begin{equation*}
\left(f_{*}^{2}\right)^{\prime}(0)>1 . \tag{7.6}
\end{equation*}
$$

Now $A_{*}$ is the smallest positive fixed point of $f_{*}^{2}$ in $(0, \infty)$. If $A_{*} \geqq \xi_{*}$, then clearly $A_{*}$ is the only such fixed point; so suppose that $A_{*}<\xi_{*}$. Because $A_{*}$ is the smallest positive fixed point of $f_{*}^{2}$, we have $f_{*}^{2}(x)>x$ for $0<x<A_{*}$, which implies

$$
\begin{equation*}
\left(f_{*}^{2}\right)^{\prime}\left(A_{*}\right) \leqq 1 . \tag{7.7}
\end{equation*}
$$

By Lemma 6.1 the derivative $\left(f_{*}^{2}\right)^{\prime}$ does not attain a minimum in any open subinterval of $\left(0, \xi_{*}\right)$. Using this and the fact that $\left(f_{*}^{2}\right)^{\prime}(0)>1$, we conclude from (7.7) that

$$
\begin{equation*}
\left(f_{*}^{2}\right)^{\prime}(x)<1 \quad \text { for } A_{*}<x<\xi_{*} . \tag{7.8}
\end{equation*}
$$

Integrating (7.8) from $A_{*}$ to $u$ for $A_{*}<u \leqq \xi_{*}$, we obtain

$$
\begin{equation*}
f_{*}^{2}(u)-f_{*}^{2}\left(A_{*}\right)=f_{*}^{2}(u)-A_{*}<\int_{A_{*}}^{u} 1 d x=u-A_{*} \tag{7.9}
\end{equation*}
$$

and (7.9) implies $f_{*}^{2}(x)<x$ for $A_{*}<x \leqq \xi_{*}$, and hence for all $x>A_{*}$.
The analysis for $-B_{*}$ is similar and is left to the reader.
Proof of Theorem 7.1. As was noted in §5, the sufficient conditions (5.7) and (5.11) in Propositions 5.1 and 5.2 are also necessary if $f_{*}^{2}$ has a unique positive fixed point. Lemma 7.1 shows that $f_{*}^{2}$ has a unique positive fixed point.

Proof of Theorem 7.2. Obviously $f^{2}$ and $f_{*}^{2}$ agree on [ $0, \xi_{*}$ ]. A simple calculation (see [27, p. 261]) shows that

$$
\begin{equation*}
\left(f_{*}^{2}\right)^{\prime \prime}(0)=f^{\prime \prime}(0)\left[k^{2}-k\right] . \tag{7.10}
\end{equation*}
$$

Since we assume that $f^{\prime \prime}(0) \geqq 0$ if $0<k<1$, (7.10) implies

$$
\begin{equation*}
\left(f_{*}^{2}\right)^{\prime \prime}(0) \leqq 0 \tag{7.11}
\end{equation*}
$$

for $0<k \leqq 1$. If strict inequality holds in (7.11), the mean value theorem implies that there exists $\delta>0$ such that

$$
\begin{equation*}
0<\left(f_{*}^{2}\right)^{\prime}(x)<\left(f_{*}^{2}\right)^{\prime}(0)=k^{2} \quad \text { for } 0<x<\delta \tag{7.12}
\end{equation*}
$$

If $\left(f_{*}^{2}\right)^{\prime \prime}(0)=0$, the negative Schwarzian condition implies

$$
\left(f_{*}^{2}\right)^{\prime \prime \prime}(0)<0,
$$

and by using Taylor's formula we again see that there exists $\delta>0$ such that (7.12) is satisfied. Lemma 6.1 now implies

$$
\begin{equation*}
\left(f_{*}^{2}\right)^{\prime}(x)<k^{2} \quad \text { for } 0<x<\xi_{*}, \tag{7.13}
\end{equation*}
$$

for if (7.13) failed for some $x,\left(f_{*}^{2}\right)^{\prime}$ would achieve its minimum at an interior point of $(0, x)$. By integrating inequality (7.13) from zero to $x$ for $x \leqq \xi_{*}$, we easily obtain

$$
f_{*}^{2}(x)<x \text { for } 0<x \leqq \xi_{*},
$$

and hence

$$
\begin{equation*}
f_{*}^{2}(x)<x \text { for } 0<x \tag{7.14}
\end{equation*}
$$

Inequality (7.14) implies that $f_{*}^{2}$ has no negative fixed points $y$ (otherwise $f_{*}(y)$ would be a positive fixed point of $f_{*}^{2}$ ), and since $f_{*}^{2}(x)>x$ for small negative $x$, we conclude that $f_{*}^{2}(x)>x$ for all $x<0$.

Lemma 7.2. Assume $f$ satisfies both $\left(\mathrm{NS}_{1}\right)$ and (I). If $a \in(-\beta, \alpha)$ is such that $f(a) \in(-\beta, \alpha)$ and $f^{2}(a)=a$, then we have in fact a, $f(a) \in[-B, A] \subseteq(-\beta, \alpha)$ where $A$ and $B$ are as in (I).

Proof. Assume without loss of generality that $a>0$. The monotonicity of $f_{*}$ and the fact that $|f(x)| \leqq\left|f_{*}(x)\right|$ in $(-\beta, \alpha)$ imply

$$
a=f^{2}(a) \leqq f_{*}(f(a)) \leqq f_{*}^{2}(a)
$$

and from this we have

$$
\begin{equation*}
a \leqq A_{*} \tag{7.15}
\end{equation*}
$$

by Lemma 7.1. On the other hand, the inclusion $f^{2}([-B, A]) \subset[-B, A]$ (which follows from (I)) and (5.3) imply that $f_{*}^{2}(A) \leqq A$, so

$$
\begin{equation*}
A_{*} \leqq A \tag{7.16}
\end{equation*}
$$

by Lemma 7.1. From (7.15) and (7.16) we have $a \in[-B, A]$. The proof that $f(a) \in$ $[-B, A]$ is analogous.

Lemma 7.3. Assume $f$ satisfies both (PM) and (I), and is differentiable in ( $-\beta, \alpha$ ) with $f^{\prime}(x) \neq 0$ there, except at $x=\xi$ and $x=-\eta$ (this is true in particular if $f$ satisfies $\left(\mathrm{NS}_{2}\right)$ and (I)). Then with $A$ as in (I), the following hold:
(i) The critical points of $f^{2}$ in $(0, A)$ are isolated, and $\left(f^{2}\right)^{\prime}$ changes sign at each such point.
(ii) If a point $w$ in the open interval $(0, A)$ is a local maximum of $f^{2}$, then it is a global maximum in $[0, A]$ :

$$
\begin{equation*}
f^{2}(w)=\max _{[0, A]} f^{2}(x) \tag{7.17}
\end{equation*}
$$

(iii) Iff $f^{2}$ possesses a critical point in the closed interval $[0, A]$ and if $w$ in the closed interval $[0, A]$ is as in (7.17), then $w$ is a critical point:

$$
\left(f^{2}\right)^{\prime}(w)=0
$$

Proof. This lemma follows directly from several elementary observations based on the shape of the graph of $f$ as in (PM), and the fact that $f$ maps the interval $[-B, A] \subseteq(-\beta, \alpha)$ into itself.

At a critical point $x \in(0, A)$ of $f^{2}$ we have

$$
\left(f^{2}\right)^{\prime}(x)=f^{\prime}(f(x)) f^{\prime}(x)=0
$$

and so either $x=\xi$ or $f(x)=-\eta$. As $f(x)=-\eta$ for at most two points in ( $0, \alpha$ ), we conclude that $f^{2}$ has at most three critical points in $(0, A)$. Of course, these points are isolated. If either $A \leqq \xi$ or $f(\xi) \geqq-\eta$, then $f^{2}$ has at most one critical point in ( $0, A$ ), and this point, if it exists, is a local maximum. In this case (i), (ii), and (iii) clearly hold, so the lemma is proved.

On the other hand, suppose $A>\xi$ and $f(\xi)<-\eta$. Then we see that $x=\xi$ is a local minimum of $f^{2}$, that $f(x)=-\eta$ has either one or two solutions $\zeta$ in $(0, A]$ and that they are local maxima for $f^{2}$ with the (common, if there are two solutions $\zeta$ ) value

$$
\begin{equation*}
f^{2}(\zeta)=f(-\eta)=\max _{[-B, 0]} f(x)=\max _{[0, A]} f^{2}(x) . \tag{7.18}
\end{equation*}
$$

In particular, (i) and (ii) hold. To prove (iii), we note that if $w \in[0, A]$ satisfies (7.17), then from (7.18) we have $f^{2}(w)=f(-\eta)$, and hence $f(w)=-\eta$. Thus $\left(f^{2}\right)^{\prime}(w)=$ $f^{\prime}(-\eta) f^{\prime}(w)=0$ as claimed.

Lemma 7.4. Assume $f$ satisfies the hypotheses of Lemma 7.3. Suppose there exists an interval $J=[r, s]$ with $0 \leqq r<s \leqq A$ such that

$$
\begin{align*}
& f^{2}(J)=J, f^{2}(\partial J)=\partial J, \text { where } \partial J=\{r, s\}, \text { and } J-\partial J \text { contains a critical point of }  \tag{7.19}\\
& f^{2} .
\end{align*}
$$

Furthermore, assume that it is not true that $f^{2}(r)=s=f^{2}(s)$. Then there exists $v \in J-\partial J$ such that $f^{2}(v)=s$. Also, if $w \in \partial J$ is such that $f^{2}(w)=s$, then $\left(f^{2}\right)^{\prime}(w)=0$.

Proof. Our assumptions imply that (a) $f^{2}(r)=s$ and $f^{2}(s)=r$, or (b) $f^{2}(r)=r$ and $f^{2}(s)=s$, or (c) $f^{2}(r)=r=f^{2}(s)$. In case (a), let $v=\sup \left\{x<s:\left(f^{2}\right)^{\prime}(x)=0\right\}$. By using (i) of Lemma 7.3, the fact that $f^{2}$ achieves its minimum on $J$ at $s$ and the assumption that $f^{2}$ has a critical point in $(r, s)$, we see that $r<v<s$, and $\left(f^{2}\right)^{\prime}(x)<0$ for $v<x<s$. Lemma 7.3 implies that $\left(f^{2}\right)^{\prime}(x)$ changes sign at $v$, so $f^{2}$ has a local maximum at $v$. A similar argument applies in cases (b) and (c) and shows that $f^{2}$ always has a critical point $v$ in $(r, s)$ at which $f^{2}$ has a local maximum. Note, however, that this argument fails if $f^{2}(r)=s=f^{2}(s)$.

Because $f^{2}(J) \subset J$, we have $f^{2}(v) \leqq s$; but part (ii) of Lemma 7.3 implies

$$
\begin{equation*}
f^{2}(v)=\max _{[0, A]} f^{2}(x) \geqq s, \tag{7.20}
\end{equation*}
$$

so we conclude that

$$
\begin{equation*}
f^{2}(v)=s=\max _{[0, A]} f^{2}(x) \tag{7.21}
\end{equation*}
$$

If there exists $w \in \partial J$ such that $f^{2}(w)=s,(7.21)$ and part (iii) of Lemma 7.3 imply that $\left(f^{2}\right)^{\prime}(w)=0$.

Proof of Theorem 7.3. We establish the last statement of the theorem first, by showing (i) and (ii) both hold for all fixed points of $f^{2}$ satisfying (7.4) if and only if they hold for all fixed points of $f^{2}$ satisfying (7.5). Indeed, this is an easy consequence of the following two observations. First, if $f^{2}(x)=x$ then $f^{2}(y)=y$, where $y=f(x)$, and we have $\left(f^{2}\right)^{\prime}(x)=\left(f^{2}\right)^{\prime}(y)$. Second, if $\left(f^{2}\right)^{\prime}(x)=1$ for this point, then $\left(f^{2}\right)^{\prime \prime}(x)=$ $\left(f^{2}\right)^{\prime \prime}(y)$. Thus, we need only consider fixed points of $f^{2}$ satisfying (7.5).

By Lemma 7.2 we may further restrict our attention to fixed points $x \in(0, A]$ (with $f(x) \in[-B, 0$ ) holding automatically), where $A$ and $B$ are as in (I). We will therefore prove that for $f$ to satisfy (II) it is necessary and sufficient that each fixed point of $f^{2}$ in ( $0, A]$ should satisfy both (i) and (ii).

Necessity. Assume that $f$ satisfies (II) for some $a$ and $b$, but that either (i) or (ii) fails for $x=a$. From (II) we see that $x=a$ is the only fixed point of both $f^{2}$ and of $f^{4}$ in ( $0, A$ ], and so we have

$$
\begin{align*}
& f^{n}(x)>x \text { in }(0, a)  \tag{7.22}\\
& f^{n}(x)<x \quad \text { in }(a, A] \quad \text { if } a<A
\end{align*}
$$

for $n=2$ and 4 , because $\left(f^{n}\right)^{\prime}(0)>1$ and $f^{n}(A) \leqq A$. Observing that $f^{2}(a)=a$ implies $\left(f^{4}\right)^{\prime}(a)=\left[\left(f^{2}\right)^{\prime}(a)\right]^{2} \geqq 0$, we conclude from (7.22) that $\left(f^{4}\right)^{\prime}(a) \leqq 1$; hence $\left|\left(f^{2}\right)^{\prime}(a)\right| \leqq$ 1. Thus (i) holds for $x=a$.

We therefore assume that (ii) fails for $x=a$, and so

$$
\begin{equation*}
\left(f^{2}\right)^{\prime}(a)=1 \quad \text { and } \quad\left(f^{2}\right)^{\prime \prime}(a) \neq 0 . \tag{7.23}
\end{equation*}
$$

We now see that in order for (7.22) to hold with $n=2$ it is necessary that

$$
\begin{equation*}
\left(f^{2}\right)^{\prime \prime}(a)>0 \tag{7.24}
\end{equation*}
$$

Furthermore, the fixed point $a$ must be located at the endpoint $A$ of the interval, that is,

$$
f^{2}(A)=A \quad \text { as } a=A .
$$

Now observe that the interval $(0, A)$ contains a critical point of $f^{2}$. Indeed if this were not so, then $\left(f^{2}\right)^{\prime}$ would attain a positive minimum in $(0, A)$ because of (7.23) and the fact that $\left(f^{2}\right)^{\prime}(0)>1$; however, this would contradict Corollary 6.1.

Thus we see that the interval $J=[0, A]$ satisfies the hypotheses of Lemma 7.4. But then we conclude from this result, with $w=A$, that $\left(f^{2}\right)^{\prime}(A)=0$. This contradicts (7.23), completing the proof of necessity.

Sufficiency. Assume that $f$ satisfies $\left(\mathrm{NS}_{2}\right)$ and (I) for some $A$ and $B$, and that (i) and (ii) in the statement of the theorem hold at each fixed point of $f^{2}$ in $(0, A]$. First note that $f^{2}$ has at least one fixed point in $(0, A]$; this follows from the inclusion $f^{2}([\delta, A]) \subseteq[\delta, A]$, which is true for sufficiently small $\delta>0$ because $\left(f^{2}\right)^{\prime}(0)>1$. Choose any such fixed point $a$, that is,

$$
f^{2}(a)=a \in(0, A]
$$

and consider its domain of attraction $W$ in $[0, A]$ defined by

$$
W=\left\{x \in[0, A] \mid f^{2 n}(x) \rightarrow a \text { as } n \rightarrow \infty\right\} .
$$

Clearly $a \in W$ and $0 \notin W$. By using Lemma 6.1 with $f^{2}$ in place of $f$ we see that the set $W$ is relatively open in $[0, A]$. Let $I \subseteq W$ denote the maximal connected component of $W$ containing $x=a$; thus $I$ is an interval of the form

$$
I=(r, s), \quad \text { or else } \quad I=(r, A]
$$

where in either case the quantities $r$ and $s$ satisfy

$$
0 \leqq r<a, \quad a<s \leqq A \quad \text { if } a<A .
$$

Because $f(W) \subseteq W, f(I)$ is a connected subset of $W$ containing $a$, the maximality of the connected component implies

$$
\begin{equation*}
f(I) \subseteq I . \tag{7.25}
\end{equation*}
$$

Continuity implies that $f^{2}(\bar{I}) \subset \bar{I}$. However, if $I=(r, s)$, we must have that

$$
\begin{equation*}
f^{2}(r), f^{2}(s) \in\{r, s\} \tag{7.26}
\end{equation*}
$$

otherwise $r$ or $s$ would be in $I$. If $I=(r, A]$, the same reasoning implies

$$
\begin{equation*}
f^{2}(r)=r \tag{7.27}
\end{equation*}
$$

Now observe that neither the point $r$ nor $s$ (if $I=(r, s)$ ) can be a nonzero fixed point of $f^{2}$. By Lemma 6.1 we know that each fixed point of $f^{2}$ in $(0, A]$ attracts iterates
$f^{2 n}(x)$ of all nearby points $x$. However, we know that those points $x \in I$ near $r$ or $s$ satisfy $f^{2 n}(x) \rightarrow a$ instead. Therefore, if $I=(r, s)$, we must have

$$
f^{2}(s)=r
$$

and we must have $f^{2}(r)=s$ unless $r=0$. If $I=(r, A]$, we must have $f^{2}(r)=r$, and we have just seen that this implies $r=0$. Thus, if $I=(r, A]$, the domain of attraction of the fixed point $a$ of $f^{2}$ is the entire interval ( $0, A$ ], so condition (II) holds. Therefore for the remainder of the proof we assume $I=(r, s)$.

Because $f^{2}(s)=r$ and $s>0$ we have $r>0$, so the previous remarks imply that $f^{2}(r)=s$. Define $g=f^{4}$, so $g$ maps $[r, s]$ into itself, $g$ has negative Schwarzian derivative on $[r, s]$, and $r, a$, and $s$ are fixed points of $g$. Note that

$$
\begin{equation*}
f^{\prime}(x)=\left(f^{2}\right)^{\prime}\left(f^{2}(x)\right)\left(f^{2}\right)^{\prime}(x) \tag{7.28}
\end{equation*}
$$

so

$$
\begin{equation*}
0 \leqq g^{\prime}(a)=\left(\left(f^{2}\right)^{\prime}(a)\right)^{2} \leqq 1 \tag{7.29}
\end{equation*}
$$

Lemma 2.6 of [27] proves that if $g$ is any continuous function on an interval [ $r, s$ ] and if $g(r)=r, g(s)=s, g$ is $C^{3}$ on $(r, s)$ and $g^{\prime}(x) \neq 0$ and $(S g)(x)<0$ for $x \in(r, s)$, then $g^{\prime}(a)<1$ if $a \in(r, s)$ and $g(a)=a$. (Note that the proof of Lemma 2.6 in [27] requires only that $g^{\prime}$ not vanish on $(r, s)$, although the result is stated slightly less generally.) Thus by Lemma 2.6 of [27] and (7.29) we obtain a contradiction unless $g^{\prime}\left(x_{0}\right)=0$ for some $x_{0} \in(r, s)$. Because $f^{2}(I) \subset I,(7.28)$ implies $f^{2}$ has a critical point in $I$. Lemma 7.4 now implies there exists $v \in I$ such that $f^{2}(v)=s$. Since $\lim _{n \rightarrow \infty} f^{2 n}(x)=a$ for any $x \in I$ and $f^{2 n}(v)=r$ or $s$, we have a contradiction, and the proof is complete.

If $g(x, \theta)$ is defined for $(x, \theta)$ near $\left(0, \theta_{*}\right)$, and if $g(0, \theta)=0$ and $\partial g\left(0, \theta_{*}\right) / \partial x=-1$, it is natural to ask whether the map $x \rightarrow g(x, \theta)$ satisfies (III) at zero for some interval $\left(\theta_{*}-\delta, \theta_{*}\right)$ or $\left(\theta_{*}, \theta_{*}+\delta\right), \delta>0$. This question was answered by Allwright in [1]. He assumed that $x \rightarrow g(x, \theta)$ has negative Schwarzian derivative for all $x$, but his proof only requires that $x \rightarrow g(x, \theta)$ have negative Schwarzian derivative for $x$ near zero and $\theta$ near $\theta_{*}$. Thus we obtain the following result, which may also be obtained as a simple consequence of Theorem 7.2.

Corollary 7.1 (see Allwright [1]). Assume $g(x, \theta)$ is defined and continuous for $|x|<\delta_{1}$ and $\left|\theta-\theta_{*}\right|<\delta_{2}$. In addition suppose $g$ is $C^{3}$ in the $x$-variable and $g$ has a negative Schwarzian derivative (with respect to the $x$-variable) at $x=0$ and $\theta=\theta_{*}$. Assume $g(0, \theta)=0$ for $\left|\theta-\theta_{*}\right|<\delta_{2}$ and $g^{\prime}\left(0, \theta_{*}\right)=\partial g\left(0, \theta_{*}\right) / \partial x=-1$. Finally, assume $\partial^{2} g / \partial \theta \partial x$ is defined and continuous on the domain of $g$ and $\partial^{2} g\left(0, \theta_{*}\right) / \partial \theta \partial x \neq 0$. Then there exists $\delta>0$ such that the map $x \rightarrow g(x, \theta)$ satisfies (III) for $\theta_{*}<\theta<\theta_{*}+\delta$ if $\partial^{2} g\left(0, \theta_{*}\right) / \partial \theta \partial x<0$, while the map $x \rightarrow g(x, \theta)$ satisfies (III) for $\theta_{*}-\delta<\theta<\theta_{*}$ if $\partial^{2} g\left(0, \theta_{*}\right) / \partial \theta \partial x>0$.

Of course what Allwright really shows is that fixed points of period 2 of the map $x \rightarrow g(x, \theta)$ are bifurcating at $\theta=\theta_{*}$ from the trivial fixed point $x=0$. The negative Schwarzian condition at $x=0$ ensures that the bifurcation is such that (III) is satisfied. In fact, the negative Schwarzian condition is also essentially necessary for (III) to be satisfied locally. The following proposition indicates the sense in which necessity is meant. Since the proposition follows by standard arguments in local bifurcation theory, the proof is omitted.

Proposition 7.1. Assume $g(x, \theta)$ is a $C^{4}$ function defined on an open neighborhood of $\left(0, \theta_{*}\right)$. Assume $g(0, \theta)=0$ for $(0, \theta)$ in the domain of $g, \partial g\left(0, \theta_{*}\right) / \partial x=-1$, and $\partial^{2} g\left(0, \theta_{*}\right) / \partial \theta \partial x=\eta_{1} \neq 0$. Suppose the Schwarzian derivative of $g$ (with respect to the $x$-variable) at $x=0$ and $\theta=\theta_{*}$ is nonzero and denote this Schwarzian derivative by $\eta_{2}$.

Then there exist positive numbers $\varepsilon$ and $\delta$ and continuous functions $\xi_{+}(\theta)$ and $\xi_{-}(\theta)$ that are defined for $\theta_{*} \leqq \theta \leqq \theta_{*}+\delta$ if $\eta_{1} \eta_{2}>0$ and for $\theta_{*}-\delta \leqq \theta \leqq \theta_{*}$ if $\eta_{1} \eta_{2}<0$ and that have the following properties:
(1) $g\left(\xi_{+}(\theta), \theta\right)=\xi_{-}(\theta)$ and $g\left(\xi_{-}(\theta), \theta\right)=\xi_{+}(\theta)$,
(2) $\xi_{+}\left(\theta_{*}\right)=0=\xi_{-}\left(\theta_{*}\right)$ and the range of $\xi_{+}$is in $[0, \varepsilon]$ and the range of $\xi_{-}$is in $[-\varepsilon, 0]$, and
(3) if $g(g(x, \theta), \theta)=x$ for some $(x, \theta)$ with $0<|x|<\varepsilon$ and $\left|\theta-\theta_{*}\right| \leqq \delta$, then $\theta$ must be in the domain of $\xi_{+}$and $x=\xi_{+}(\theta)$ or $x=\xi_{-}(\theta)$.
Note that if the Schwarzian derivative is positive, the map $x \rightarrow g(x, \theta)$ takes [ $\left.\xi_{-}(\theta), \xi_{+}(\theta)\right]$ into itself, but $\partial g(0, \theta) / \partial x>-1$ for $\theta$ in the domain of $\xi_{+}$.

We need one more theorem for our applications in § 9 . Roughly speaking, our next result asserts that for functions with negative Schwarzian derivative, (II) fails before (I).

Theorem 7.4. Assume $f$ satisfies (PM) and $\alpha$ or $\beta$ is finite $(\alpha, \beta, \xi$, and $\eta$ are as in the definition of (PM)). Suppose $f$ is $C^{3}$ on $[-\beta, \alpha], f^{\prime}(x) \neq 0$ for $x \neq-\eta$ and $x \neq \xi$, and the Schwarzian derivative $S f(x)$ is negative on $(-\beta, \alpha)$ for $x \neq-\eta, \xi$. If $f([-\beta, \alpha]) \subset$ $[-\beta, \alpha]$ and $f_{*}^{2}(\alpha)=\alpha$ or $f_{*}^{2}(-\beta)=-\beta\left(f_{*}\right.$ as in (5.3)), then there exists $\gamma \in(-\beta, \alpha), \gamma \neq$ 0 , such that $\left(f^{2}\right)(\gamma)=\gamma$ and $\left(f^{2}\right)^{\prime}(\gamma)<-1$.

Proof. Assume for definiteness that $f_{*}^{2}(\alpha)=\alpha$. We assume that the theorem is false, so $\left(f^{2}\right)^{\prime}(\gamma) \geqq-1$ for every nonzero $\gamma \in[-\beta, \alpha]$ such that $f^{2}(\gamma)=\gamma$, and we try to obtain a contradiction. Recall that Lemma 6.1 implies that if $f^{2}(\gamma)=\gamma$ and $-1 \leqq$ $\left(f^{2}\right)^{\prime}(\gamma)<1$, then $\gamma$ is a "locally stable fixed point of $f^{2 "}$ in the sense that there exists $\delta>0$ such that $\lim _{n \rightarrow \infty} f^{2 n}(x)=\gamma$ for all $x$ such that $|x-\gamma|<\delta$.

There are two cases to consider, each corresponding to a different qualitative appearance of $f^{2}$.

Case 1. Assume that $-\eta<f(\xi)=f_{*}(\alpha)$. In this case we have $f_{*}^{2}(\alpha)=f^{2}(\xi)=\alpha$, and we can easily verify that $\left(f^{2}\right)^{\prime}(x)>0$ for $0 \leqq x \leqq \xi$ and $\left(f^{2}\right)^{\prime}(x)<0$ for $\xi<x<\alpha$. For notational convenience, define $\xi=\xi_{2}$ in Case 1.

Case 2. Assume that $f(\xi)=f_{*}(\alpha) \leqq-\eta$. In this case we have $f_{*}^{2}(\alpha)=f(-\eta)=\alpha$. Furthermore, there exist a unique number $\xi_{1}, 0<\xi_{1} \leqq \xi$ and a unique number $\xi_{2}, \xi \leqq$ $\xi_{2}<\alpha$ such that $f\left(\xi_{1}\right)=f\left(\xi_{2}\right)=-\eta$. Using this information, we can easily check that $\left(f^{2}\right)^{\prime}(x)>0$ for $0 \leqq x<\xi_{1},\left(f^{2}\right)^{\prime}(x)<0$ for $\xi_{1}<x<\xi$, $\left(f^{2}\right)^{\prime}(x)>0$ for $\xi<x<\xi_{2}$ and $\left(f^{2}\right)^{\prime}(x)<0$ for $\xi_{2}<x<\alpha$.

It follows that (in Case 1 or Case 2), $f^{2}\left(\xi_{2}\right)=\alpha$ and $\left(f^{2}\right)^{\prime}(x)<0$ for $\xi_{2}<x<\alpha$. Because $f^{2}(\alpha)=\alpha$, the intermediate value theorem implies that there is a unique number $\gamma, \xi_{2}<\gamma<\alpha$, such that $f^{2}(\gamma)=\gamma$. Our assumptions imply

$$
-1 \leqq\left(f^{2}\right)^{\prime}(\gamma) \leqq 0,
$$

so our previous remarks imply that $\gamma$ is a locally stable fixed point of $f^{2}$.
Just as in the proof of Theorem 7.3, let $U=\left\{x \in[0, \alpha]: f^{2 n}(x) \rightarrow \gamma\right\}$, so $U$ is an open set, and let $U_{1}$ be the maximal connected component of $U$ containing $\gamma$, so $U_{1}$ is also an open set and $f^{2}\left(U_{1}\right) \subset U_{1}$. (Note that $0 \notin U$ and $\alpha \notin U$.) Since $U_{1}$ is connected, we can write $U_{1}=(r, s)$. If $r<\xi_{2}$, we have $\xi_{2} \in U_{1}$, so $f^{4}\left(\xi_{2}\right)=0 \in U_{1}$, a contradiction. Thus we must have $\xi_{2} \leqq r$. If $s=\alpha$, we obtain $0=f^{2}(\alpha) \in U_{1}$ (because $f^{2}\left(U_{1}\right) \subset U_{1}$ ), and this is impossible because $r \geqq \xi_{2}$. Thus we must have $s<\alpha$. Just as in the proof of Theorem 7.3, we must have $f^{2}(r) \in\{r, s\}$ and $f^{2}(s) \in\{r, s\}$.

There are several possibilities to consider. If $f^{2}(r)=r$ or $f^{2}(s)=s$, we contradict the fact that $\gamma$ is the unique fixed point of $f^{2}$ in the interval $\left[\xi_{2}, \alpha\right]$. The only other possibility is that $f^{2}(r)=s$ and $f^{2}(s)=r$. If we write $g=f^{4}$, we know that $g$ has a negative Schwarzian derivative on $[r, s]$ and that $r, s$ and $\gamma$ are fixed points of $g$. If
$g^{\prime}(x) \neq 0$ for $r<x<s$, Lemma 2.6 of [27] implies that $g^{\prime}(\gamma)>1$, which is a contradiction. Thus there must exist $x_{0} \in(r, s)$ such that $g^{\prime}\left(x_{0}\right)=0$. By using the chain rule we see that

$$
x_{0}=\xi \quad \text { or } f^{2}\left(x_{0}\right)=\xi \quad \text { or } f\left(x_{0}\right)=-\eta \quad \text { or } f^{3}\left(x_{0}\right)=-\eta .
$$

Because $f^{2}\left(x_{0}\right) \in(r, s), x_{0} \in(r, s)$, and $r \geqq \xi_{2}$, the only possibility is that $f\left(x_{0}\right)=-\eta$ or $f^{3}\left(x_{0}\right)=-\eta$. In particular, we must be in Case 2 and have $f(\xi) \leqq-\eta$ and $f(-\eta)=\alpha$. But then we again obtain a contradiction: either $\alpha=f^{2}\left(x_{0}\right) \in(r, s)$ or $\alpha=f^{4}\left(x_{0}\right) \in(r, s)$. Since we have obtained a contradiction in all cases, the theorem is proved.

Remark 7.1. Note that we have actually proved somewhat more than is claimed. If $f$ is as in Theorem 7.4 and $f_{*}^{2}(\alpha)=\alpha$ and $\xi_{2}$ is as defined in the proof, an examination of the previous argument shows that there exists $\gamma$ with $\xi_{2}<\gamma<\alpha$ such that $f^{2}(\gamma)=\gamma$ and $\left(f^{2}\right)^{\prime}(\gamma)<-1$. An analogous statement is true if $f_{*}^{2}(-\beta)=-\beta$.

In fact, the same kinds of arguments used in Theorem 7.4 allow a much more detailed picture of the fixed points of $g=f^{2}$. If $f$ is as in Theorem 7.4 and $f_{*}^{2}(\alpha)=\alpha$, and $\xi_{1}$ and $\xi_{2}$ are as in the proof of Theorem 7.4 (so that $\xi_{1}=\xi_{2}=\xi$ if $f(\xi) \geqq-\eta$ ), then we can prove $g$ has no nonzero fixed points on $\left[0, \xi_{1}\right]$. If $g(\xi) \leqq \xi$, then $g$ has unique fixed points $\gamma_{1}$ in $\left[\xi_{1}, \xi\right]$ and $\gamma_{2}$ in $\left(\xi, \xi_{2}\right]$, and $g^{\prime}\left(\gamma_{2}\right)>1$. If $g(\xi)>\xi$, then $g$ has no fixed points in $\left[\xi_{1}, \xi\right]$ and $g$ either has zero, 1 , or 2 fixed points in $\left[\xi, \xi_{2}\right]$. If $g$ has exactly one fixed point $\gamma_{1}$ in $\left[\xi, \xi_{2}\right]$, then $g^{\prime}\left(\gamma_{1}\right)=1$ and $g^{\prime \prime}\left(\gamma_{1}\right)>0$. If $g$ has exactly two fixed points $\gamma_{1}<\gamma_{2}$ in [ $\xi, \xi_{2}$ ], then $0<g^{\prime}\left(\gamma_{1}\right)<1$ and $g^{\prime}\left(\gamma_{2}\right)>1$. Because it is very long, we omit the proof.

Corollary 7.2. Suppose $f$ is as in Theorem 7.4 and $f_{n}: \mathbb{R} \rightarrow \mathbb{R}, n \geqq 1$, is a sequence of $C^{1}$ functions such that $f_{n}(x) \rightarrow f(x)$ and $f_{n}^{\prime}(x) \rightarrow f^{\prime}(x)$ uniformly on compact intervals. Assume $f_{n}$ satisfies condition ( 0 ) and positive numbers $A_{n}$ and $B_{n}$ exist such that $f_{n}\left(\left[-B_{n}, A_{n}\right]\right) \subset\left[-B_{n}, A_{n}\right], x f_{n}(x)<0$ for all $x \in\left[-B_{n}, A_{n}\right]-\{0\}$, and $A_{n} \rightarrow \alpha$ and $B_{n} \rightarrow \beta$ as $n \rightarrow \infty$ ( $\alpha$ and $\beta$ are as in the definition of (PM) for $f$ ). If $f_{*}^{2}(\alpha)=\alpha$ or $f_{*}^{2}(\beta)=\beta$, then there exists $\gamma \in(-\beta, \alpha)$ such that $f^{2}(\gamma)=\gamma$ and $\left(f^{2}\right)^{\prime}(\gamma)<-1$, and there exists a sequence $\left(\gamma_{n}\right) \rightarrow \gamma$, defined for $n$ sufficiently large, such that $\gamma_{n} \in\left(-B_{n}, A_{n}\right), f_{n}^{2}\left(\gamma_{n}\right)=\gamma_{n}$ and $\left(f_{n}^{2}\right)^{\prime}\left(\gamma_{n}\right)<-1$.

Proof. This follows immediately from Theorem 7.4 and elementary calculus arguments.
8. The Schwarzian derivative of $f_{k}$. To apply the theory of $\S 7$ to the functions $f_{k}$, we must first show $S f_{k}(x)<0$ for the appropriate ranges of $x$. As the Schwarzian derivative is invariant under translation, it is sufficient to work directly with the functions $f_{k}$ rather than with the corresponding normalized functions

$$
\begin{equation*}
g_{k}(x)=f_{k}\left(x+x_{0}\right)-f_{k}\left(x_{0}\right) . \tag{8.1}
\end{equation*}
$$

Proposition 8.1. For the functions $f_{k}$ we have

$$
\begin{equation*}
S f_{k}(x)<0 \quad \text { whenever } f_{k}^{\prime}(x) \neq 0 \tag{8.2}
\end{equation*}
$$

for the ranges of parameters and values of $x$ in Table 2. Also, hypothesis $\left(\mathrm{NS}_{1}\right)$ or $\left(\mathrm{NS}_{2}\right)$ holds at the fixed point $x_{0}$ for all $\mu>\mu_{0}$ as indicated in Table 2 , where $x_{0}$ and $\mu_{0}$ are as in Table 1.

The data of Table 2 are sufficient but not necessary for the Schwarzian derivative of $f_{k}$ to be negative, or for $\left(\mathrm{NS}_{1}\right)$ or $\left(\mathrm{NS}_{2}\right)$ to hold. For example, we have not ruled out the possibility that in at least part of the range $0<\nu<1$ the condition $\left(\mathrm{NS}_{2}\right)$ might hold for $f_{4}$ or $f_{5}$, rather than the weaker condition ( $\mathrm{NS}_{1}$ ).

Proof. Rather than prove this result by direct (but lengthy) calculation of the Schwarzian derivatives, we use the results of $\S 6$ to simplify our work.

TABLE 2
Ranges where the Schwarzian derivative of $f_{k}$ is negative (provided $f_{k}^{\prime}(x) \neq 0$ ), and where $\left(\mathrm{NS}_{1}\right)$ or $\left(\mathrm{NS}_{2}\right)$ holds at the fixed point $x_{0}$ for all $\mu>\mu_{0}$. The values of $x_{0}$ and $\mu_{0}$ are as in Table 1.

| $k$ | Range where the Schwarzian derivative is negative (where (8.2) holds) | Hypothesis $\left(\mathrm{NS}_{1}\right)$ or $\left(\mathrm{NS}_{2}\right)$ holding at $x_{0}$ for all $\mu>\mu_{0}$ |
| :---: | :---: | :---: |
| 1 | all $x \in \mathbb{R}, \quad \mu \in \mathbb{R}$ | $\left(\mathrm{NS}_{2}\right)$ |
| 2 | all $x \in \mathbb{R}$ when $\mu \geqq 0$ | $\left(\mathrm{NS}_{2}\right)$ |
| 3 | all $x \in \mathbb{R}, \quad \mu, \theta \in \mathbb{R}$ | $\left(\mathrm{NS}_{2}\right)$ when $0 \leqq \theta<\pi / 2$ |
| 4 | $x>0$ when $\nu \geqq 1$ | ( $\mathrm{NS}_{2}$ ) when $\nu \geqq 1$ or $\nu=0$ |
|  | $x>\nu$ when $0 \leqq \nu<1$ | $\left(\mathrm{NS}_{1}\right)$ when $0<\nu<1$ |
| 5 | $x>0$ when $\nu \geqq 1$ and $\lambda>\nu+1$ | $\begin{aligned} & \left(\mathrm{NS}_{2}\right) \text { when } \nu \geqq 1 \text { and } \lambda>\nu+1 \text {, } \\ & \text { or when } \nu=0 \text { and } \lambda>1 \end{aligned}$ |
|  | $x>\left(\frac{\nu}{\lambda-\nu}\right)^{1 / \lambda}$ when $0 \leqq \nu<1$ and $\lambda>\nu+1$ | $\left(\mathrm{NS}_{1}\right)$ when $0<\nu<1$ and $\lambda>\nu+1$ |

The cases $k=1$, 2, and 3 follow immediately from Proposition 6.2. (An easy alternate proof in the case of $f_{3}$ is to note that $S f_{3}(x) \leqq f_{3}^{\prime \prime \prime}(x) / f_{3}^{\prime}(x)=-1$ wherever $f_{3}^{\prime}(x) \neq 0$.) Essentially the same argument as in the proof of Proposition 6.2 also works for $f_{4}$, even though this is not an entire function when $\nu$ is not an integer. Assuming $\mu \neq 0$, for $x>0$ and $x \neq \nu$ we have

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}} \log \left|f_{4}^{\prime}(x)\right|=-\frac{\nu-1}{x^{2}}-\frac{1}{(x-\nu)^{2}}, \tag{8.3}
\end{equation*}
$$

which is negative if $\nu \geqq 1$. If $0<\nu<1$ and $x>\nu$ then (8.3) is bounded above by $-(\nu-1) / x^{2}-1 / x^{2}=-\nu / x^{2}$, and hence is again negative. When $\nu=0$, a direct calculation of the Schwarzian derivative shows that $S f_{4}(x)=-\frac{1}{2}$ for $x>0$. The claims of the proposition now follow directly. In particular, we see that ( $\mathrm{NS}_{1}$ ) holds for $f_{4}$ when $0<\nu<1$ and $\mu>\mu_{0}$, when we note that $f_{4}$ achieves its maximum at $x=\nu$ and this critical point lies to the left of the fixed point $x_{0}$.

The calculations for $f_{5}$ are somewhat more involved, but some simplification can be achieved by considering the reciprocal of this function. Setting $m(x)=\mu / x$ where $\mu \neq 0$, from (iii) of Proposition 6.1 we have that for $x>0$ and $f_{5}^{\prime}(x) \neq 0$

$$
S f_{5}(x)=\operatorname{Sh}(x)
$$

where

$$
h(x)=m\left(f_{5}(x)\right)=x^{-\nu}+x^{\lambda-\nu} .
$$

Further calculation yields

$$
S h(x)=-\frac{P y^{2}+Q y+R}{x^{2}[(\lambda-\nu) y-\nu]^{2}}
$$

where

$$
\begin{aligned}
& P=\frac{1}{2}(\lambda-\nu)^{2}\left[(\lambda-\nu)^{2}-1\right], \\
& Q=\nu(\lambda-\nu)\left[(\lambda-\nu)^{2}+3 \nu(\lambda-\nu)+\nu^{2}+1\right], \\
& R=\frac{1}{2} \nu^{2}\left(\nu^{2}-1\right), \\
& y=x^{\lambda}, \quad y \neq \frac{\nu}{\lambda-\nu} .
\end{aligned}
$$

If $\nu \geqq 0$ and $\lambda>\nu+1$ as in Table 1 then $P>0$ and $Q>0$. If in addition either $\nu \geqq 1$ or $\nu=0$, then $R \geqq 0$, and so $S f_{5}(x)<0$ for $x>0$. In this case $f_{5}$ satisfies ( $\mathrm{NS}_{2}$ ) when $\mu>\mu_{0}$, as claimed. On the other hand, if $\lambda>\nu+1$ but $0<\nu<1$, then a calculation reveals $P y^{2}+Q y+R>0$ at $y=\nu /(\lambda-\nu)$. Thus,

$$
P y^{2}+Q y+R>0 \quad \text { for } y \geqq \frac{\nu}{\lambda-\nu}
$$

because $P>0$ and $Q>0$; hence $S f_{5}(x)<0$ for $x>(\nu /(\lambda-\nu))^{1 / \lambda}$. Again, as $f_{5}$ achieves its maximum at $x=(\nu /(\lambda-\nu))^{1 / \lambda}$ and this point lies to the left of $x_{0}$ when $\mu>\mu_{0}$, it follows that $f_{5}$ satisfies $\left(\mathrm{NS}_{1}\right)$, as claimed.
9. Applications of the general theory to the function $f_{\boldsymbol{k}}$. We will now use the results of $\S 7$ to determine ranges of parameters for which hypothesis (I), (II), or (III) holds for $f_{k}$ at a fixed point $x_{0}$ of Table 1 . In this connection it will first be useful to make a few general remarks.

Suppose that $f(x)$ is a continuous function with fixed point $x_{0}$ and assume that the function $g(x)$ defined by

$$
f\left(x+x_{0}\right)-x_{0}=g(x)
$$

satisfies (PM). Recall that $f$ satisfies (I), (II), or (III) at $x_{0}$ if and only if $g$ satisfies the corresponding hypothesis at zero. If $\alpha, \beta, \xi$, and $\eta$ are the quantities in (PM) for $g$, then define $x_{1}=x_{0}-\beta, x_{2}=x_{0}-\eta, x_{3}=x_{0}+\xi$, and $x_{4}=x_{0}+\alpha$. We are considering the function $f(x)$ on the interval $\left[x_{1}, x_{4}\right]$, and $f(x)>x_{0}$ for $x_{1}<x<x_{0}, f\left(x_{1}\right)=x_{0}$ if $x_{1}>-\infty, f(x)<x_{0}$ for $x_{0}<x<x_{4}$, and $f\left(x_{4}\right)=x_{0}$ if $x_{4}<\infty$. Furthermore, $\left[x_{2}, x_{3}\right]$ is the maximum interval containing $x_{0}$ on which $f$ is monotone decreasing and $f$ is monotone increasing on $\left[x_{1}, x_{2}\right]$ and $\left[x_{3}, x_{4}\right]$. Upon defining the function $f_{*}: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
f_{*}(x)=\left\{\begin{array}{ll}
f\left(x_{2}\right) & \text { in }\left(-\infty, x_{2}\right] \\
f(x) & \text { if } x_{2}>-\infty, \\
f\left(x_{3}\right) & \text { in }\left[x_{2}, x_{3}\right],
\end{array} \quad \text { if } x_{3}<\infty, ~ l\right.
$$

we see that (7.1) and (7.2) of Theorem 7.2 for $g$ become

$$
\begin{array}{ll}
\left(f_{*}^{2}\right)\left(x_{4}\right)<x_{4} & \text { if } x_{4}<\infty, \\
\left(f_{*}^{2}\right)\left(x_{1}\right)>x_{1} & \text { if } x_{1}>-\infty, \tag{9.1}
\end{array}
$$

and

$$
\begin{array}{ll}
f^{2}\left(x_{3}\right) \leqq x_{3} & \text { if } x_{3}<\infty, \\
f_{*}^{2}\left(x_{2}\right) \geqq x_{2} & \text { if } x_{2}>-\infty . \tag{9.2}
\end{array}
$$

Thus if $g$ satisfies (PM) and $f$ is $C^{3}$ with negative Schwarzian derivative on $\left(x_{2}, x_{3}\right)$, then $f$ satisfies hypothesis (I) at $x_{0}$ if and only if the inequalities (9.1) hold, and $f$ satisfies (III) if and only if (9.2) holds.

Now suppose that $f$ is a continuous function with fixed point $x_{0}$, that $g$ satisfies (PM), and $x_{1}, x_{2}, x_{3}$, and $x_{4}$ are as defined above. Suppose that $\varphi$ is a $C^{1}$ function defined on an interval $\left(y_{1}, y_{4}\right)$, that $\varphi^{\prime}(y)>0$ for $y_{1}<y<y_{4}$, and that $\varphi\left(y_{1}\right)=x_{1}$ and $\varphi\left(y_{4}\right)=x_{4}$. If $x_{1}=-\infty$, then assume for convenience that $y_{1}=-\infty$, and similarly if $x_{4}=\infty$, then assume $y_{4}=\infty$. It is easy to check that $f$ satisfies hypothesis (I), (II), or (III) at $x_{0}$ if and only if $\varphi^{-1} f \varphi$ satisfies the corresponding hypothesis at $y_{0}=\varphi^{-1}\left(x_{0}\right)$. Furthermore, writing $h=\varphi^{-1} f \varphi$, we easily verify that

$$
\begin{equation*}
h_{*}=\varphi^{-1} f_{*} \varphi . \tag{9.3}
\end{equation*}
$$

If $f$ is $C^{3}$ on $\left[x_{2}, x_{3}\right]$ and $S f(x)<0$ for $x_{2}<x<x_{3}$, it follows from (9.1)-(9.3) and the above remarks that $h=\varphi^{-1} f \varphi$ satisfies (I) at $y_{0}$ if and only if

$$
\begin{equation*}
\left(h_{*}^{2}\right)\left(y_{4}\right)<y_{4} \quad \text { and } \quad\left(h_{*}^{2}\right)\left(y_{1}\right)>y_{1}, \tag{9.4}
\end{equation*}
$$

where $y_{j}=\phi^{-1}\left(x_{j}\right)$ for $0 \leqq j \leqq 4$. Similarly, $h$ satisfies (III) at $y_{0}$ if and only if

$$
\begin{equation*}
\left(h_{*}^{2}\right)\left(y_{3}\right) \leqq y_{3} \quad \text { and } \quad\left(h_{*}^{2}\right)\left(y_{1}\right) \geqq y_{1} . \tag{9.5}
\end{equation*}
$$

Note that $h$ need not have negative Schwarzian derivative on $\left(y_{2}, y_{3}\right)$.
The above observation sometimes simplifies calculations, since it may be easier to work with $h$ and $h_{*}$ than with $f$ and $f_{*}$.

We now begin the analyses of the functions $f_{k}$. Consider first the function $f_{1}$. We easily see that with $x_{0}$ as in Table 1 and $\mu>\mu_{0}=\frac{3}{4}$ we have $\alpha+x_{0}=\xi+x_{0}=\infty$, $-\beta+x_{0}=-x_{0}$, and $-\eta+x_{0}=0$, so

$$
f_{1^{*}}(x)= \begin{cases}\mu & \text { in }(-\infty, 0] \\ \mu-x^{2} & \text { in }(0, \infty)\end{cases}
$$

We have $f_{1^{*}}^{2}\left(-\eta+x_{0}\right) \geqq-\eta+x_{0}$ if and only if $\mu-\mu^{2} \geqq 0$, and $f_{1^{*}}^{2}\left(-\beta+x_{0}\right) \geqq-\beta+x_{0}$ if and only if $\mu-\mu^{2} \geqq-x_{0}$, that is,

$$
\begin{equation*}
2 \mu^{2}-2 \mu+1<\sqrt{4 \mu+1} \tag{9.6}
\end{equation*}
$$

Inequality (9.6) is equivalent to

$$
\mu^{3}-2 \mu^{2}+2 \mu-2<0,
$$

as a short calculation shows; and this in turn is equivalent to

$$
\mu<\mu_{*} \cong 1.5437
$$

where $\mu_{*}$ is the unique real root of $\mu^{3}-2 \mu^{2}+2 \mu-2=0$. By Theorem 7.1 we conclude from these calculations, and the data of Table 1, that (I) holds at $x_{0}$ if and only if $\frac{3}{4}<\mu<\mu_{*}$, and that (III) holds if and only if $\frac{3}{4}<\mu \leqq 1$.

To determine those values of $\mu$ between $\mu=\frac{3}{4}$ and $\mu=\mu_{*}$ at which (II) holds, we must consider points of period 2 for the map $f_{1}$ in the interval $\left(-\beta+x_{0}, \alpha+x_{0}\right)=$ $\left(-x_{0}, \infty\right)$. Assuming that $\frac{3}{4}<\mu<\mu_{*}$, we consider points $x_{1}$ and $x_{2}$ satisfying

$$
\begin{equation*}
f_{1}\left(x_{1}\right)=x_{2} \quad \text { and } \quad f_{1}\left(x_{2}\right)=x_{1} \tag{9.7}
\end{equation*}
$$

and lying on either side of $x_{0}$ in the above interval:

$$
\begin{equation*}
-x_{0}<x_{1}<x_{0}<x_{2} . \tag{9.8}
\end{equation*}
$$

As noted earlier such points do exist; in fact, in the closed interval $\left[-B+x_{0}, A+x_{0}\right] \subseteq$ $\left(-\beta+x_{0}, \alpha+x_{0}\right)$. Writing out the equations in (9.7) gives, after some manipulation, that $x_{1}+x_{2}=1$ and

$$
\mu=1-x_{1} x_{2} .
$$

Further, the derivative of $f_{1}^{2}$ at either of these points is

$$
\left(f_{1}^{2}\right)^{\prime}\left(x_{1}\right)=\left(f_{1}^{2}\right)^{\prime}\left(x_{2}\right)=f_{1}^{\prime}\left(x_{1}\right) f_{1}^{\prime}\left(x_{2}\right)=4 x_{1} x_{2}=4(1-\mu) .
$$

In the range $\frac{3}{4}<\mu \leqq \frac{5}{4}$ we therefore have $-1 \leqq\left(f_{1}^{2}\right)^{\prime}\left(x_{1}\right)<1$, so (II) holds by Theorem 7.3. Theorem 7.3 also implies the uniqueness of solutions of (9.7) and (9.8) for $\frac{3}{4}<\mu \leqq \frac{5}{4}$. Of course, since $x_{1}+x_{2}=1$, we can also solve for $x_{1}$ and $x_{2}$ and directly obtain uniqueness. If, on the other hand, $\frac{5}{4}<\mu<\mu_{*}$, the same calculations show $\left|\left(f_{1}^{2}\right)^{\prime}\left(x_{j}\right)\right|>1$, and (II) does not hold. Table 3 summarizes our results for $f_{1}$ by indicating the parameter ranges where (I), (II), or (III) holds.

The situation for $f_{2}$ is very similar to that for $f_{1}$. In particular the same sort of analysis as above yields intervals of the parameter $\mu$ in which various hypotheses hold. Thus we easily find that $f_{2}$ satisfies (I) for $1<\mu<3 \sqrt{3} / 2$ and (III) for $1<\mu<\frac{3}{2}$. If $f_{2}\left(x_{1}\right)=x_{2}$ and $f_{2}\left(x_{2}\right)=x_{1}$, where $-\sqrt{\mu}<x_{2}<0<x_{1}<\sqrt{\mu}$, then $x_{1} f_{2}\left(x_{1}\right)-x_{2} f_{2}\left(x_{2}\right)=0$, from which we derive $\mu=x_{1}^{2}+x_{2}^{2}$, if $x_{1} \neq-x_{2}$, or $x_{1}=-x_{2}$. The equation

$$
f_{2}\left(x_{1}\right)-x_{2}-f_{2}\left(x_{2}\right)+x_{1}=0
$$

implies

$$
x_{1}^{2}+x_{1} x_{2}+x_{2}^{2}=\mu-1,
$$

so if $x_{1} \neq-x_{2}$ we have $x_{1}^{2}+x_{2}^{2}=\mu$ and

$$
\begin{equation*}
x_{1} x_{2}=-1 . \tag{9.9}
\end{equation*}
$$

Now if $x_{2}=-x_{1}^{-1}$, a simple calculation shows that the defining equations for $x_{2}$ and $x_{1}$ are equivalent to the single equation

$$
\begin{equation*}
x_{1}^{4}-\mu x_{1}^{2}=-1 . \tag{9.10}
\end{equation*}
$$

The quadratic equation (9.10) has a real, positive solution if and only if $\mu \geqq 2$. Therefore, if $1<\mu<2$, we must have $x_{2}=-x_{1}$. Since $f_{2}$ is odd, the defining equations for $x_{1}$ and $x_{2}$ reduce to the single equation

$$
f_{2}\left(x_{1}\right)=x_{1}^{3}-\mu x_{1}=-x_{1},
$$

so we obtain

$$
\begin{equation*}
x_{1}=\sqrt{\mu-1} \quad \text { and } \quad x_{2}=-\sqrt{\mu-1} \tag{9.11}
\end{equation*}
$$

Substituting (9.11) into the following equation, we obtain

$$
\begin{align*}
\left(f_{2}^{2}\right)^{\prime}\left(x_{1}\right)=f_{2}^{\prime}\left(x_{2}\right) f_{2}^{\prime}\left(x_{1}\right) & =\left(3 x_{2}^{2}-\mu\right)\left(3 x_{1}^{2}-\mu\right)  \tag{9.12}\\
& =(2 \mu-3)^{2} .
\end{align*}
$$

Equation (9.12) implies that $\left|\left(f_{2}^{2}\right)^{\prime}\left(x_{j}\right)\right|<1$ if $1<\mu<2$, so (II) holds for $1<\mu<2$. On the other hand, if $\mu>2$ and we take $x_{2}=-x_{1}$, Theorem 7.3 and (9.12) imply that (II) is not satisfied.

Finally, if $\mu=2$, a direct calculation using the above information shows that $x_{1}=1$ and $x_{2}=-1$ are the only nonzero fixed points of $f_{2}^{2}$ and

$$
\left(f_{2}^{3}\right)^{\prime \prime}\left(x_{1}\right)=0,
$$

so Theorem 7.3 again implies that (II) is satisfied. All of this information is summarized in Table 3.

Table 3
$f_{k}(x)$ satisfies (I) at $x_{0}$ if and only if $\mu_{0}<\mu<\mu_{1}, f_{k}(x)$ satisfies (II) if and only if $\mu_{0}<\mu \leqq \mu_{2}$, and $f_{k}(x)$ satisfies (III) at $x_{0}$ if and only if $\mu_{0}<\mu \leqq \mu_{3}$.

| $k$ | $x_{0}$ | $\mu_{0}$ | $\mu_{1}$ | $\mu_{2}$ | $\mu_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $(-1+\sqrt{4 \mu+1}) / 2$ | $\frac{3}{4}$ | $\mu_{1}^{3}-2 \mu_{1}^{2}+2 \mu_{1}-2=0$ | $\frac{5}{4}$ | 1 |
| 2 | 0 | 1 | $\mu_{1} \cong 1.5437$ |  |  |
| $3 \sqrt{3} / 2$ | 2 | $\frac{3}{2}$ |  |  |  |

For the map $f_{3}$ with fixed point $x_{0}=0$ and parameter $\theta$ chosen in the range $0 \leqq \theta<\pi / 2$ established earlier, we again find intervals of $\mu$ in which (I) and (III) hold. The range where (II) holds, however, is still not clear. Recall the critical value $\mu_{0}=\mu_{0}(\theta)=1 / \cos \theta$ from Table 1.

Theorem 9.1. There exist continuous functions

$$
\rho_{3}, \tau_{3}:\left[0, \frac{\pi}{2}\right) \rightarrow(0, \infty)
$$

satisfying

$$
\mu_{0}(\theta)=\frac{1}{\cos \theta}<\rho_{3}(\theta)<\tau_{3}(\theta)
$$

such that if $0 \leqq \theta \leqq \pi / 2$, then (I) holds for $f_{3}$ at $x_{0}=0$ if and only if $\mu_{0}(\theta)<\mu<\tau_{3}(\theta)$, and (III) holds if and only if $\mu_{0}(\theta)<\mu \leqq \rho_{3}(\theta)$.

Motivated by the results for $f_{1}$ and $f_{2}$, we might expect the existence of a third function $\sigma_{3}$ satisfying $\rho_{3}(\theta)<\sigma_{3}(\theta)<\tau_{3}(\theta)$ and such that (II) holds if and only if $\mu_{0}(\theta)<\mu \leqq \sigma_{3}(\theta)$. We believe this to be the case, but we have not pursued this question here. However, we can easily prove by an implicit function theorem argument that condition (II) holds for $\mu_{0}(\theta)<\mu<\rho_{3}(\theta)+\delta_{3}(\theta)$ for some sufficiently small $\delta_{3}(\theta)>0$ : the period 2 points $\left\{x_{1} x_{2}\right\}$ of $f_{3}$ for $\mu=\rho_{3}(\theta)$ are "super-stable" (that is, $\left(f_{3}^{2}\right)^{\prime}\left(x_{1}\right)=$ $\left.\left(f_{3}^{2}\right)^{\prime}\left(x_{2}\right)=0\right)$ and so must persist for $\mu$ slightly larger than $\rho_{3}(\theta)$. On the other hand, Corollary 7.2 implies that there exists $\delta_{4}(\theta)>0$ such that for $\tau_{3}(\theta)-\delta_{4}(\theta)<\mu<\tau_{3}(\theta)$ the function $f_{3}^{2}$ has a fixed point $\gamma$ (in the relevant interval) such that $\left(f_{3}^{2}\right)^{\prime}(\gamma)<-1$, and this implies (II) fails for $\tau_{3}(\theta)-\delta_{4}(\theta)<\mu<\tau_{3}(\theta)$. By using Remark 7.1 we can also show that, for $\theta$ near zero and $\mu$ near $\tau_{3}(\theta), f_{3}^{2}$ has a second fixed point $\bar{\gamma}$ for which $\left(f_{3}^{2}\right)^{\prime}(\bar{\gamma})>1$.

Proof of Theorem 9.1. Assuming $\mu>0$ and $0 \leqq \theta<\pi / 2$, we note the following values:

$$
\alpha=\pi-\theta \leqq \beta=\pi+\theta, \quad \xi=\frac{\pi}{2}-\theta \leqq \eta=\frac{\pi}{2}+\theta
$$

for $f_{3}$ in condition (PM). We also note the following formulas:

$$
\begin{aligned}
& f_{3^{*}}(\alpha)=f_{3^{*}}(\xi)=-\mu(1-\sin \theta), \\
& f_{3^{*}}(-\beta)=f_{3^{*}}(-\eta)=\mu(1+\sin \theta)
\end{aligned}
$$

In order to use Theorem 7.1 for determining when (I) or (III) holds, we must calculate both $\left(f_{3^{*}}^{2}\right)(\alpha)=\left(f_{3^{*}}^{2}\right)(\xi)$ and $\left(f_{3^{*}}^{2}\right)(-\beta)=\left(f_{3^{*}}^{2}\right)(-\eta)$, and examine (7.1) or (7.2). In fact, we claim

$$
\begin{align*}
& f_{3^{*}}^{2}(\alpha)<\alpha \quad \text { implies } f_{3^{*}}^{2}(-\beta)>-\beta \\
& f_{3^{*}}^{2}(\xi) \leqq \xi \quad \text { implies } f_{3^{*}}^{2}(-\eta) \geqq-\eta \tag{9.13}
\end{align*}
$$

Thus, we need only verify the inequality $f_{3^{*}}^{2}(\alpha)<\alpha$ to conclude (I), and $f_{3^{*}}^{2}(\xi) \leqq \xi$ to conclude (III).

We prove only the first implication (9.13), as the proof of the other is similar. Suppose

$$
\begin{equation*}
f_{3^{*}}^{2}(-\beta) \leqq-\beta \tag{9.14}
\end{equation*}
$$

Then as $f_{3^{*}}$ achieves its minimum at $x=\xi$, we have

$$
\begin{equation*}
f_{3^{*}}(\xi) \leqq-\beta \tag{9.15}
\end{equation*}
$$

from (9.14), and so

$$
\begin{equation*}
f_{3^{*}}^{2}(\xi)=f_{3^{*}}(-\beta) \tag{9.16}
\end{equation*}
$$

as $f_{3^{*}}$ is constant to the left of $-\beta$. Thus, from (9.14)-(9.16) we obtain

$$
\begin{aligned}
f_{3^{*}}^{2}(\alpha) & =f_{3^{*}}^{2}(\xi)=f_{3^{*}}(-\beta)=\mu(1+\sin \theta) \\
& \geqq \mu(1-\sin \theta)=-f_{3^{*}}(\xi) \geqq \beta \geqq \alpha .
\end{aligned}
$$

The required inequality $f_{3^{*}}^{2}(\alpha) \geqq \alpha$, from which the implication (9.13) follows, is now proved.

We now calculate the quantity

$$
\begin{equation*}
\left(f_{3^{*}}^{2}\right)(\xi)=\left(f_{3^{*}}^{2}\right)(\alpha)=f_{3^{*}}(-\mu(1-\sin \theta)) \tag{9.17}
\end{equation*}
$$

and compare it with either $\alpha$ or $\xi$, as described above. Let $h_{3}(\mu, \theta)$ denote $\left(f_{3^{*}}^{2}\right)(\alpha)$; then we easily see

$$
h_{3}(\mu, \theta)= \begin{cases}\mu[\sin \theta-\sin (\theta-\mu(1-\sin \theta))] \quad \text { if } \mu \leqq \frac{\pi / 2+\theta}{1-\sin \theta}, \\ \mu(1+\sin \theta) \quad \text { if } \mu \geqq \frac{\pi / 2+\theta}{1-\sin \theta} .\end{cases}
$$

A simple calculation shows that $\partial h_{3}(\mu, \theta) / \partial \mu>0$ for all $\mu>0$ in the two ranges of $\mu$ for which $h_{3}$ is defined. Thus $h_{3}(\mu, \theta)$ is strictly increasing in $\mu$, for each fixed $\theta \in[0, \pi / 2)$, and assumes every positive value exactly once for $\mu>0$. Thus there exist continuous functions $\rho_{3}, \tau_{3}:[0, \pi / 2) \rightarrow(0, \infty)$ satisfying

$$
h_{3}\left(\rho_{3}(\theta), \theta\right)=\alpha=\pi-\theta, \quad h_{3}\left(\tau_{3}(\theta), \theta\right)=\xi=\pi / 2-\theta .
$$

By Theorem 7.2 we also have

$$
h_{3}(1 / \cos , \theta)<\xi
$$

since $f_{3}^{\prime}(0)=-1$ when $\mu=1 / \cos \theta$. Thus,

$$
1 / \cos \theta<\rho_{3}(\theta)<\tau_{3}(\theta)
$$

and the result follows immediately.
As has already been noted in $\S 3$, if the function $f_{3}$ is not in our normal form, there may be some difficulties in determining the ranges of the original parameters for which (I) or (III) is satisfied. To illustrate this point, we consider

$$
\begin{equation*}
\varepsilon \dot{x}(t)=-x(t)+\mu(1-\sin (x(t-1))) \tag{9.18}
\end{equation*}
$$

which has been studied numerically by Chow and Green [4]. For each $\mu>0$, we can easily see that

$$
\begin{equation*}
\mu(1-\sin x)=x, \quad 0<x<\pi / 2 \tag{9.19}
\end{equation*}
$$

has a unique fixed point $\theta=\theta(\mu) \in(0, \pi / 2)$, and using the implicit function theorem we can see that $\theta^{\prime}(\mu)>0$ for $\mu>0$. The question is does $\mu(1-\sin x)$ satisfy condition (I) or (III) at $x=\theta(\mu)$.

Proposition 9.1. For each $\mu>0$, the function $\mu f(x)=\mu(1-\sin x)$ has a unique fixed point $\theta=\theta(\mu) \in(0, \pi / 2)$. There exist numbers $\mu_{0}$ ( $\mu_{0}$ is approximately equal to 1.1773) and $\mu_{1}$ ( $\mu_{1}$ is approximately equal to 2.3879 ) such that $\mu f(x)$ satisfies (I) at
$\theta(\mu)$ if and only if $\mu_{0}<\mu<\mu_{1}$ and $\mu f(x)$ satisfies (III) at $\theta(\mu)$ if and only if $\mu_{0}<\mu \leqq$ $\pi / 2$. The equation

$$
\frac{\theta \cos \theta}{1-\sin \theta}=1, \quad 0<\theta<\frac{\pi}{2},
$$

has a unique solution $\theta_{0} \in(0, \pi / 2)$ and $\mu_{0}=\theta_{0} /\left(1-\sin \theta_{0}\right)$. The equation

$$
\theta+\left(\frac{\theta}{1-\sin \theta}\right)=\pi, \quad 0<\theta<\frac{\pi}{2}
$$

has a unique solution $\theta_{1} \in(0, \pi / 2)$ and $\mu_{1}=\theta_{1} /\left(1-\sin \theta_{1}\right)$.
Proof. The idea of the proof is to parameterize by the fixed point $\theta \in(0, \pi / 2)$ instead of by $\mu$. If $\theta \in(0, \pi / 2)$ is the fixed point of $\mu f(x)$, then

$$
\mu=\frac{\theta}{1-\sin \theta} .
$$

Thus, for $0<\theta<\pi / 2$, define $g(x, \theta)=g_{\theta}(x)$ by

$$
g(x, \theta)=g_{\theta}(x)=\left(\frac{\theta}{1-\sin \theta}\right)(1-\sin (x+\theta))-\theta
$$

We can easily check that the map $\theta \rightarrow(\theta / 1-\sin \theta)$ ) is strictly increasing for $0<\theta<\pi / 2$ and

$$
\begin{aligned}
& \{\mu: \mu f(x) \text { satisfies (III) at } \theta(\mu)\} \\
& \quad=\left\{\theta /(1-\sin \theta): 0<\theta<\pi / 2 \text { and } g_{\theta}(x) \text { satisfies (III) at zero }\right\}
\end{aligned}
$$

with an analogous equation concerning (I). If the numbers $\alpha=\alpha(\theta), \beta=\beta(\theta), \xi=\xi(\theta)$, and $\eta=\eta(\theta)$ are as in the definition of condition (PM) for $g_{\theta}$, then $\alpha=\pi-2 \theta$, $\beta=\pi+2 \theta, \xi=\pi / 2-\theta$, and $\eta=\pi / 2+\theta$. The same argument as in Theorem 9.1 shows that $g_{\theta}$ satisfies (III) if and only if

$$
\begin{align*}
& \left(g_{\theta^{*}}^{2}\right)\left(\frac{\pi}{2}-\theta\right) \leqq \frac{\pi}{2}-\theta  \tag{9.20}\\
& g_{\theta}^{\prime}(0)=-\left(\frac{\theta \cos \theta}{1-\sin \theta}\right)<-1 \tag{9.21}
\end{align*}
$$

Since $g_{\theta^{*}}(\pi / 2-\theta)=-\theta>-\eta$, we easily compute that (9.20) holds if and only if

$$
\begin{equation*}
\left(\frac{\theta}{1-\sin \theta}\right) \leqq \frac{\pi}{2} \tag{9.22}
\end{equation*}
$$

Thus $g_{\theta}, 0<\theta<\pi / 2$, satisfies (III) if and only if (9.21) and (9.22) hold. Similarly, we see that $g_{\theta}$ satisfies (I) if and only if (9.21) is valid and

$$
\begin{align*}
& \left(g_{\theta^{*}}^{2}\right)(\pi-2 \theta)=\left(\frac{\theta}{1-\sin \theta}\right)-\theta<\pi-2 \theta, \quad \text { that is, } \\
& \left(\frac{\theta}{1-\sin \theta}\right)+\theta<\pi, \quad 0<\theta<\frac{\pi}{2} . \tag{9.23}
\end{align*}
$$

It remains to study where (9.21)-(9.23) hold. Obviously the function $(\theta /(1-$ $\sin \theta))+\theta=h(\theta)$ satisfies $h(0)=0, \lim _{\theta \rightarrow \pi / 2} h(\theta)=\infty$ and $h^{\prime}(\theta)>0$ for $0<\theta<\pi / 2$, so there is a unique number $\theta_{1}$ such that

$$
h\left(\theta_{1}\right)=\pi \text { and } h(\theta)<\pi \text { if and only if } 0<\theta_{1}<\pi
$$

In order to study where $k(\theta)=(\theta \cos \theta /(1-\sin \theta))>1$ for $\theta \in(0, \pi / 2)$, first observe that the mean value theorem gives

$$
1-\sin \theta=\left(\frac{\pi}{2}-\theta\right) \cos (\psi), \quad \theta<\psi<\frac{\pi}{2} .
$$

If $\pi / 4 \leqq \theta \leqq \pi / 2$, this implies

$$
k(\theta)=\left(\frac{\theta}{\pi / 2-\theta}\right)\left(\frac{\cos \theta}{\cos \psi}\right)>1 .
$$

On the other hand, if $0<\theta<\pi / 4$ we have

$$
k^{\prime}(\theta)=\left[(\cos \theta-\theta \sin \theta)(1-\sin \theta)+\theta \cos ^{2} \theta\right](1-\sin \theta)^{-2} .
$$

Because we also have

$$
\cos \theta-\theta \sin \theta>\cos \theta-\sin \theta \geqq 0 \quad \text { for } 0<\theta \leqq \pi / 4,
$$

we conclude that $k^{\prime}(\theta)>0$ for $0<\theta \leqq \pi / 4$. From the above facts it follows that $k(\theta)=1$ has a unique solution $\theta_{0} \in(0, \pi / 2)$, that $0<\theta_{0}<\pi / 4$, and that $k(\theta)>1$ for $\theta \in(0, \pi / 2)$ if and only if $\theta_{0}<\theta<\pi / 2$. This completes the proof of the proposition. (Approximate values of $\theta_{0}$ and $\theta_{1}$, and hence of $\mu_{0}$ and $\mu_{1}$, can easily be computed using Newton's method.)

Proposition 9.1 and the results summarized in $\S 2$ provide some explanation of the numerical results in [4]. For example, if $\mu_{0}<\mu \leqq \pi / 2$ we see for small $\varepsilon$ the regular SOP-solutions predicted by Theorem 2.3. Theorem 2.1 asserts that SOP-solutions persist for $\mu_{0}<\mu<\mu_{1}$ and $\varepsilon>0$ sufficiently small. However, these solutions apparently lose stability for $\mu$ near $\mu_{1}$ and $\varepsilon>0$ small: for $\mu$ near $\mu_{1}$ Chow and Green appear to have found, numerically, periodic solutions that are not SOP-solutions.

We now want to examine when (I), (II), or (III) is satisfied by the functions $f_{4}$ or $f_{5}$. With $k=4$ or $k=5$ and fixed parameters $\nu \geqq 0$ and $\lambda>\nu+1$ (when $k=5$ ), we will write

$$
\begin{equation*}
f_{k}(x)=\mu \bar{f}_{k}(x) \tag{9.24}
\end{equation*}
$$

where the function $\bar{f}_{k}(x)$ does not depend on $\mu$. In our next several theorems we will discuss the range of $\mu$ for which the functions $f_{4}$ and $f_{5}$ satisfy (I) or (III), and we will return later to (II). The next theorem provides a reasonably sharp and general answer concerning when (III) holds for functions $\mu \bar{f}(x)$; the question of (I) seems more difficult.

Theorem 9.2. Assume $\bar{f}:(0, \infty) \rightarrow(0, \infty)$ is a $C^{3}$ function and there exists a number $\theta \geqq 0$ such that $\bar{f}^{\prime}(s)>0$ for $0<s<\theta$ and $\bar{f}^{\prime}(s)<0$ for $s>\theta$. Assume there exists a unique number $s_{0}>\theta$ such that

$$
\left.\frac{d}{d s}(s \bar{f}(s))\right|_{s=s_{0}}=0
$$

and assume also

$$
\left.\frac{d}{d s}(s \bar{f}(s))\right|_{s=s_{0}}<0 \quad \forall s>s_{0} .
$$

Finally, assume $(S \bar{f})(x)<0$ for $x>\theta$. Define functions $\mu(s), x_{1}(s), x_{2}(s)$, and $x_{3}(s)$ by $\mu(s)=s(\bar{f}(s))^{-1}, x_{1}(s)=\mu(s) \bar{f}(\theta)$, and

$$
x_{j}(s)=\mu(s) \bar{f}\left(x_{j-1}(s)\right) \quad \text { for } j \geqq 2 .
$$

If $x_{0}(\mu)$ denotes the unique fixed $x$ of $\mu f(x)$ such that $x \geqq \theta\left(\right.$ for $\left.\mu \geqq \theta(\bar{f}(\theta))^{-1}\right)$, then

$$
\left\{\mu: \mu \bar{f}(x) \text { satisfies (I) at } x_{0}(\mu)\right\}=\left\{\mu(s): s>s_{0} \text { and } x_{3}(s)>s\right\}
$$

and

$$
\left\{\mu: \mu f(x) \text { satisfies (III) at } x_{0}(\mu)\right\}=\left\{\mu(s): s>s_{0} \text { and } x_{2}(s) \geqq \theta\right\} .
$$

There exists a number $\rho>\mu\left(s_{0}\right) \equiv \mu_{0}$ such that

$$
\left\{\mu: \mu f(x) \text { satisfies (III) at } x_{0}(\mu)\right\}=\left(\mu_{0}, \rho\right],
$$

and $\rho<\infty$ if $\lim _{x \rightarrow \infty} x \bar{f}(x)=0$. The number $\rho$ is $z(\bar{f}(\theta))^{-1}$ where $z$ is the unique solution of $z \bar{f}(z)=\theta \bar{f}(\theta)$ such that $z>s_{0}$ (if such a solution exists).

If $D$ is an open subset of $\mathbb{R}^{m}$ and $\bar{f}:(0, \infty) \times D \rightarrow(0, \infty)$ is a $C^{3}$ map such that $x \rightarrow \bar{f}(x, \gamma)$ satisfies the conditions of our theorem for each $\gamma \in D$ (so $\theta=\theta(\gamma)$ and $s_{0}=s_{0}(\gamma)$ exist and are easily proven to be continuous), then the number $\rho=\rho(\gamma)$ is also a continuous function of $\gamma$. (If $\rho(\gamma)=\infty$ for some $\gamma$, continuity is interpreted in the obvious way.)

Proof. First assume $\bar{f}$ is independent of $\gamma \in D$. For a given $\mu>0$ let $x_{0}=x_{0}(\mu) \geqq \theta$ and define $\delta=\delta(\mu) \leqq \theta$ by

$$
\bar{f}(\delta)=\bar{f}\left(x_{0}\right) .
$$

Theorem 4.1 implies that $\mu \bar{f}(x)$ satisfies condition ( 0 ) at $x_{0}$ if and only if $\mu>\mu_{0}=$ $s_{0}\left(\bar{f}\left(s_{0}\right)\right)^{-1}=\mu\left(s_{0}\right)$, and the results of § 7 imply that $\mu \bar{f}(x)$ satisfies (III) at $x_{0}$ if and only if $\mu>\mu_{0}$ and

$$
\begin{equation*}
(\mu \bar{f})^{2}(\theta) \geqq \theta \tag{9.25}
\end{equation*}
$$

where $(\mu \bar{f})^{j}$ is the composition of $\mu \bar{f}$ with itself $j$ times. Similarly, $\mu \bar{f}(x)$ satisfies (I) at $x_{0}$ if and only if $\mu>\mu_{0}$ and

$$
(\mu \bar{f})^{2}(\theta)>\delta=\delta(\mu),
$$

or equivalently $\mu>\mu_{0}$ and

$$
\begin{equation*}
(\mu \bar{f})^{3}(\theta)>x_{0}(\mu) \tag{9.26}
\end{equation*}
$$

(Note that $\mu \bar{f}(\theta)>\mu \bar{f}\left(x_{0}\right)=x_{0}$, so $(\mu \bar{f})^{2}(\theta)<x_{0}$.)
As in Theorem 4.1 the key idea is to parameterize by $s=x_{0}(\mu)$ instead of $\mu$. Since $\mu \bar{f}\left(x_{0}\right)=x_{0}$, this gives

$$
\mu=s(\bar{f}(s))^{-1}=\mu(s),
$$

which is an increasing function of $s$ for $s \geqq \theta$. In terms of this parameterization we find that $\mu(s) \bar{f}(x)$ satisfies (III) at $s>\theta$ if and only if $s>s_{0}$ and

$$
\begin{equation*}
x_{2}(s) \geqq \theta . \tag{9.27}
\end{equation*}
$$

Similarly, we see that $\mu(s) \bar{f}(x)$ satisfies (I) at $s$ if and only if $s>s_{0}$ and

$$
\begin{equation*}
x_{3}(s)>s . \tag{9.28}
\end{equation*}
$$

Since Theorem 7.2 and Corollary 7.1 imply that there exists $\delta>0$ such that $\mu(s) \bar{f}(x)$ satisfies (III) for $s_{0}<s \leqq s_{0}+\delta$, we have proved the first part of the theorem.

It remains to prove that (III) is satisfied on an interval ( $\mu_{0}, \rho$ ]. Equivalently, it suffices to prove that

$$
\left\{s: s>s_{0}, x_{2}(s) \geqq \theta\right\}
$$

is an interval. We know that $x_{2}(s)>\theta$ for $s$ near $s_{0}$, so it suffices to prove $x_{2}^{\prime}(s)<0$ for $s>s_{0}$. A calculation gives

$$
x_{1}^{\prime}(s)=\bar{f}(\theta)(\bar{f}(s))^{-2}\left[\bar{f}(s)-s \bar{f}^{\prime}(s)\right],
$$

and since $\bar{f}^{\prime}(s)<0$ for $s>s_{0}, x_{1}^{\prime}(s)>0$ for all $s>s_{0}$. Note that we have

$$
\mu(s) \bar{f}(\theta)=x_{1}(s)>\mu(s) \bar{f}(s)=s>s_{0},
$$

so we find that

$$
\lim _{s \rightarrow \infty} x_{1}(s)=\infty .
$$

We can write

$$
\mu(s)=x_{1}(s)(\bar{f}(\theta))^{-1},
$$

so if we define $g(x)=(\bar{f}(\theta))^{-1} x \bar{f}(x)$,

$$
x_{2}(s)=g\left(x_{1}(s)\right), \quad x_{2}^{\prime}(s)=g^{\prime}\left(x_{1}(s)\right) x_{1}^{\prime}(s) .
$$

However, $x_{1}(s)>s_{0}$ and we have assumed that $g^{\prime}(x)<0$ for $x>s_{0}$, so $x_{2}^{\prime}(s)<0$.
If $\sigma>s_{0}$ is such that $x_{2}(\sigma)=\theta$, and if $z=x_{1}(\sigma)$ the above calculation shows that $z \bar{f}(z)=\theta \bar{f}(\theta)$ and $\rho=\mu(\sigma)=z(\bar{f}(\theta))^{-1}$.

If we assume $\lim _{x \rightarrow \infty} x \bar{f}(x)=0$, we obtain (because $x_{1}(s) \rightarrow \infty$ as $s \rightarrow \infty$ ) the following

$$
\lim _{s \rightarrow \infty} x_{2}(s)=\lim _{s \rightarrow \infty} g\left(x_{1}(s)\right)=0 .
$$

This implies that for all large $s, x_{2}(s)<\theta$, so $\rho$ is finite in this case.
If $\bar{f}$ depends on a parameter $\gamma \in D$, the continuity of $\rho(\gamma)$ follows easily from the implicit function theorem at points where $\rho(\gamma)<\infty$, and continuity at points $\gamma$ where $\rho(\gamma)=\infty$ is also easy. Details are left to the reader.

Remark (9.1). If $\bar{f}:(0, \infty) \rightarrow(0, \infty)$ is as Theorem 9.2 and $\varphi:(\alpha, \beta) \rightarrow(0, \infty)$ is a $C^{1}$ map onto $(0, \infty)$ with positive derivative, the remarks at the beginning of this section show that $\varphi^{-1}(\mu \bar{f}) \varphi$ satisfies (I) or (III) if and only if $\mu \bar{f}$ satisfies (I) or (III).

As an immediate consequence of Theorem 9.2 we obtain Theorem 9.3.
Theorem 9.3. Let $f_{k}(x), k=4$ or 5 , be as usual and assume $\nu>0$ and $\lambda>\nu+1$ if $k=5$. Define $\mu_{k}(s)=s\left(\bar{f}_{k}(s)\right)^{-1}$ and define $\theta_{k}=\nu$ for $k=4$ and $\theta_{k}^{\lambda}=\nu(\lambda-\nu)^{-1}$ for $k=5$. Define $\sigma_{k}=\nu+1$ for $k=4$ and $\sigma_{k}^{\lambda}=(\nu+1)(\lambda-v-1)^{-1}$ for $k=5$. Define $z_{k}$ to be the unique solution $z>\sigma_{k}$ of

$$
z \bar{f}_{k}(z)=\theta_{k} \bar{f}_{k}\left(\theta_{k}\right)
$$

If $x_{0}$ denotes generically the unique fixed point greater than $\theta_{k}$ of $\mu \bar{f}_{k}(x)$, then

$$
\left\{\mu: \mu \bar{f}_{k}(x) \text { satisfies (III) at } x_{0}\right\}=\left(\mu_{k}\left(\sigma_{k}\right), \rho_{k}\right],
$$

where $\rho_{k}=z_{k}\left(\bar{f}_{k}\left(\theta_{k}\right)\right)^{-1}$ is a continuous function of $\nu$ and $\lambda$. If $x_{1}(s)=\mu_{k}(s) \bar{f}_{k}\left(\theta_{k}\right)$ and $x_{j}(s)=\mu_{k}(s) \bar{f}_{k}\left(x_{j-1}(s)\right)$ for $j \geqq 2$, then

$$
\left\{\mu: \mu \bar{f}_{k}(x) \text { satisfies (I) at } x_{0}\right\}=\left\{\mu_{k}(s): s>\sigma_{k} \text { and } x_{3}(s)>s\right\} .
$$

If $\nu=0$, then $\mu \bar{f}_{k}(x)$ satisfies (III) at $x_{0}$ for all $\mu>\mu_{0}$.
Proof. The number $\theta_{k}$ plays the role of $\theta$ in Theorem 9.2, and $\sigma_{k}$ the role of $s_{0}$. We have already verified the negative Schwarzian condition on $\bar{f}_{k}$ and the other hypotheses of Theorem 9.2 are easily verified, so Theorem 9.3 follows directly from Theorem 9.2.

We now want to study more precisely when $\mu \bar{f}_{4}(x)$ satisfies (I). It is convenient to give a calculus lemma first.

Lemma 9.1. If $\nu>0$, then

$$
\begin{equation*}
\left(\frac{\nu+2}{\nu}\right)^{\nu+1}>e^{2} \tag{9.29}
\end{equation*}
$$

and if $\nu \geqq 1$

$$
\begin{equation*}
e<\left(\frac{\nu+2}{\nu+1}\right)\left(\frac{\nu+1}{\nu}\right)^{\nu} . \tag{9.30}
\end{equation*}
$$

If $0 \leqq c<\sqrt{5}-2$, then there exists $\nu(c) \geqq 1$ such that the following inequality is valid for $\nu \geqq \nu(c):$

$$
\begin{equation*}
e^{1+c} \leqq\left(\frac{\nu+1+c}{\nu}\right)^{\nu}\left(\frac{\nu+2}{\nu+1+c}\right) . \tag{9.31}
\end{equation*}
$$

Proof. By taking natural logarithms we see that (9.29) is equivalent to proving

$$
(\nu+1) \log \left(1+\frac{2}{\nu}\right)>2
$$

and the above inequality is equivalent to

$$
(\nu+1) \int_{0}^{2 / \nu}\left(\frac{1}{1+t}\right) d t>\int_{0}^{2 / \nu} \nu d t
$$

The above inequality is equivalent to

$$
\int_{0}^{1 / \nu}\left(\frac{1-\nu t}{1+t}\right) d t=I_{1}>\int_{1 / \nu}^{2 / \nu}\left(\frac{\nu t-1}{1+t}\right) d t=I_{2} .
$$

Change variables in $I_{1}$ by setting $t=1 / \nu-\rho$ to obtain

$$
I_{1}=\int_{0}^{1 / \nu}\left(\frac{\nu \rho}{1+(1 / \nu)-\rho}\right) d \rho
$$

and change variables in $I_{2}$ by setting $t=1 / \nu+\rho$ to obtain

$$
I_{2}=\int_{0}^{1 / \nu}\left(\frac{\nu \rho}{1+(1 / \nu)+\rho}\right) d \rho
$$

Since $\nu>0$, we have

$$
\nu \rho\left(1+\nu^{-1}-\rho\right)^{-1}>\nu \rho\left(1+\nu^{-1}+\rho\right)^{-1} \quad \text { for } 0<\rho<\nu^{-1}
$$

so $I_{1}>I_{2}$.
The proofs of (9.30) and (9.31) are like the proof of (9.29). If $\nu \geqq 1,(9.30)$ is equivalent to

$$
1<\log \left(1+\frac{1}{\nu+1}\right)+\nu \log \left(1+\frac{1}{\nu}\right)
$$

Expressing both sides as integrals, the above inequality is equivalent to proving

$$
\int_{0}^{1 / \nu} \nu d t<\int_{0}^{1 / \nu}\left(\frac{\nu+1}{1+t}\right) d t-\int_{1 /(\nu+1)}^{1 / \nu}\left(\frac{1}{1+t}\right) d t .
$$

Simplification shows that the above inequality is equivalent to

$$
\begin{equation*}
0<\int_{0}^{1 /(\nu+1)}\left(\frac{1-\nu t}{1+t}\right) d t-\int_{1 /(\nu+1)}^{1 / \nu}\left(\frac{\nu t}{1+t}\right) d t=J_{1}-J_{2} \tag{9.32}
\end{equation*}
$$

Making the change of variables $t=1 / \nu-\rho$ in $J_{2}$, we have

$$
\begin{equation*}
J_{2}=\int_{0}^{1 / \nu-1 /(\nu+1)}\left(\frac{1-\nu t}{1+\nu^{-1}-t}\right) d t \tag{9.33}
\end{equation*}
$$

Since $\nu \geqq 1$ we can easily verify that

$$
(\nu+1)^{-1} \geqq \nu^{-1}-(\nu+1)^{-1}
$$

and using (9.32) and (9.33) we see that $J_{1}>J_{2}$ if

$$
\begin{equation*}
(1-\nu t)(1+t)^{-1}>(1-\nu t)\left(1+\nu^{-1}-t\right)^{-1} \quad \text { for } 0<t<\nu^{-1}-(\nu+1)^{-1} \tag{9.34}
\end{equation*}
$$

However, again using that $\nu \geqq 1$, we can check that inequality (9.34) holds, so $J_{1}>J_{2}$.
By taking logarithms we see that inequality (9.31) is equivalent to

$$
1+c \leqq \nu \log \left(1+\frac{1+c}{\nu}\right)+\log \left(1+\frac{1-c}{\nu+1+c}\right)
$$

or, by expressing both sides as integrals,

$$
\int_{0}^{(1+c) / \nu} \nu d t \leqq \int_{0}^{(1+c) / \nu}\left(\frac{\nu}{1+t}\right) d t+\int_{0}^{(1-c) /(\nu+1+c)}\left(\frac{1}{1+t}\right) d t
$$

By simplifying we see that inequality (9.31) is equivalent to

$$
K_{1}=\int_{0}^{(1+c) / \nu}\left(\frac{\nu t}{1+t}\right) d t \leqq \int_{0}^{(1-c) /(\nu+1+c)}\left(\frac{1}{1+t}\right) d t=K_{2}
$$

Since $(1+t)^{-1}<1$ for $t>0$ we see that

$$
\begin{equation*}
K_{1}<\int_{0}^{(1+c) / \nu}(\nu t) d t=\left(\frac{1}{2}\right) \frac{(1+c)^{2}}{\nu} \tag{9.35}
\end{equation*}
$$

On the other hand, $(1+t)^{-1}>1-t$, so

$$
\begin{equation*}
K_{2}>\int_{0}^{(1-c) /(\nu+1+c)}(1-t) d t=\left(\frac{1-c}{\nu+1+c}\right)-\frac{1}{2}\left(\frac{1-c}{\nu+1+c}\right)^{2} . \tag{9.36}
\end{equation*}
$$

For a given $c, 0<c<1$, it follows from (9.35) and (9.36) that $K_{1}<K_{2}$ if

$$
\left(\frac{1}{2}\right) \frac{(1+c)^{2}}{\nu}<\left(\frac{1-c}{\nu+1+c}\right)-\frac{1}{2}\left(\frac{1-c}{\nu+1+c}\right)^{2} .
$$

Multiplying by $2 \nu(\nu+1+c)$, we see that the above inequality is equivalent to

$$
\begin{equation*}
0<\left(1-4 c-c^{2}\right) \nu-(1+c)^{3}-(1-c)^{2}\left(\frac{\nu}{\nu+1+c}\right) \tag{9.37}
\end{equation*}
$$

If $1-4 c-c^{2}>0$, i.e., $c<\sqrt{5}-2$, then inequality (9.37) will be satisfied for all $\nu \geqq \nu(c)$, where
$\nu(c)=\left(1-4 c-c^{2}\right)^{-1}\left[(1+c)^{3}+(1-c)^{2}\right]=\left(1-4 c-c^{2}\right)^{-1}\left[c^{3}+4 c^{2}+c+2\right]$
Theorem 9.4. There exists a continuous function

$$
\tau_{4}:(0, \infty) \rightarrow(0, \infty)
$$

satisfying $\mu_{0}(\nu)=(\nu+1)^{1-\nu} e^{\nu+1}<\rho_{4}(\nu)<\tau_{4}(\nu)$, where $\rho_{4}=\rho_{4}(\nu)$ is as in Theorem 9.3, such that (I) holds for $\mu \bar{f}_{4}(x)$ (at its unique fixed point in $(\nu, \infty)$ ) if and only if $\mu_{0}(\nu)<\mu<\tau_{4}(\nu)$. Furthermore, we have that

$$
\begin{gather*}
\lim _{\nu \rightarrow 0^{+}} \tau_{4}(\nu)=\infty \text { and } \lim _{\nu \rightarrow \infty}\left[\tau_{4}(\nu)-\mu_{0}(\nu)\right]=0, \text { and for } \nu \geqq 2  \tag{9.39}\\
\tau_{4}(\nu)-\mu_{0}(\nu) \leqq \mu(2 \nu)-\mu(\nu+1) \leqq\left(e^{2} / 2 \nu\right)^{\nu}(2 \nu)
\end{gather*}
$$

where we have defined $\mu(s)=s^{1-\nu} e^{s}$. For $0<c<\sqrt{5}-2$ and for $\nu \geqq \nu(c)(\nu(c)$ as in (9.38)) we have

$$
\begin{equation*}
\left[\mu_{0}(\nu), \rho_{4}(\nu)\right] \supset\left\{s^{1-\nu} e^{s}: \nu+1<s \leqq \nu+1+c\right\} \tag{9.40}
\end{equation*}
$$

Proof. For notational convenience we write $\bar{f}_{4}(x)=\bar{f}(x), \theta=\nu$, and $s_{0}=\nu+1$, and define $x_{j}(s)$ as in Theorem 9.2. Theorems 9.2 and 9.3 imply

$$
\begin{aligned}
{\left[\mu_{0}(\nu), \rho_{4}(\nu)\right] } & =\left\{\mu(s): x_{2}(s) \geqq \theta\right\}, \\
\{\mu: \mu \bar{f}(x) \text { satisfies }(\mathrm{I})\} & =\left\{\mu(s): s>s_{0} \text { and } x_{3}(s)>s\right\} .
\end{aligned}
$$

Furthermore, we have already shown that

$$
x_{1}^{\prime}(s)>0, \quad x_{2}^{\prime}(s)<0 \quad \forall s>s_{0} .
$$

We fix $\nu>0$ and first show $x_{3}(s)<s$ for all large $s$ or, equivalently, that

$$
\log \left(s^{-1} x_{3}(s)\right)<0 \quad \forall \text { large } s .
$$

Using the definition of $x_{j}(s)$, we find

$$
\begin{align*}
\log \left(s^{-1} x_{3}(s)\right) & <-\nu \log s+s+\nu \log x_{2} \\
& =-\nu^{3} \log s+\left(1+\nu+\nu^{2}\right) s+\nu^{3} \log \nu-\nu^{3}-\nu^{\nu+1} e^{-\nu} s^{1-\nu} e^{s} \tag{9.41}
\end{align*}
$$

Because the $e^{s}$ term is dominant for large $s$, the right-hand side of (9.41) is negative for all large $s$, so (for fixed $\nu>0$ ) for every sufficiently large $\mu, \mu \bar{f}(x)$ does not satisfy (I).

If $\nu \geqq 1$, it is a calculus exercise (which we leave to the reader) to prove that the derivative of the right-hand side of (9.41) with respect to $s$ is negative for $s \geqq 2 \nu$. Another calculus exercise left to the reader is to verify that

$$
\frac{d}{d \nu}\left(\left.\log \left(s^{-1} x_{3}(s)\right)\right|_{s=2 \nu}\right)<0 \quad \text { for } \nu \geqq 2 .
$$

A direct calculation shows that the right-hand side of (9.41) is negative for $\nu=2$ and $s=4=2 \nu$, and combining the above information we conclude that

$$
\begin{equation*}
\log \left(s^{-1} x_{3}(s)\right)<0 \quad \text { for } s \geqq 2 \nu \text { and } \nu \geqq 2 . \tag{9.42}
\end{equation*}
$$

It follows from inequality (9.42) that, for $\nu \geqq 2$,

$$
\{\mu: \mu \bar{f}(x) \text { satisfies }(\mathrm{I})\} \subset\{\mu(s): \nu+1<s<2 \nu\}=(\mu(\nu+1), \mu(2 \nu)) .
$$

Because $\mu(s)$ is increasing for $s>\nu-1$ we have

$$
\begin{aligned}
\mu(2 \nu)-\mu(\nu+1)<\mu(2 \nu)-\mu(\nu) & =\nu\left(\frac{e}{\nu}\right)^{\nu}\left[2\left(\frac{e}{2}\right)^{\nu}-1\right] \\
& \leqq(2 \nu)\left(\frac{e^{2}}{2 \nu}\right)^{\nu},
\end{aligned}
$$

which immediately gives (9.39) (although we have not yet proved that $\tau_{4}(\nu)$ exists).
To prove that $\tau_{4}(\nu) \rightarrow \infty$ as $\nu \rightarrow 0^{+}$(assuming the existence of $\tau_{4}(\nu)$ ), it suffices
to prove that given any $M>0$, there exists $\delta=\delta(M)$ such that for $0<\nu<\delta(M)$ and $\nu+1<s \leqq M$,

$$
\begin{equation*}
\log \left(s^{-1} x_{3}(s)\right)=-\nu^{3} \log s+\left(1+\nu+\nu^{2}\right) s+\nu^{3} \log \nu-\nu^{3}-\nu^{\nu+1} s^{1-\nu} e^{s-\nu}-x_{2}>0 \tag{9.43}
\end{equation*}
$$

Because $\nu^{\nu} e^{-\nu}$ converges to one as $\nu \rightarrow 0^{+}$, we see that $x_{1}(s)=s^{1-\nu} e^{s} \nu^{\nu} e^{-\nu}$ converges uniformly on [1, M] to $s e^{s}$ as $\nu \rightarrow 0^{+}$, and using this we see that

$$
\lim _{\nu \rightarrow 0^{+}} x_{2}(s)=\lim _{\nu \rightarrow 0^{+}} s^{1-\nu} e^{s} x_{1}^{\nu} e^{-x_{1}}=s \exp \left(s-s e^{s}\right),
$$

and that the convergence is uniform in $s \in[1, M]$. Using this information, we see that

$$
\begin{equation*}
\lim _{\nu \rightarrow 0^{+}}\left(\log \left(s^{-1} x_{3}(s)\right)\right)=s-s \exp \left(s-s e^{s}\right), \tag{9.44}
\end{equation*}
$$

and that the convergence is uniform in $s \in[1, M]$. Since the right-hand side of (9.44) is positive on $(0, \infty)$, there exists $\delta=\delta(M)>0$ such that

$$
\log \left(s^{-1} x_{3}(s)\right)>0 \quad \text { for } 1 \leqq s \leqq M, \quad 0<\nu<\delta .
$$

We need only prove the existence of $\tau_{4}(\nu)$, or equivalently that

$$
\left\{s>\nu+1: \log \left(s^{-1} x_{3}(s)\right)<0\right\} \quad \text { is an interval. }
$$

It is convenient to make the following observation first.
We claim that if $x_{1}(s) \leqq \nu+2$ and $s>\nu+1$, then $x_{2}(s)>\nu$. Because $x_{1}^{\prime}(s)>0$ and $x_{2}^{\prime}(s)<0$ for $s>\nu+1$, it suffices to prove that if $x_{1}(s)=\nu+2$, then $x_{2}(s)>\nu$. However, if $x_{1}(s)=\nu+2$, we find as in the proof of Theorem 9.2, that

$$
x_{2}=x_{1} \bar{f}\left(x_{1}\right)(\bar{f}(\theta))^{-1}=\nu^{-\nu} e^{\nu}(\nu+2)(\nu+2)^{\nu} e^{-(\nu+2)},
$$

so $x_{2}(s)>\nu$ if

$$
\left(\frac{\nu+2}{\nu}\right)^{\nu+1}>e^{2}
$$

which is (9.25). We conclude that if $x_{1}(s) \leqq \nu+2$, then $\mu(t) \bar{f}(x)$ satisfies (III) for $\nu+1<t \leqq \nu+2$. A calculation shows that $x_{1}(\nu+1+c) \leqq \nu+2$ if and only if

$$
\begin{equation*}
e^{1+c} \leqq\left(\frac{\nu+1+c}{\nu}\right)^{\nu}\left(\frac{\nu+2}{\nu+1+c}\right), \tag{9.45}
\end{equation*}
$$

and Lemma 9.1 implies that if $0<c<\sqrt{5}-2$ and $\nu \geqq \nu(c)$, inequality (9.45) holds. This proves the inclusion (9.40).

Logarithmic differentiation easily yields the following formulas:

$$
\begin{aligned}
& \frac{d x_{1}}{d s}=x_{1}\left[\frac{s+1-\nu}{s}\right], \\
& \frac{d x_{2}}{d s}=x_{2}\left[\frac{s+1-\nu}{s}\right]\left[\nu+1-x_{1}\right], \\
& \frac{d}{d s}\left(\log \left(\frac{x_{3}(s)}{s}\right)\right)=\left(\frac{s+1-\nu}{s}\right)\left[1+\left(\nu-x_{2}\right)\left(\nu+1-x_{1}\right)\right]-\left(\frac{1}{s}\right) .
\end{aligned}
$$

Define $s_{*}$ to be the first $s>\nu+1$ such that $\log \left(s^{-1} x_{3}(s)\right)=0$, so we know

$$
\begin{equation*}
\left.\frac{d}{d s} \log \left(s^{-1} x_{3}(s)\right)\right|_{s=s_{*}}=s_{*}^{-1}\left[\left(s_{*}+1-\nu\right)\left(1-\left(\nu-x_{2}\right)\left(x_{1}-\nu-1\right)\right)-1\right] \leqq 0 . \tag{9.47}
\end{equation*}
$$

Theorem 9.3 implies $x_{2}\left(s_{*}\right)<\nu$, and the remarks above show $x_{1}\left(s_{*}\right)>\nu+2$. To complete the proof we need only show

$$
(s+1-\nu)\left[1-\left(\nu-x_{2}(s)\right)\left(x_{1}(s)-\nu-1\right)\right]-1 \equiv \phi(s)<0
$$

for $s>s_{*}$, and because $\phi\left(s_{*}\right) \leqq 0$, it suffices to prove

$$
\begin{align*}
\phi^{\prime}(s)= & \left(\nu-x_{2}\right)\left(x_{1}-\nu-1\right)-(s+1-\nu)^{2} s^{-1}\left(x_{1}-\nu-1\right)^{2} x_{2} \\
& -(s+1-\nu)^{2} x^{-1} x_{1}\left(\nu-x_{2}\right)<0 \tag{9.48}
\end{align*}
$$

for $s>s_{*}$.
Case 1. Assume $\nu \geqq 1$. Using the estimates $x_{1}-\nu-1>1$ and $\nu-x_{2}>0$ in the formula for $\phi^{\prime}(s)$ for $s>s_{*}$, we obtain

$$
\begin{aligned}
\phi^{\prime}(s) & <1-\left(\nu-x_{2}\right)-x_{2}(s+1-\nu)^{2} s^{-1}-(s+1-\nu)^{2} s^{-1}(\nu+2)\left(\nu-x_{2}\right) \\
& =1-\left(\nu-x_{2}\right)\left[1+(\nu+1)(s+1-\nu)^{2} s^{-1}\right]-(s+1-\nu)^{2} s^{-1} \nu
\end{aligned}
$$

The previous inequality shows

$$
\begin{equation*}
\phi^{\prime}(s)<1-(s+1-\nu)^{2} s^{-1} \nu \tag{9.49}
\end{equation*}
$$

The function on the right-hand side of (9.49) is decreasing for $s>\nu+1$, so inequality (9.49) implies that, for $s \geqq s_{*}$,

$$
\phi^{\prime}(s)<1-\frac{4 \nu}{\nu+1}<0 .
$$

Case 2. Assume $0<\nu<1$. Because $x_{2}$ is decreasing and less than $\nu$ for $s \geqq s_{*}$ and $x_{1}$ is increasing and greater than $\nu+1$ for $s>\nu+1,\left(\nu-x_{2}\right)\left(x_{1}-\nu-1\right)$ is an increasing function of $s$ for $s \geqq s_{*}$. At $s=s_{*}$, inequality (9.47) implies

$$
\begin{align*}
& \frac{1}{2}<1-\left(s_{*}+1-\nu\right)^{-1} \leqq\left(\nu-x_{2}\left(s_{*}\right)\right)\left(x_{1}\left(s_{*}\right)-\nu-1\right), \quad \text { so } \\
& \frac{1}{2}<\left(\nu-x_{2}(s)\right)\left(x_{1}(s)-\nu-1\right) \quad \text { for } s \geqq s_{*} . \tag{9.50}
\end{align*}
$$

Using the equation for $\phi^{\prime}(s)$ in (9.48), we see

$$
\begin{equation*}
\phi^{\prime}(s)<1-\left(\nu-x_{2}\right)\left(x_{1}-1-\nu\right)-(s+1-\nu)^{2} s^{-1}\left(\nu-x_{2}\right) x_{1} . \tag{9.51}
\end{equation*}
$$

Because $0<\nu<1$, we have $(s+1-\nu)^{2} s^{-1}>s>1$, so from (9.50) and (9.51) we derive

$$
\phi^{\prime}(s)<1-\left(\nu-x_{2}\right)\left(x_{1}-1-\nu\right)-\left(\nu-x_{2}\right)\left(x_{1}-1-\nu\right)<0
$$

for $s>s_{*}$. The proof is now complete.
Next we want to analyze when $\mu \bar{f}_{5}(x)$ satisfies (I). Unfortunately, our results are incomplete. We conjecture that there exists a continuous function $\tau_{5}(\nu, \lambda)$ (allowing $\left.\tau_{5}(\nu, \lambda)=\infty\right)$ defined for $\nu>0$ and $\lambda>\nu+1$ such that $\mu \bar{f}_{5}(x)$ satisfies (I) if and only if $\mu_{0}(\nu, \lambda)<\mu<\tau_{5}(\nu, \lambda)$ (where $\mu_{0}(\nu, \lambda)$ is as in Table 1). By using Theorem 9.3 and Theorem 9.5, we have given a computer-assisted proof of this conjecture for various specific $\nu$ and $\lambda$, but we have not proved it in general.

Theorem 9.5. Assume $\nu>0$ and $\lambda>\nu+1$, and let $x_{0}=x_{0}(\mu, \nu, \lambda)$ and $\mu_{0}=\mu_{0}(\nu, \lambda)$ be as in Table 1 for the function $f_{5}(x)=\mu \bar{f}_{5}(x)$. The function $\mu \bar{f}_{5}(x)$ satisfies (I) at $x_{0}$ for all large $\mu$ if

$$
\begin{equation*}
\nu+1<\lambda \leqq \nu+\left(\frac{1}{2 \nu}\right)+\left(\frac{1}{2 \nu}\right) \sqrt{4 \nu^{2}+1} \equiv \phi(\nu), \tag{9.52}
\end{equation*}
$$

while if $\lambda>\phi(\nu)$, there exists a number $\gamma=\gamma(\nu, \lambda)<\infty$ such that $\mu \bar{f}_{5}(x)$ does not satisfy (I) at $x_{0}$ for any $\mu>\gamma(\nu, \lambda)$. If $\nu+1<\lambda \leqq \nu+1+(1 / 2 \nu), \mu \bar{f}_{5}(x)$ satisfies condition (I) at $x_{0}$ for all $\mu>\mu_{0}(\nu, \lambda)$.

Proof. While not essential, a change of variables will simplify our calculations. For $x>0$, define $\psi(x)=x^{1 / \lambda}$, so

$$
\left(\psi^{-1}\left(\mu \bar{f}_{5}\right) \psi\right)(x)=\mu^{\lambda} x^{\nu}(1+x)^{-\lambda} \equiv \mu^{\lambda} \bar{h}_{5}(x) .
$$

The remarks at the beginning of this section show that $\mu \bar{f}_{5}(x)$ satisfies (I) at $x_{0}$ if and only if $\mu^{\lambda} \bar{h}_{5}(x)$ satisfies (I) at $x_{0}^{\lambda}$. As in Theorem 9.2 we see that $\mu^{\lambda} \bar{h}_{5}(x)$ satisfies (I) at $x_{0}^{\lambda}$ if and only if $\mu>\mu_{0}$ and

$$
\begin{equation*}
\left(\mu^{\lambda} \bar{h}_{5}\right)^{3}(\theta)>x_{0}^{\lambda}, \tag{9.53}
\end{equation*}
$$

where $\theta=\nu(\lambda-\nu)^{-1}$, the point where $\bar{h}_{5}$ achieves its maximum.
As before, it is convenient to parameterize by $s=x_{0}^{\lambda}$, the fixed point of $\mu^{\lambda} \bar{h}_{5}$. Define a function $\mu(s)$ by

$$
\mu(s)^{\lambda}=s^{1-\nu}(1+s)^{\lambda}=s\left(\bar{h}_{5}(s)\right)^{-1}
$$

so $s$ is a fixed point of $\mu(s)^{\lambda} \bar{h}_{5}(x)$. Define $x_{1}(s)=\mu(s) \bar{h}_{5}(\theta)$ and $x_{j}(s)=\mu(s) \bar{h}_{5}\left(x_{j-1}(s)\right)$ for $j>1$. Just as in Theorem 9.2 we obtain from (9.53) that

$$
\begin{equation*}
\left\{\mu: \mu \bar{f}_{5}(x) \text { satisfies (I) at } x_{0}\right\}=\left\{\mu(s): s>s_{0} \text { and } x_{3}(s)>s_{0}\right\}, \tag{9.54}
\end{equation*}
$$

where $s_{0}=(\nu+1)(\lambda-\nu-1)^{-1}$ as in (9.51). The proof that $x_{1}^{\prime}(s)>0$ and $x_{2}^{\prime}(s)<0$ for all $s>s_{0}$ is as in Theorem 9.2 and is left to the reader.

A calculation shows

$$
\begin{align*}
& x_{1}(s)=x_{1}=s^{\lambda+1-\nu}\left(1+s^{-1}\right)^{\lambda} \theta_{1}, \quad \text { where }  \tag{9.55}\\
& \theta_{1}=\left(\frac{\nu}{\lambda}\right)^{\nu}\left(\frac{\lambda-\nu}{\lambda}\right)^{\lambda-\nu}<1 .
\end{align*}
$$

A further calculation yields

$$
\begin{equation*}
x_{2}(s)=x_{2}=s^{1-(\lambda-\nu)^{2}} \theta_{1}^{\nu-\lambda}\left(1+s^{-1}\right)^{\lambda+\nu \lambda-\lambda^{2}}\left(1+x_{1}^{-1}\right)^{-\lambda} . \tag{9.56}
\end{equation*}
$$

Equation (9.55) shows $\lim _{s \rightarrow \infty} x_{1}(s)=\infty$, and (9.56) gives

$$
\lim _{s \rightarrow \infty} x_{2}(s)=\lim _{s \rightarrow \infty} s^{1-(\lambda-\nu)^{2}} \theta_{1}^{\nu-\lambda}=0
$$

because $\lambda>\nu+1$. Substituting (9.56) in the formula for $x_{3}(s)$, we obtain

$$
\begin{align*}
& s^{-1} x_{3}(s)=s^{\lambda-\nu(\lambda-\nu)^{2}} \theta_{1}^{\nu(\nu-\lambda)}\left(1+s^{-1}\right)^{\delta}\left(1+x_{1}^{-1}\right)^{-\nu \lambda}\left(1+x_{2}\right)^{-\lambda} \text { where } \\
& \delta=\lambda+\nu \lambda+\nu^{2} \lambda-\nu \lambda^{2} . \tag{9.57}
\end{align*}
$$

Equation (9.56) implies

$$
\lim _{s \rightarrow \infty} s^{-1} x_{3}(s)=\lim _{s \rightarrow \infty} s^{\lambda-\nu(\lambda-\nu)^{2}} \theta_{1}^{\nu(\nu-\lambda)}
$$

Because $\lambda-\nu(\lambda-\nu)^{2}=0$ for $\lambda=\phi(\nu), \lambda-\nu(\lambda-\nu)^{2}>0$ for $\nu+1<\lambda<\phi(\nu)$, and $\lambda-$ $\nu(\lambda-\nu)^{2}<0$ for $\lambda>\phi(\nu)$, we obtain

$$
\lim _{s \rightarrow \infty} s^{-1} x_{3}(s)= \begin{cases}\infty & \text { for } \nu+1<\lambda<\phi(\nu)  \tag{9.58}\\ \theta_{1}^{\nu(\nu-\lambda)} & \text { for } \lambda=\phi(\nu) \\ 0 & \text { for } \lambda>\phi(\nu)\end{cases}
$$

Using (9.58) and (9.54) and recalling that $0<\theta_{1}<1$, we obtain the first part of the theorem.

It remains to prove the final part of the theorem. We know (from Theorem 7.2 and the remarks at the beginning of this section) that $s^{-1} x_{3}(s)>1$ for $s=s_{0}$. Therefore, to prove that $\mu \bar{f}_{5}(x)$ satisfies (I) for all $\mu>\mu_{0}$ (when $\nu+1<\lambda \leqq \nu+1+(1 / 2 \nu)$ ) we need only prove that $s^{-1} x_{3}(s)$ is an increasing function for $s \geqq s_{0}$. Because $x_{1}^{\prime}(s)>0$ and $x_{2}^{\prime}(s)<0$ for $s \geqq s_{0}$, it is clear that $\left(1+x_{1}^{-1}\right)^{-\nu \lambda}\left(1+x_{2}\right)^{-\lambda}$ is an increasing function of $s$. Thus, by using (9.57) we see that $s^{-1} x_{3}(s)$ is increasing if

$$
\begin{equation*}
\frac{d}{d s} s^{\lambda-\nu(\lambda-\nu)^{2}}\left(1+s^{-1}\right)^{\lambda+\nu \lambda+\nu^{2} \lambda-\nu \lambda^{2}} \geqq 0 \quad \text { for } s \geqq s_{0} \tag{9.59}
\end{equation*}
$$

By differentiating logarithmically, we see that inequality (9.59) will hold if

$$
\begin{equation*}
s^{-1}(s+1)^{-1}\left[\left(\lambda-\nu(\lambda-\nu)^{2}\right)(s+1)-\lambda\left(1+\nu+\nu^{2}-\nu \lambda\right)\right] \geqq 0 \quad \text { for } s \geqq s_{0} . \tag{9.60}
\end{equation*}
$$

Since $s+1 \geqq \lambda(\lambda-\nu-1)^{-1}$ for $s \geqq s_{0}$ we see that (9.60) will be satisfied if

$$
\begin{equation*}
\left[\lambda-\nu(\lambda-\nu)^{2}\right]\left(\frac{\lambda}{\lambda-\nu-1}\right)-\lambda[1+\nu(1+\nu-\lambda)] \geqq 0 . \tag{9.61}
\end{equation*}
$$

Recalling that $\lambda>\nu+1$ and simplifying, we see that (9.61) will be satisfied if

$$
\lambda \leqq 1+\nu+(1 / 2 \nu),
$$

and this completes the proof.
If $\nu=1$, Theorem 9.5 ensures that $\mu \bar{f}_{5}(x)$ satisfies (I) at $x_{0}$ for all $\mu>\mu_{0}$ if $2<\lambda \leqq 2.5$, while the number $\phi(1)$ equals $\left(\frac{1}{2}\right)(3+\sqrt{5})$ or approximately 2.618 . We can, however, give an ad hoc argument (which we omit) and prove that, for $\nu=1$ and $2<\lambda \leqq\left(\frac{1}{2}\right)(3+\sqrt{5}), \mu \bar{f}_{5}(x)$ satisfies (I) for all $\mu>\mu_{0}$.

We now want to study when a function $\mu \bar{f}(x)$ satisfies (II) at a fixed point $x_{0}$; our particular interest, of course, is $\bar{f}=\bar{f}_{4}$ or $\bar{f}=\bar{f}_{5}$. We first make some preliminary calculations concerning local stability of period 2 points of $\mu \bar{f}(x)=f(x)$.

Suppose, for some $\mu$, there exist numbers $0<x_{1}<x_{2}$ satisfying

$$
\begin{equation*}
\mu \bar{f}\left(x_{1}\right)=x_{2} \quad \text { and } \quad \mu \bar{f}\left(x_{2}\right)=x_{1} . \tag{9.62}
\end{equation*}
$$

Then we have

$$
\begin{align*}
& x_{1} \bar{f}\left(x_{1}\right)=x_{2} \bar{f}\left(x_{2}\right)=c,  \tag{9.63}\\
& \mu=\frac{x_{1} x_{2}}{c} \tag{9.64}
\end{align*}
$$

Conversely, if $0<x_{1}<x_{2}$, with $x_{1}$ and $x_{2}$ satisfying (9.60), and $\mu$ is defined by (9.64), then $x_{1}$ and $x_{2}$ also satisfy (9.62).

Define $\kappa$ to be the derivative

$$
\kappa=\left(f^{2}\right)^{\prime}\left(x_{1}\right)=f^{\prime}\left(x_{1}\right) f^{\prime}\left(x_{2}\right)=\mu^{2} \bar{f}^{\prime}\left(x_{1}\right) \bar{f}^{\prime}\left(x_{2}\right)
$$

occurring in Theorem 7.3. A short calculation gives

$$
\begin{equation*}
\kappa=u\left(x_{1}\right) u\left(x_{2}\right), \tag{9.65}
\end{equation*}
$$

where $u(x)$ is the function

$$
\begin{equation*}
u(x)=\frac{x \bar{f}^{\prime}(x)}{\bar{f}(x)} \tag{9.66}
\end{equation*}
$$

Our basic idea is to use $c$ as a parameter and to express $x_{1}, x_{2}, \mu$, and $\kappa$ as functions of $c$. To make this rigorous, assume that $\bar{f}:[0, \infty) \rightarrow[0, \infty)$ is continuous and $C^{2}$ on $(0, \infty)$ and that, if $g(x)=x \bar{f}(x)$, then there exists a number $s_{0}>0$ such that

$$
\begin{equation*}
g^{\prime}(x)>0 \quad \text { for } 0<x<s_{0}, \quad g^{\prime}(x)<0 \quad \text { for } x>s_{0} . \tag{9.67}
\end{equation*}
$$

For simplicity in the statement of our theorems, further assume that

$$
\begin{equation*}
\lim _{x \rightarrow \infty} g(x)=0 \tag{9.68}
\end{equation*}
$$

Define $c_{*}$ by

$$
\begin{equation*}
c_{*}=g\left(s_{0}\right)=\max _{x>0} g(x), \tag{9.69}
\end{equation*}
$$

and $g_{1}=g \mid\left[0, c_{*}\right]$ and $g_{2}=g \mid\left[c_{*}, \infty\right)$. Then for $0<c \leqq c_{*}$ (9.63) and the condition $0<x_{1}<x_{2}$ determine $x_{1}$ and $x_{2}$ as functions of $c$ :

$$
\begin{equation*}
x_{1}=x_{1}(c)=g_{1}^{-1}(c) \in\left(0, s_{0}\right] \quad \text { and } \quad x_{2}=x_{2}(c)=g_{2}^{-1}(c) \in\left[s_{0}, \infty\right), \tag{9.70}
\end{equation*}
$$

where $g_{1}^{-1}$ and $g_{2}^{-1}$ are the inverse functions of $g_{1}$ and $g_{2}$, respectively. Because $g_{1}^{\prime}(x)>0$ for $0<x<s_{0}$ and $g_{1}$ is continuous on [ $0, s_{0}$ ], we obtain that $x_{1}$ is continuous on [ $0, c_{*}$ ] and $C^{1}$ on $\left(0, c_{*}\right), x_{1}(0)=0, x_{1}\left(c_{*}\right)=s_{0}$ and $x_{1}^{\prime}(c)>0$ for $0<c<c_{*}$. Similarly, we find that $x_{2}$ is continuous on ( $0, c_{*}$ ] and $C^{1}$ on $\left(0, c_{*}\right), x_{2}\left(c_{*}\right)=s_{0}$ and $x_{2}^{\prime}(c)<0$ for $0<c<c_{*}$. Note that (9.68) ensures that the domain of $x_{2}$ is ( $\left.0, c_{*}\right]$ and $\lim _{c \rightarrow 0^{+}} x_{2}(c)=\infty$. Having defined $x_{1}(c)$ and $x_{2}(c)$, we then have that $\mu=\mu(c)$ and $\kappa=\kappa(c)$, given by (9.64) and (9.65), respectively, are functions of $c$. To make further progress we must establish some of the properties of $\mu(c)$ and $\kappa(c)$.

Lemma 9.2. Assume $\bar{f}:[0, \infty) \rightarrow[0, \infty)$ is continuous and $C^{2}$ on $(0, \infty)$. If $g(x)=$ $x \bar{f}(x)$ assume there exists $s_{0}>0$ such that $g^{\prime}(x)>0$ for $0<x<s_{0}$ and $g^{\prime}(x)<0$ for $x>s_{0}$ and $\lim _{x \rightarrow \infty} g(x)=0$. Let $x_{1}(c)$ and $x_{2}(c)$ be as defined before for $0<c \leqq c_{*}=g\left(s_{0}\right)$, and let $\kappa(c)$ and $\mu(c)$ be defined by (9.64) and (9.65). Then $\mu(c)$ and $\kappa(c)$ have the following properties:
(i) $\mu(c) \rightarrow s_{0}^{2} / c_{*}>0$ and $\kappa(c) \rightarrow 1$ as $c \rightarrow c_{*}$.
(ii) $\mu(c) \rightarrow \infty$ as $c \rightarrow 0^{+}$. If $u(x)$ is defined by equation (9.66), assume that $\lim _{x \rightarrow 0^{+}} u(x)=L_{1}$, where $L_{1}$ is finite, and that $\lim _{x \rightarrow \infty} u(x)=L_{2}$, where we allow $L_{2}=-\infty$. Then we have $\lim _{c \rightarrow 0^{+}} \kappa(c)=L_{1} L_{2}$.
(iii) Suppose that there exists $\theta \geqq 0$ such that $\bar{f}^{\prime}(x)>0$ for $0<x<\theta$ and $\bar{f}^{\prime}(x)<0$ for $x>\theta$ (so $\theta<s_{0}$ ), and that $u^{\prime}(x)<0$ for $x>\theta$. Define $v(x)=-u(x)$ for $x \geqq \theta$ and let $v^{-1}(\gamma)$ denote the inverse map. Note that $\lim _{x \rightarrow \infty} v(x)=-L_{2}>1$ under our assumptions, define $\delta=\max \left(-L_{2}^{-1},-L_{1}\right)$, and assume that

$$
\begin{equation*}
g\left(v^{-1}(\gamma)\right)>g\left(v^{-1}(1 / \gamma)\right) \quad \text { for } \delta<\gamma<1 \tag{9.71}
\end{equation*}
$$

Then we have $\kappa(c)<1$ for $0<c<c_{*}$. If we define $\Phi(t)=\log \left(g\left(v^{-1}(t)\right)\right)$ for $\delta<t<1$, inequality (9.71) will be satisfied if

$$
\begin{equation*}
\Phi^{\prime}(t)<-\left(\frac{1}{t^{2}}\right) \Phi^{\prime}\left(\frac{1}{t}\right) \quad \text { for } \delta<t<1 \tag{9.72}
\end{equation*}
$$

(iv) If $\kappa(c)<1$ for $0<c<c_{*}$, then $\mu^{\prime}(c)<0$ for $0<c<c_{*}$.
(v) If $u^{\prime}(x)<0$ for all $x>0$ and if $c \in\left(0, c_{*}\right)$ is such that $\kappa(c) \leqq 0$, then $\kappa^{\prime}(c)>0$.

Proof. (i) By definition of $s_{0}, g^{\prime}\left(s_{0}\right)=f\left(s_{0}\right)+s_{0} f^{\prime}\left(s_{0}\right)=0$, so we obtain $u\left(s_{0}\right)=-1$. Since we have already noted that $x_{1}(c)$ and $x_{2}(c)$ approach $s_{0}$ as $c \rightarrow c_{*}$, we conclude that

$$
\lim _{c \rightarrow c_{*}} \kappa(c)=\lim _{c \rightarrow c_{*}} u\left(x_{1}\right) u\left(x_{2}\right)=(-1)^{2}=1 .
$$

Using the same sort of reasoning, we obtain

$$
\lim _{c \rightarrow c_{*}} \mu(c)=\lim _{c \rightarrow c_{*}} \frac{x_{1} x_{2}}{c}=\frac{s_{0}^{2}}{c_{*}} .
$$

(ii) Because $\bar{f}$ is continuous at zero, there exists a constant $M$ such that

$$
M x \geqq g(x) \quad \text { for } x \text { small and positive. }
$$

For $c>0$ and small it follows that

$$
M x_{1}(c) \geqq g\left(x_{1}(c)\right)=c \quad \text { or } \quad x_{1} \geqq c / M .
$$

Using this estimate, we see that for $c>0$ small,

$$
\mu(c) \geqq(1 / M) x_{2}(c),
$$

and because $x_{2}(c) \rightarrow \infty$ as $c \rightarrow 0^{+}, \mu(c) \rightarrow \infty$ as $c \rightarrow 0^{+}$. Because $\lim _{c \rightarrow 0^{+}} x_{1}(c)=0$ and $\lim _{c \rightarrow 0^{+}} x_{2}(c)=\infty, \lim _{c \rightarrow 0^{+}} \kappa(c)=\lim _{x \rightarrow 0} u(x) \lim _{x \rightarrow \infty} u(x)=L_{1} L_{2}$.
(iii) Assume that $u, f$, and $g$ satisfy the given assumptions but that there exists $c$, $0<c<c_{*}$, such that $\kappa(c) \geqq 1$. Our assumptions imply $L_{1} \geqq 0$ and $L_{2} \leqq 0$, so $\lim _{c \rightarrow 0^{+}} \kappa(c) \leqq 0$. Thus, by choosing a different number $c, 0<c<c_{*}$, we can assume that $\kappa(c)=1$. Because $u\left(x_{2}\right)<\mu(\sigma)=-1$ (since $x_{2}(c)>\sigma$ ) and because $u(x)>0$ for $x<\theta$, we must have $x_{1}(c) \geqq \theta$. If $\theta>0$, so $u(\theta)=0$, then we must in fact have $x_{1}(c)>0$ and of course $x_{1}(c)>\theta$ if $\theta=0$. If we write $\gamma=v\left(x_{1}(c)\right)$, then we must have $0=v(\theta)<$ $\gamma<1=v\left(s_{0}\right)$ if $\theta>0$ and $-L_{1}<\gamma<1$ if $\theta=0$. Furthermore, we must have $\gamma^{-1}=v\left(x_{2}(c)\right)$, so $\gamma^{-1} \in\left(1,-L_{2}\right)$, and we obtain the estimates $\delta<\gamma<1$. Now (9.63) gives

$$
g\left(v^{-1}(\gamma)\right)=g\left(v^{-1}(1 / \gamma)\right)
$$

which contradicts (9.71).
Note that (9.71) is equivalent to

$$
\begin{equation*}
\Phi(1)-\Phi(\gamma)<\Phi(1)-\Phi\left(\gamma^{-1}\right) \quad \text { for } \delta<\gamma<1 . \tag{9.73}
\end{equation*}
$$

Using the fundamental theorem of calculus and changing variables in the integral for the right-hand side, we see that (9.73) is equivalent to

$$
\int_{\gamma}^{1} \Phi^{\prime}(t) d t<\int_{\gamma}^{1}-\left(\frac{1}{t^{2}}\right) \Phi^{\prime}\left(\frac{1}{t}\right) d t
$$

so (9.72) implies (9.73) and (9.71).
(iv) A calculation shows

$$
\begin{equation*}
(\mu(c))^{2}=\frac{x_{1} x_{2}}{\bar{f}\left(x_{1}\right) \bar{f}\left(x_{2}\right)} \quad \text { where } x_{j}=x_{j}(c), \tag{9.74}
\end{equation*}
$$

so it suffices to show that if $\kappa(c)<1$, then

$$
\begin{equation*}
\frac{d}{d c} \log \left(\frac{x_{1} x_{2}}{\bar{f}\left(x_{1}\right) \bar{f}\left(x_{2}\right)}\right)<0 . \tag{9.75}
\end{equation*}
$$

Using the formula $x_{j}^{\prime}(c)=\left(\bar{f}\left(x_{j}\right)^{-1}\left(1+u\left(x_{j}\right)\right)\right)^{-1}$ (which we obtain by differentiating $x_{j} \bar{f}\left(x_{j}\right)=c$ ), we find that (9.75) is equivalent to

$$
\sum_{j=1}^{2}\left(x_{j} \bar{f}\left(x_{j}\right)\left(1+u\left(x_{j}\right)\right)\right)^{-1}-\sum_{j=1}^{2} \bar{f}^{\prime}\left(x_{j}\right)\left(\bar{f}\left(x_{j}\right)^{2}\left(1+u\left(x_{j}\right)\right)\right)^{-1}<0 .
$$

Multiplying the above inequality by $x_{1} x_{2} \bar{f}\left(x_{1}\right) \bar{f}\left(x_{2}\right)=c^{2}$ and simplifying, we find that the above inequality is equivalent to

$$
\begin{equation*}
2 c\left(1+u\left(x_{1}\right)\right)^{-1}\left(1+u\left(x_{2}\right)\right)^{-1}(1-\kappa(c))<0 . \tag{9.76}
\end{equation*}
$$

Recall that $g^{\prime}(x)>0$ for $0<x<s_{0}$ and $g^{\prime}(x)<0$ for $x>s_{0}$, which implies $u(x)>-1$ for $0<x<s_{0}$ and $u(x)<-1$ for $x>s_{0}$. From this we conclude that $\left(1+u\left(x_{1}\right)\right)\left(1+u\left(x_{2}\right)\right)$ is negative and that $\mu^{\prime}(c)<0$ if and only if $\kappa(c)<1$.
(v) If $\kappa(c) \leqq 0$, we must have $u\left(x_{1}(c)\right) \geqq 0$, since $u\left(x_{2}(c)\right)<-1$ for $0<c<c_{*}$. It follows that

$$
\kappa^{\prime}(c)=u^{\prime}\left(x_{1}\right) x_{1}^{\prime} u\left(x_{2}\right)+u\left(x_{1}\right) u^{\prime}\left(x_{2}\right) x_{2}^{\prime}>0,
$$

because we are assuming that $u^{\prime}(x)<0$ for all $x>0$, and that $x_{1}^{\prime}(c)>0$ and $x_{2}^{\prime}(c)<0$ for $0<c<c_{*}$.

With $j=4$ or 5 and parameters $\nu>0$ and $\lambda>\nu+1$, let $\bar{f}_{j}$ be defined as in (9.24) and let functions $\mu_{j}(c)$ and $\kappa_{j}(c)$ be defined by substituting $\bar{f}_{j}$ for $\bar{f}$ in (9.63)-(9.65). Define $g_{j}(x)=x \bar{f}_{j}(x)$, so that $g_{j}^{\prime}(x)>0$ for $0<x<\sigma_{j}$ (where $\sigma_{j}$ is given in Theorem 9.3), and $g_{j}^{\prime}(x)<0$ for $x>\sigma_{j}$. Also recall that $\bar{f}_{j}^{\prime}(x)>0$ for $0<x<\theta_{j}$ and $\bar{f}_{j}^{\prime}(x)<0$ for $x>\theta_{j}$, where $\theta_{j}$ is an in Theorem 9.3. From Lemma 9.2 we obtain Lemma 9.3.

Lemma 9.3. With $j=4$ or 5 and parameters $\nu>0$ and $\lambda>\nu+1$, the functions $\mu_{j}(c)$ and $\kappa_{j}(c)$ (defined for $\left.0<c \leqq c_{* j}=g_{j}\left(\sigma_{j}\right)\right)$ have the following properties:
(i) $u_{j}(c) \rightarrow \sigma_{j}^{2} / c_{* j}>0$ and $\kappa_{j}(c) \rightarrow 1$ as $c \rightarrow c_{* j}$.
(ii) $\mu_{j}(c) \rightarrow \infty, \kappa_{4}(c) \rightarrow-\infty$ and $\kappa_{5}(c) \rightarrow-\nu(\lambda-\nu)<0$ as $c \rightarrow 0^{+}$.
(iii) $\kappa_{j}(c)<1$, if $0<c<c_{* j}$.
(iv) $\mu_{j}^{\prime}(c)<0$, if $0<c<c_{* j}$.
(v) $\kappa_{j}^{\prime}(c)>0$, if $0<c<c_{* j}$.

Proof. Define $u_{j}(x)=x \bar{f}_{j}^{\prime}(x)\left(\bar{f}_{j}(x)\right)^{-1}$ and $v_{j}(x)=-u_{j}(x)$. A calculation gives

$$
u_{4}(x)=\nu-x, \quad u_{5}(x)=\left[\nu-(\lambda-\nu) x^{\lambda}\right]\left(1+x^{\lambda}\right)^{-1},
$$

so $u_{j}^{\prime}(x)<0$ for all $x>0$. A further calculation gives

$$
v_{4}^{-1}(t)=\nu+t, \quad\left(v_{5}^{-1}(t)\right)^{\lambda}=(\nu+t)(\lambda-\nu-t)^{-1} .
$$

Lemma 9.2 will imply Lemma 9.3 if we can prove that (9.71) is satisfied with $g_{j}$ and $v_{j}$ replacing $g$ and $v$, and Lemma 9.2 implies that this will be the case if

$$
\begin{equation*}
\Phi_{j}^{\prime}(t)<-\left(\frac{1}{t^{2}}\right) \Phi_{j}^{\prime}\left(\frac{1}{t}\right) \quad \text { for } \delta_{j}<t<1, \tag{9.77}
\end{equation*}
$$

where $\Phi_{j}(t)=\log g_{j}\left(v_{j}^{-1}(t)\right)$ and $\delta_{4}=0$ and $\delta_{5}=(\lambda-\nu)^{-1}$. We can easily check that

$$
\Phi_{4}^{\prime}(t)=(1-t)(\nu+t)^{-1}, \quad \Phi_{5}^{\prime}(t)=(1-t)(\nu+t)^{-1}(\lambda-\nu-t)^{-1},
$$

so for $j=4$ inequality (9.77) is equivalent to

$$
\begin{equation*}
(1-t)(\nu+t)^{-1}<(1-t)\left(\nu t^{3}+t^{2}\right)^{-1} \quad \text { for } 0<t<1 \tag{9.78}
\end{equation*}
$$

and for $j=5$ inequality (9.77) is equivalent to

$$
\begin{align*}
& (1-t)(\nu+t)^{-1}(\lambda-\nu-t)^{-1}<(1-t) t^{-1}(\nu t+1)^{-1}(\lambda t-\nu t-1)^{-1} \\
& \text { for }(\lambda-\nu)^{-1}<t<1 \text {. } \tag{9.79}
\end{align*}
$$

Since $0<t<1$, (9.78) is obviously true. Because $0<t<1$ we have $\nu+t>\nu t^{2}+t>0$;
and by using the fact that $\lambda>\nu$ we can see

$$
\lambda-\nu-t>\lambda t-\nu t-1>0 \quad \text { for }(\lambda-\nu)^{-1}<t<1,
$$

so inequality (9.79) is valid.
With the aid of Lemma 9.2 we can give conditions under which a function $\mu \bar{f}(x)$ satisfies (II) precisely for $\mu \in\left(\mu_{0}, \sigma\right]$, where $\sigma>\mu_{0}$.

Theorem 9.6. Assume $\bar{f}:[0, \infty) \rightarrow[0, \infty)$ is a continuous map that is $C^{3}$ on $(0, \infty)$. Assume there exists $\theta \geqq 0$ such that $\bar{f}^{\prime}(x)>0$ for $0<x<\theta$ and $\bar{f}^{\prime}(x)<0$ for $x>\theta$. If $g(x)=x \bar{f}(x)$, assume there exists $s_{0}>0$ such that $g^{\prime}(x)>0$ for $0<x<s_{0}$ and $g^{\prime}(x)<0$ for $x>s_{0}$. Define $u(x)=x \bar{f}^{\prime}(x)(\bar{f}(x))^{-1}$ and $v(x)=-u(x)$ and assume $u^{\prime}(x)<0$ for all $x>0$ and

$$
\begin{equation*}
g\left(v^{-1}(\gamma)\right)>g\left(v^{-1}(1 / \gamma)\right) \quad \text { for } \delta<\gamma<1 \tag{9.80}
\end{equation*}
$$

where $\delta$ is defined as in Lemma 9.2 and $v^{-1}$ is the inverse map of $v$. (Recall that inequality (9.80) is satisfied if inequality (9.72) holds.) Finally, suppose there exists a $C^{3}$ map $\psi$ of an interval $(a, b)$ onto $(0, \infty)$ such that $\psi^{\prime}(x)>0$ for $x \in(a, b)$ and $\psi^{-1}(\mu \bar{f}) \psi$ has negative Schwarzian derivative for all $x \in(a, b)$. Then there exists $\sigma>\mu_{0}=\bar{f}\left(s_{0}\right) s_{0}^{-1}$ such that $\mu \bar{f}(x)$ satisfies (II) at $x_{0}(\mu)=x_{0}$, the unique fixed point of $\mu f(x)$ in the interval $(\theta, \infty)$, if and only if $\mu_{0}<\mu \leqq \sigma$. If $\mu(c)$ and $\kappa(c)$ are defined as in Lemma 9.2 and $\kappa\left(c_{2}\right)=-1$, then $\mu\left(c_{2}\right)=\sigma$.

Proof. If $f=\mu \bar{f}$ is as in Theorem 7.3 or 7.4 , but we assume that $\psi^{-1} f \psi(\psi$ as in Theorem 9.6) has negative Schwarzian derivative everywhere instead of supposing that $f$ has, we can still easily see (using the remarks at the beginning of this section) that the conclusions of Theorem 7.3 and 7.4 are satisfied.

Now let $\mu(c)$ and $\kappa(c)$ be as in Lemma 9.2. Theorem 9.3 implies that $\mu \bar{f}(x)$ satisfies condition (0) at $x_{0}(\mu)$ if and only if $\mu>\mu_{0}=\bar{f}\left(s_{0}\right) s_{0}^{-1}$, and Lemma 9.2 implies that $\mu_{0}=\mu\left(c_{*}\right)$ and that $\mu(c)>\mu_{0}$ for $0<c<c_{*}$. Since (Lemma 9.2) $\mu^{\prime}(c)<0$ for $0<c<c_{*}$ and $\lim _{c \rightarrow 0^{+}} \mu(c)=\infty$, we will work with the parameter $c$ instead of $\mu>\mu_{0}$. Define a number $c_{1}$ by

$$
c_{1}=\inf \left\{c>0: \mu(\gamma) \bar{f}(x) \text { satisfies (I) at } x_{0} \text { for } c \leqq \gamma<c_{*}\right\} .
$$

Corollary 7.1 implies that $c_{1}<c_{*}$. Define $c_{2}$ as in the statement of the theorem if $\kappa(c)=-1$ has a solution $c>0$; otherwise define $c_{2}=0$. Lemma 9.2 implies that $\kappa(c)<1$ for $0<c<c_{*}$ and $\kappa(c) \geqq-1$ if and only if $c \geqq c_{2}$. Thus Theorem 7.3 will imply that $\mu(c) \bar{f}(x)$ satisfies (II) if and only if $c_{2} \leqq c<c_{*}$ if we can prove that $c_{2}>c_{1}$ when $c_{1}>0$. However, if $c_{1}>0$, Theorem 7.4 and Corollary 7.2 imply that there exists $\delta<0$ such that $\mu\left(c_{1}\right) \leqq \mu<\mu\left(c_{1}\right)+\delta,(\mu \bar{f})^{2}$ has a fixed point $x$ such that $(d / d x)(\mu \bar{f})^{2}(x)<-1$. If $c_{2} \leqq c_{1}$, this contradicts Lemma 9.2, so we must have $c_{2}>c_{1}$.

As an immediate consequence of Theorem 9.6 and Lemma 9.3 we obtain Corollary 9.1.

Corollary 9.1. For parameters $\nu \geqq 1$ and $\lambda>\nu+1$ let $\bar{f}_{4}(x)$ and $\bar{f}_{5}(x)$ be as defined before and let $\mu_{0}(\nu)$ and $\mu_{0}(\nu, \lambda)$ be as defined in Table 1 for the functions $\bar{f}_{4}$ and $\bar{f}_{5}$, respectively. If $\bar{f}_{j}$ has its maximum on $(0, \infty)$ at $\theta_{j}$, there exist continuous functions $\sigma_{4}(\nu)$ and $\sigma_{5}(\nu, \lambda)$ such that $\mu f_{j}$ satisfies condition (II) at the unique fixed point of $\mu f_{j}$ in $\left(\theta_{j}, \infty\right)$ if and only if $\mu_{0}(\nu)<\mu \leqq \sigma_{4}(\nu)$ for $j=4$ or $\mu_{0}(\nu, \lambda)<\mu \leqq \sigma_{5}(\nu, \lambda)$ for $j=5$.

Proof. We need prove the continuity and finiteness of $\sigma_{j}$, and this follows easily from the results of Lemma 9.3.

If $\psi:(a, b) \rightarrow(0, \infty)$ is as in Theorem 9.6, the results of this section also apply to the functions $\psi^{-1}\left(\mu \bar{f}_{j}\right) \psi$ for $\nu \geqq 1$ and $\lambda>\nu+1$. Taking $\psi(x)=a x, a>0$, we obtain, for example, the conclusion of Corollary 9.1 for $\mu_{1} x^{\nu} e^{-a x}$ and $\mu_{1} x^{\nu}\left(1+b x^{\lambda}\right)^{-1}$, where
$\mu_{1}>0$ and $b=a^{\lambda}$ is an arbitrary positive number. Taking $\psi(x)=x^{p}$ for $p>0$, we obtain the same results for $\mu_{2} x^{\nu} e^{-b x^{p}}$ and $\mu_{2} x^{\nu}\left(1+b x^{\lambda p}\right)^{-1 / p}$, where $\mu_{2}>0, b>0$, and $p>0$.

Although we will not pursue this here, we can establish the conclusions of Corollary 9.1 for other classes of functions, e.g., $\mu \bar{f}_{6}(x)$, where

$$
\bar{f}_{6}(x)=x^{\nu} \exp (-x(1+a x)),
$$

where $\nu \geqq 1$ and $a>0$. The major problem is verifying (9.71) or (9.72).
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# SINGULAR SOLUTIONS AND ILL-POSEDNESS FOR THE EVOLUTION OF VORTEX SHEETS* 
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#### Abstract

The evolution of a planar vortex sheet is described by the Birkhoff-Rott equation. Duchon and Robert [C.R. Acad. Sci. Paris, 302 (1986), pp. 183-186], [Comm. Partial Differential Equations, 13 (1988), pp. 1265-1295] have constructed exact solutions of this equation that are analytic for all $t<0$ but have a possible singularity in the curvature of the sheet at $t=0$. This shows that smooth initial data for a vortex sheet can lead to singularity formation at a finite time, in agreement with the results of numerical computation [J. Fluid Mech., 167 (1986), pp. 65-93], [J. Fluid Mech., 114 (1982), pp. 283-298] and of asymptotic expansion [Proc. Roy. Soc. London Ser. A, 365 (1979), pp. 105-119], [Theoretical and Applied Mechanics, in Proc. XVI Internat. Congr. Theoret. Appl. Mech., F. I. Niordson and N. Olhoff, eds., North-Holland, Amsterdam, 1984, pp. 629-633]. We present an independent construction of these solutions and use these results to infer that the vortex sheet problem is ill-posed in Sobolev class $H_{n}$ with $n>3 / 2$. Earlier results show well-posedness in an analytic function class [Comm. Pure Appl. Math., 39 (1986), pp. 807-838], [Comm. Math. Phys., 80 (1981), pp. 485-516]. Our method is to construct an explicit singular function that is a solution of the linearized equation, with a correction term added on to make the sum an exact solution of the nonlinear equation. The correction term is analyzed using the Cauchy-Kowalewski method.
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1. Introduction. A planar vortex sheet is a curve in a two-dimensional, inviscid, incompressible flow along which the fluid velocity is discontinuous. Vortex sheets, and the Kelvin-Helmholtz instability that they undergo, play an important role in many flows, such as mixing layers, two-fluid interfaces and flow past airfoils. Asymptotic analysis by Moore [11], [12] and numerical computation by Krasny [8] and Meiron, Baker, and Orszag [10] have shown that a vortex sheet may develop a singularity, i.e., infinite curvature at a point, in a finite time. The appearance of this singularity is important because it is immediately followed by rollup of the sheet [9]. A more mathematical reason for interest in such singularity formation is that it may serve as a simple analogue of singularity formation for the three-dimensional Euler equations.

Duchon and Robert [6, 16] perform a general construction of vortex sheet solutions that are analytic for all $t>0$, by choosing initial data to lie on the stable manifold for the Birkhoff-Rott equation ((1.1) below). The initial data can have singularities in the $(1+\nu)$ th derivative for any $\nu>0$ (for a precise statement see [6], [16]; fractional derivatives can be understood in the Hölder sense as in (1.6)). Our aim is to present an independent construction of these singular solutions and to discuss their significance. We also obtain slightly more precise pointwise information on the singularity, by using a pointwise norm rather than the Fourier norm in [6], [16].

The singular solutions found here or in [6], [16] can be used to construct exact solutions for vortex sheets that develop singularities at finite time starting from smooth

[^19]initial data, as described in the concluding § 7. This shows that for the two-dimensional Euler equations, singular initial data (a vortex sheet) can become more singular in finite time. Furthermore, the existence of such singular solutions shows the vortex sheet problem to be ill posed in Sobolev space $H^{n}$ for $n>3 / 2$. A somewhat different proof of ill-posedness for vortex sheets was given by Ebin [15].

The vortex sheet is parametrized by a real variable $\gamma$ defined so that it is Lagrangian (the value of $\gamma$ is constant on a given fluid particle) and so that the density of circulation with respect to the $\gamma$ variable on the sheet is 1 . The position of the vortex sheet is defined by a complex variable $z(\gamma, t)$ that satisfies the Birkhoff-Rott equation [1]:

$$
\begin{equation*}
\frac{\partial}{\partial t} \bar{z}(\gamma, t)=\frac{1}{2 \pi i} P V \int_{-\infty}^{\infty} \frac{d \gamma^{\prime}}{z(\gamma, t)-z\left(\gamma^{\prime}, t\right)}, \tag{1.1}
\end{equation*}
$$

in which the integral is a Cauchy principal value. An arbitrary constant in the definition of the Cauchy integral is irrelevant since the right-hand side involves a difference. Moreover, we will assume for simplicity that $z$ is odd in $\gamma$, i.e.,

$$
\begin{equation*}
z(-\gamma, t)=-z(\gamma, t) \tag{1.2}
\end{equation*}
$$

so that $z(0, t)=0$. The function $z=\gamma$ is a steady solution of (1.1) and corresponds to a flat vortex sheet with a uniform density of circulation.

Linearization of (1.1) about the steady solution $z=\gamma$ yields the following equation for $z=\gamma+s$ :

$$
\begin{equation*}
\partial_{t} \bar{s}(\gamma, t)=\frac{1}{2} H\left[s_{\gamma}\right]=\frac{1}{2}\left(s_{+\gamma}-s_{-\gamma}\right) \tag{1.3}
\end{equation*}
$$

in which $H$ is the Hilbert transform defined by $H[s]=s_{+}-s_{-}, s_{+}$is the upper analytic part of $s$, i.e., the part with positive Fourier wavenumbers, and $s_{-}$is the lower analytic part. The linearized equation (1.3) is unstable with modes $e^{i k \gamma \pm k t / 2}$. In this paper we are investigating the nonlinear behavior of this Kelvin-Helmholtz instability. Since the linearized modes have arbitrarily large temporal growth rates, we find that singularities may develop in finite time for the solutions of the nonlinear equation.

An explicit example of our singular solutions is

$$
\begin{gather*}
z(\gamma, t)=\gamma+s_{0}+r,  \tag{1.4}\\
s_{0}(\gamma, t)=\varepsilon(1-i)\left\{\left(1-e^{-t / 2-i \gamma}\right)^{1+\nu}-\left(1-e^{-t / 2+i \gamma}\right)^{1+\nu}\right\} \tag{1.5}
\end{gather*}
$$

in which $\varepsilon$ is small. The dominant term $s_{0}$ is an exact solution of the linearized equation (1.3) and the correction term $r$ is negligible relative to $s_{0}$ as explained in Theorem 1. Since $s_{0} \simeq c \gamma^{1+\nu}$ for $t=0$ and $\gamma \simeq 0$, then $z_{\gamma \gamma} \simeq s_{0 \gamma \gamma} \simeq c \gamma^{\nu-1}$ (with a different constant $c)$. Therefore the vortex sheet has an infinite curvature at $\gamma=0, t=0$ for $0<\nu<1$. For the approximate singular solution $z_{0}=\gamma+s_{0}$, with $s_{0}$ given by (1.5), the vortex strength $\left|z_{0 \gamma}\right|^{-1}(t=0)$ is plotted in Fig. 1. The cusp at $\gamma=0$ is due to the singularity. An explanation of the terms in (1.5) is as follows. The $e^{ \pm i \gamma}$ makes $s_{0}$ periodic and odd. The exponent $-t$ gives a solution that decays in time. Such a decaying solution requires the factors ( $1-i$ ) and $\frac{1}{2}$.

To define a more general class of functions $s_{0}$, let $\varepsilon$ be a small real number and let $1>\nu>\alpha>0$. For $s$ analytic in $|\operatorname{Im} \gamma|<\rho$ define the Hölder norm

$$
\begin{equation*}
|s|_{\rho}=\sup _{|\operatorname{II} \gamma|<\rho}|s(\gamma)|+\sup _{|\operatorname{II} \gamma|, \operatorname{II} \gamma^{\prime} \mid<\rho}^{\gamma \neq \gamma^{\prime}}<\frac{\left|s(\gamma)-s\left(\gamma^{\prime}\right)\right|}{\left|\gamma-\gamma^{\prime}\right|^{\alpha}} . \tag{1.6}
\end{equation*}
$$



FIG. 1. Approximate vorticity density $\sigma=\left|z_{0_{\gamma}}\right|^{-1}=\left|1+s_{0 \gamma}\right|^{-1}$ with $s_{0}$ defined by (1.5), $\varepsilon=0.1, \nu=0.5$. The cusp at $\gamma=0$ corresponds to the singularity.

We require $s_{0}$ to satisfy the following:
(i) $s_{0}$ solves the linearized equation (1.3);
(ii) $s_{0}$ is analytic in the time-dependent strip $|\operatorname{Im} \gamma|<|t| / 2$ for $t>0$;
(iii) $s_{0}$ is small and decays to zero as $t \rightarrow \infty$. At $t=0 s_{0}$ has (at most) a singularity in its $(1+\nu)$ th derivative, i.e.,

$$
\begin{align*}
& \left|s_{0}\right|_{\rho}+\left|s_{0 \gamma}\right|_{\rho}<c \varepsilon e^{-(|t| / 2-\rho)},  \tag{1.7}\\
& \left|s_{0 \gamma \gamma}\right|_{\rho}<c \varepsilon\left(1+(|t|-2 \rho)^{\nu-\alpha-1}\right) e^{-(|t| / 2-\rho)} \tag{1.8}
\end{align*}
$$

for $t>0$.
Note that the function $s_{0}$ in (1.5) satisfies (i)-(iii). Our main result is the following existence theorem.

Theorem 1. Let $\varepsilon$ be a sufficiently small real number and let $1>\nu>\alpha>0$. Let $s_{0}$ satisfy (i)-(iii) above; i.e., $s_{0}$ is an analytic solution of the linearized equation (1.3) that decays to zero at $t=\infty$ and has a mild singularity at $t=0$. Then there is a function $r(\gamma, t)$ such that

$$
\begin{equation*}
z(\gamma, t)=\gamma+s_{0}+r \tag{1.9}
\end{equation*}
$$

is an analytic solution of the Birkhoff-Rott equation (1.1) for $t>0$ and $\kappa|\operatorname{Im} \gamma|<t$ in which $\kappa>2$ and $\kappa \rightarrow 2$ as $\varepsilon \rightarrow 0$. Moreover, $r$ can be chosen so that the decaying mode $r_{+}+i \bar{r}_{-}=0$ at $t=0$ and that

$$
\begin{align*}
& |r|_{0}+\left|r_{\gamma}\right|_{0}<c \varepsilon^{2} \exp (-|t| / 2),  \tag{1.10}\\
& \left|r_{\gamma \gamma}\right|_{0}<c \varepsilon^{2}\left(1+|t|^{\nu-\alpha-1}\right) \exp (-|t| / 2) \tag{1.11}
\end{align*}
$$

in which $c$ is some constant that is independent of $\varepsilon$ and depends smoothly on $\alpha^{-1}$ and $(\nu-\alpha)^{-1}$ (i.e., $c$ may be infinite at $\alpha=0$ or $\alpha=\nu$ ).

Since $r_{+}+i \bar{r}_{-}=0$ at $t=0$, in some sense half of the initial data of $z$ is given by $\gamma+s_{0}$. The norm in (1.10), (1.11) is that of (1.6) with $\rho=0$. These estimates show that $r$ is as smooth as $s_{0}$, but much smaller. Stronger estimates for $r$ on the strip $\kappa|\operatorname{Im} \gamma|<t$ are given at the end of $\S 6$.

There are three main ideas in this construction: The first is to extend the BirkhoffRott equation to complex $\gamma$. Linearization (or equivalently the form of the KelvinHelmholtz instability) shows the Birkhoff-Rott equation to be approximately hyperbolic in the imaginary $\gamma$ direction, so that singularities will move in that direction. This was first pointed out by Moore [11]. Of course, only real values of $\gamma$ are physically meaningful; i.e., singularities are physically observable only when they lie on the real $\gamma$ line.

The second idea is to put the singularity in the initial data. By proper choice of initial data, the singularities can be expected to travel approximately on the lines Im $\gamma= \pm t / 2$. Although our method cannot track these singularities exactly, we are able to show that the resulting solution is analytic in the wedge $|\operatorname{Im} \gamma|<\kappa t / 2, t>0$, as shown in Fig. 2. Note that for all $t>0$ this wedge contains the line $\operatorname{Im} \gamma=0$. Therefore the vortex sheet is analytic for all $t>0$.


Fig. 2. Domain of analyticity (in $\gamma$ ) for $z(\gamma, t)$ (equivalently for $r(\gamma, t)$ ): $\{|\operatorname{Im} \gamma|<c t, t>0\}$.
The third idea is to construct the solution within the class of analytic functions. In this function class the Birkhoff-Rott equation has been shown to be well posed; while in almost any larger class it is expected to be ill posed. For the Sobolev spaces, ill-posedness is shown in $\S 7$. Use of analytic functions provides the stabilization necessary to construct exact solutions in the presence of physical instability. Aside from this practical justification, our belief that the imposition of analyticity is consistent with the zero viscosity limit justifies the use of analytic functions, at least for some flow regimes.


Fig. 3. Domain of analyticity for the iterates $r_{n}$ (or equivalently $p_{n}, q_{n}$ ). The width of the domain decreases as $n$ increases. The line segments emanating from the plane $\{\operatorname{Im} \gamma=0\}$ are the characteristics used to extend the iterates to complex $\gamma$, as in (2.12), (2.13), or (3.3).

The correction term $r$ of Theorem 1 is constructed using the Cauchy-Kowalewski method, somewhat modified from that in [13] involving an iteration. At each iteration in our construction, the approximate solution is analytic in a wedge $|\operatorname{Im} \gamma|<c t$, with an angle $c$ that is slightly reduced at each step, as indicated in Fig. 3. The final solution is valid in a limiting wedge, which is shown to be nonempty.

Other analytic results for vortex sheets include a proof of short-time existence by Sulem, Sulem, Bardos, and Frisch and a proof of existence almost up to the expected time of singularity formation by Caflisch and Orellana [2]. The singularities described in the present paper are not accompanied by concentrations of energy. Thus they are much weaker than those discussed by DiPerna and Majda [3]-[5], which possibly appear on a vortex sheet at a later time. On the other hand, there are no known examples for which such energy concentrations develop from less singular initial data.

The outline of this paper follows. Section 2 contains a reformulation of (1.1) and shows the sense in which the problem is hyperbolic. In particular, an equation for the error term $r$ is derived. In § 3 we describe an iteration method for solving the equation for $r$. Each iteration involves solving an elliptic problem in $t$ and $\operatorname{Re} \gamma$, then extending the solution to complex $\gamma$ by solving a hyperbolic problem. The elliptic problem is solved using a Green's function; we solve the hyperbolic problem by integrating along characteristics. Estimates on the first iterate are obtained in § 4, the induction method is described in $\S 5$ and estimates for the successive iterates are derived using a Cauchy-Kowalewski method in §6. At the end of that section, we summarize the proof of Theorem 1, and we derive two consequences of Theorem 1 in the concluding section.
2. Formulation. We write $z$ as a perturbation of the flat sheet by $z=\gamma+s$ and assume that $s$ is $2 \pi$-periodic, i.e.,

$$
\begin{equation*}
s(\gamma+2 \pi, t)=s(\gamma, t) \tag{2.1}
\end{equation*}
$$

The Birkhoff-Rott equation (1.1) is equivalent to the following equation for $s$, which is now written in a way that is analytic for complex $\gamma$,

$$
\begin{equation*}
\frac{\partial}{\partial t} s^{*}(\gamma, t)=B[s] \equiv \frac{1}{2 \pi i} P V \int_{-\infty}^{\infty} \frac{d \zeta}{-\zeta+s(\gamma)-s(\gamma+\zeta)}, \tag{2.2}
\end{equation*}
$$

in which $s^{*}$ is the analytic extension of $\bar{s}$, i.e., $s^{*}(\gamma)=\overline{s(\bar{\gamma})}$. The operator $B$ is expanded as $B[s]=B_{1}[s]+B_{r}[s]$ in which

$$
\begin{equation*}
B_{1}[s](\gamma)=-\frac{1}{2 \pi i} P V \int_{-\infty}^{\infty} \frac{s(\gamma)-s(\gamma+\zeta)}{\zeta^{2}} d \zeta=\frac{1}{2} H\left[s_{\gamma}\right] \tag{2.3}
\end{equation*}
$$

is the linear part of $B$ and $B_{r}$ is the nonlinear remainder. The linearized equation (1.3) is analytically extended as $s_{t}^{*}=B_{1}[s]$.

Since $s_{0}$ is an exact solution of this linearized equation, the Birkhoff-Rott equation (1.1) for $z=\gamma+s_{0}+r$ can be rewritten as follows:

$$
\begin{equation*}
r_{t}^{*}=B_{1}[r]+B_{r}\left[s_{0}+r\right] . \tag{2.4}
\end{equation*}
$$

Define the decaying component $p$ and growing component $q$ for $r$ as follows:

$$
\begin{equation*}
p=r_{+}+i\left(r_{-}\right)^{*}, \quad q=r_{+}-i\left(r_{-}\right)^{*} \tag{2.5}
\end{equation*}
$$

Then (2.4) can be rewritten as

$$
\begin{align*}
p_{t} & =\frac{i}{2} p_{\gamma}+a  \tag{2.6}\\
q_{t} & =\frac{-i}{2} q_{\gamma}+b, \tag{2.7}
\end{align*}
$$

in which

$$
\begin{equation*}
a=\left(B_{-}\right)^{*}+i B_{+}, \quad b=\left(B_{-}\right)^{*}-i B_{+} \tag{2.8}
\end{equation*}
$$

and $B_{+}$and $B_{-}$are the upper and lower analytic components of $B_{r}\left[s_{0}+r\right]$. Note that $a$ and $b$, and thus also $p$ and $q$, have only components with positive wave numbers.

The system (2.6), (2.7) is elliptic in $\gamma, t$ for real $\gamma$, but it is hyperbolic in $\gamma, t$ for imaginary $\gamma$ (or more precisely, in the imaginary $\gamma$ direction).

We solve (2.6), (2.7) in two parts. For $\gamma$ real, $t \geqq 0$, we solve the elliptic equation using a Green's function. For $\operatorname{Im} \gamma \neq 0, t \geqq 0$, we solve the hyperbolic equation (2.4) by integration along characteristics using the values of $r$ on $\operatorname{Im} \gamma=0$ as "initial values." These characteristics are indicated in Fig. 3.

We require $p$ and $q$ to be $2 \pi$-periodic, to vanish at $t=\infty$, and to have only components with positive wave numbers and $p=0$ at $t=0$; i.e.,

$$
\begin{gather*}
(p, q)(\gamma, t)=(p, q)(\gamma+2 \pi, t) \\
(p, q) \rightarrow 0 \quad \text { as } t \rightarrow \infty, \quad p(t=0)=0,  \tag{2.9}\\
(\hat{p}, \hat{q})(k, t)=\int_{0}^{2 \pi} \mathrm{e}^{-i k \gamma}(p, q)(\gamma, t) d \gamma=0 \quad \text { for } k \leqq 0 .
\end{gather*}
$$

Under these conditions and for $a$ and $b$ having only components with positive wave numbers, the solution of (2.6), (2.7) is uniquely given by

$$
\begin{align*}
& p(\gamma, t)=\int_{0}^{t} \int_{0}^{2 \pi} g\left(\gamma^{\prime}, t-t^{\prime}\right) a\left(\gamma-\gamma^{\prime}, t^{\prime}\right) d \gamma^{\prime} d t^{\prime},  \tag{2.10}\\
& q(\gamma, t)=\int_{t}^{\infty} \int_{0}^{2 \pi} g\left(\gamma^{\prime}, t-t^{\prime}\right) b\left(\gamma-\gamma^{\prime}, t^{\prime}\right) d \gamma^{\prime} d t^{\prime} \tag{2.11}
\end{align*}
$$

for $\gamma$ real and by

$$
\begin{align*}
& p(\gamma+i \mu, t)=p(\gamma, t+2 \mu)-2 \int_{0}^{\mu} a\left(\gamma+i \mu^{\prime}, t+2\left(\mu-\mu^{\prime}\right)\right) d \mu^{\prime},  \tag{2.12}\\
& q(\gamma+i \mu, t)=q(\gamma, t-2 \mu)+2 \int_{0}^{\mu} b\left(\gamma+i \mu^{\prime}, t-2\left(\mu-\mu^{\prime}\right)\right) d \mu^{\prime} \tag{2.13}
\end{align*}
$$

for $\gamma+i \mu$ complex in which

$$
\begin{gather*}
g(\gamma, t)=\left\{\begin{aligned}
\xi(-t / 2+i \gamma), & t>0, \\
-\xi(-t / 2+i \gamma), & t<0,
\end{aligned}\right.  \tag{2.14}\\
\xi(z)=\frac{1}{2 \pi} \frac{e^{z}}{1-e^{z}} . \tag{2.15}
\end{gather*}
$$

If $a$ and $b$ are analytic in $\gamma$, then $p$ and $q$ defined by (2.10)-(2.13) are also analytic.
According to (2.5), $r=\frac{1}{2}(p+q)+i_{2}^{1}\left(p^{*}-q^{*}\right)$. Let $A\left[s_{0}+r\right]$ denote the corresponding combination of the right-hand sides of (2.10)-(2.13). The Birkhoff-Rott equation (1.1) or (2.4) for $z=\gamma+s_{0}+r$ can be rewritten as follows:

$$
\begin{equation*}
r=A\left[s_{0}+r\right] . \tag{2.16}
\end{equation*}
$$

Equations (2.10)-(2.13) for $p, q$ or the equivalent equation (2.16) for $r$ are the main results of this section.
3. Iteration method. In the previous section, the Birkhoff-Rott equation, for $z=$ $\gamma+s_{0}+r$ was reduced to (2.16) for $r$. We now solve this equation by iteration. Define $r_{0}=0$ and for $n \geqq 0$ let $r_{n+1}$ solve

$$
\begin{equation*}
r_{n+1}(\gamma, t)=A\left[s_{0}+r_{n}\right] \tag{3.1}
\end{equation*}
$$

In terms of $p_{n}, q_{n}$, defined as in (2.5), equation (3.1) is written as in (2.10)-(2.13):

$$
\begin{gather*}
p_{n+1}(\gamma, t)=\int_{0}^{t} \int_{0}^{2 \pi} g\left(\gamma^{\prime}, t-t^{\prime}\right) a_{n}\left(\gamma-\gamma^{\prime}\right) d \gamma^{\prime} d t^{\prime},  \tag{3.2}\\
q_{n+1}(\gamma, t)=\int_{t}^{\infty} \int_{0}^{2 \pi} g\left(\gamma^{\prime}, t-t^{\prime}\right) b_{n}\left(\gamma-\gamma^{\prime}\right) d \gamma^{\prime} d t^{\prime}, \\
p_{n+1}(\gamma+i \mu, t)=p_{n+1}(\gamma, t+2 \mu)-2 \int_{0}^{\mu} a_{n}\left(\gamma+i \mu^{\prime}, t+2\left(\mu-\mu^{\prime}\right)\right) d \mu^{\prime}, \\
q_{n+1}(\gamma+i \mu, t)=q_{n+1}(\gamma, t-2 \mu)+2 \int_{0}^{\mu} b_{n}\left(\gamma+i \mu^{\prime}, t-2\left(\mu-\mu^{\prime}\right)\right) d \mu^{\prime} \tag{3.3}
\end{gather*}
$$

for $\gamma$ and $\mu$ real, in which $a_{n}, b_{n}$ are defined as in (2.8) with $r$ replaced by $r_{n}$. To show convergence of $r_{n}$ we obtain estimates on the difference

$$
R_{n}=r_{n}-r_{n-1} .
$$

Let $Q_{n}=q_{n}-q_{n-1}, P_{n}=p_{n}-p_{n-1}$. We use the following differentiated equations for $R_{n}$, or equivalently for $P_{n}, Q_{n}$ :

$$
\begin{align*}
& \partial_{\gamma}^{k} P_{n+1}(\gamma, t)=\int_{0}^{t} \int_{0}^{2 \pi} g \partial_{\gamma}^{k}\left(a_{n}-a_{n-1}\right) d \gamma^{\prime} d t^{\prime} \\
& \partial_{\gamma}^{k} Q_{n+1}(\gamma, t)=\int_{t}^{\infty} \int_{0}^{2 \pi} g \partial_{\gamma}^{k}\left(b_{n}-b_{n-1}\right) d \gamma^{\prime} d t^{\prime} \tag{3.4}
\end{align*}
$$

$$
\begin{align*}
& \partial_{\gamma}^{k} P_{n+1}(\gamma+i \mu, t)=\partial_{\gamma}^{k} P_{n+1}(\gamma, t+2 \mu)-2 \int_{0}^{\mu} \partial_{\gamma}^{k}\left(a_{n}-a_{n-1}\right) d \mu^{\prime} \\
& \partial_{\gamma}^{k} Q_{n+1}(\gamma+i \mu, t)=\partial_{\gamma}^{k} Q_{n+1}(\gamma, t-2 \mu)+2 \int_{0}^{\mu} \partial_{\gamma}^{k}\left(b_{n}-b_{n-1}\right) d \mu^{\prime} \tag{3.5}
\end{align*}
$$

for $k=1,2$.
For the Hölder norm $|s|_{\rho}$ defined in (1.6), the Cauchy estimate for the derivative of an analytic function is

$$
\begin{equation*}
\left|s_{\gamma}(\cdot, t)\right|_{\rho} \leqq\left(\rho^{\prime}-\rho\right)^{-1}|s(\cdot, t)|_{\rho^{\prime}} \quad \text { if } \rho^{\prime}>\rho \tag{3.6}
\end{equation*}
$$

The nonlinear part $B_{r}$ of the Birkhoff-Rott integral operator is estimated as

$$
\begin{align*}
& \left|B_{r}[s]\right|_{\rho} \leqq c_{0}\left|s_{\gamma}\right|_{\rho}^{2}, \\
& \left|B_{r}[s]_{\gamma}\right|_{\rho} \leqq c_{0}\left|s_{\gamma}\right|_{\rho}\left|s_{\gamma \gamma}\right|_{\rho}, \\
& \left|B_{r}[s]-B_{r}[\tilde{s}]\right|_{\rho} \leqq c_{1}\left|s_{\gamma}-\tilde{s}_{\gamma}\right|_{\rho}\left(\left|s_{\gamma}\right|_{\rho}+\left|\tilde{s}_{\gamma}\right|_{\rho}\right),  \tag{3.7}\\
& \left|B_{r}[s]_{\gamma}-B_{r}[\tilde{s}]_{\gamma}\right|_{\rho} \leqq c_{1}\left|s_{\gamma}-\tilde{s}_{\gamma}\right|_{\rho}\left(\left|s_{\gamma \gamma}\right|_{\rho}+\left|\tilde{s}_{\gamma \gamma}\right|_{\rho}\right)+c_{1}\left|s_{\gamma \gamma}-\tilde{s}_{\gamma \gamma}\right|_{\rho}\left(\left|s_{\gamma}\right|_{\rho}+\left|\tilde{s}_{\gamma}\right|_{\rho}\right)
\end{align*}
$$

for any $s$, $\tilde{s}$ in which $c_{0}=c\left(1-\left|s_{\gamma}\right|_{\rho}\right)^{-1}$ and $c_{1}=c\left(1-\left|s_{\gamma}\right|_{\rho}\right)^{-1}+c\left(1-\left|\tilde{s}_{\gamma}\right|_{\rho}\right)^{-1}$. For these estimates we assume that $\left|s_{\gamma}\right|_{\rho}<1,\left|\tilde{s}_{\gamma}\right|_{\rho}<1$.

From these general estimates it follows that $a_{n}, b_{n}$ satisfy

$$
\begin{gather*}
\left|a_{0}\right|_{\rho}+\left|b_{0}\right|_{\rho} \leqq c\left|s_{0 \gamma}\right|_{\rho}^{2}, \\
\left|a_{0 \gamma}\right|_{\rho}+\left|b_{0 \gamma}\right|_{\rho} \leqq\left.\left. c\left|s_{0 \gamma}\right|_{\rho}\right|_{0_{\gamma \gamma}}\right|_{\rho},  \tag{3.8}\\
\left|a_{n}-a_{n-1}\right|_{\rho}+\left|b_{n}-b_{n-1}\right|_{\rho} \leqq c\left|R_{n \gamma}\right|_{\rho}\left(\left|s_{0 \gamma}\right|_{\rho}+\left|r_{n-1 \gamma}\right|_{\rho}+\left|r_{n \gamma}\right|_{\rho} \mid\right),  \tag{3.9}\\
\left|\left(a_{n}-a_{n-1}\right)_{\gamma}\right|_{\rho}+\left|\left(b_{n}-b_{n-1}\right)_{\gamma}\right|_{\rho} \leqq c\left|R_{n \gamma}\right|_{\rho}\left(\left|s_{0_{\gamma \gamma}}\right|_{\rho}+\left|r_{n-1 \gamma \gamma}\right|_{\rho}+\left|r_{n \gamma \gamma}\right|_{\rho}\right)  \tag{3.10}\\
+c\left|R_{n \gamma \gamma}\right|_{\rho}\left(\left|s_{0 \gamma}\right|_{\rho}+\left|r_{n-1 \gamma}\right|_{\rho}+\left|r_{n \gamma}\right|_{\rho}\right)
\end{gather*}
$$

if $\left|r_{m \gamma}\right|_{\rho}<\left|s_{0 \gamma}\right|_{\rho}<\frac{1}{2},\left|r_{m \gamma \gamma}\right|_{\rho}<\left|s_{0 \gamma \gamma}\right|_{\rho}<\frac{1}{2}$ for $m=n, n-1$.
For use in estimating the iterates $r_{n}$, we state a general lemma. Its proof is a straightforward extension of the proof of Hölder bounds on the Hilbert transform (Katznelson [7]).

Lemma 3.1. Suppose that $\int_{0}^{2 \pi} a d \gamma=\int_{0}^{2 \pi} b d \gamma=0$ and let $p$ and $q$ satisfy

$$
\begin{align*}
& p(\gamma, t)=\int_{0}^{t} \int_{0}^{2 \pi} g\left(\gamma^{\prime}, t-t^{\prime}\right) a\left(\gamma-\gamma^{\prime}, t^{\prime}\right) d \gamma^{\prime} d t^{\prime}, \\
& q(\gamma, t)=\int_{t}^{\infty} \int_{0}^{2 \pi} g\left(\gamma^{\prime}, t-t^{\prime}\right) b\left(\gamma-\gamma^{\prime}, t^{\prime}\right) d \gamma^{\prime} d t^{\prime} \tag{3.11}
\end{align*}
$$

and suppose that

$$
\begin{equation*}
\left|a_{\gamma}\right|_{0}+\left|b_{\gamma}\right|_{0} \leqq c \varepsilon^{2}\left(1+t^{\nu-\alpha-1}\right) e^{-t} . \tag{3.12}
\end{equation*}
$$

Let $r$ be related to $p$ and $q$ as in (2.5). Then $r$ satisfies

$$
\begin{equation*}
\left|r_{\gamma}\right|_{0} \leqq c \varepsilon^{2} e^{-t / 2}, \quad\left|r_{\gamma \gamma}\right|_{0} \leqq c \varepsilon^{2}\left(1+t^{\nu-\alpha-1}\right) e^{-t / 2} \tag{3.13}
\end{equation*}
$$

The same estimates are true for $p$ and $q$.
4. First approximation. The first approximation $r_{1}=R_{1}$ satisfies $r_{1}=A\left[s_{0}\right]$, i.e.,

$$
\begin{align*}
p_{1}(\gamma, t)= & \int_{0}^{t} \int_{0}^{2 \pi} g a_{0} d \gamma^{\prime} d t^{\prime}, \quad q_{1}(\gamma, t)=\int_{t}^{\infty} \int_{0}^{2 \pi} g b_{0} d \gamma^{\prime} d t^{\prime}  \tag{4.1}\\
& p_{1}(\gamma+i \mu, t)=p_{1}(\gamma, t+2 \mu)-2 \int_{0}^{\mu} a_{0} d \mu^{\prime} \\
& q_{1}(\gamma+i \mu, t)=q_{1}(\gamma, t-2 \mu)+2 \int_{0}^{\mu} b_{0} d \mu^{\prime} \tag{4.2}
\end{align*}
$$

in which the arguments inside the integrals are as in (3.2)-(3.3). From (3.8), (1.7), and (1.8) it follows that $a_{0}, b_{0}$ satisfy

$$
\left|a_{0 \gamma}\right|_{\rho}+\left|b_{0 \gamma}\right|_{\rho} \leqq c \varepsilon^{2}\left(1+(t-2 \rho)^{\nu-\alpha-1}\right) e^{-(t-2 \rho)},
$$

for $t>2 \rho$. In particular,

$$
\left|a_{0 \gamma}\right|_{0}+\left|b_{0 \gamma}\right|_{0} \leqq c \varepsilon^{2}\left(1+t^{\nu-\alpha-1}\right) e^{-t} .
$$

Application of Lemma 3.1 implies

$$
\begin{equation*}
\left|r_{1 \gamma}\right|_{0} \leqq c \varepsilon^{2} e^{-t / 2} \quad\left|r_{1 \gamma \gamma}\right|_{0} \leqq c \varepsilon^{2}\left(1+t^{\nu-\alpha-1}\right) e^{-t / 2} \tag{4.3}
\end{equation*}
$$

Next estimate $r_{1 \gamma}$ for $\gamma+i \mu$ complex from (4.2) as

$$
\begin{align*}
\left|r_{1 \gamma}(\cdot, t)\right|_{\rho} & \leqq 2 \sup _{|\mu| \leqq \rho}\left|r_{1 \gamma}(\cdot, t+2 \mu)\right|_{0}+2 \int_{0}^{\rho}\left|a_{0 \gamma}\left(t+2 \mu^{\prime}\right)\right|_{\rho-\mu^{\prime}}+\left|b_{0 \gamma}\left(t-2 \mu^{\prime}\right)\right|_{\rho-\mu^{\prime}} d \mu^{\prime}  \tag{4.4}\\
& \leqq c \varepsilon^{2} e^{-(t-2 \rho) / 2}+c \varepsilon^{2} \rho\left(1+(t-2 \rho)^{\nu-\alpha-1}\right) e^{-(t-2 \rho)} \\
& \leqq c \delta^{\nu-\alpha-1} \varepsilon^{2} e^{-(t-2 \rho) / 2}
\end{align*}
$$

for $\kappa_{1} \rho<t$ with $\kappa_{1}=2(1+\delta)$ with $\delta>0$. Similarly,

$$
\begin{aligned}
\left|r_{1 \gamma \gamma}(\cdot, t)\right|_{\rho} \leqq & 2 \sup _{|\mu| \leqq \rho}\left|r_{1 \gamma \gamma}(\cdot, t+2 \mu)\right|_{0}+2 \int_{0}^{\rho}\left|a_{0 \gamma \gamma}\left(t+2 \mu^{\prime}\right)\right|_{\rho-\mu^{\prime}}+\left|b_{0 \gamma \gamma}\left(t-2 \mu^{\prime}\right)\right|_{\rho-\mu^{\prime}} d \mu^{\prime} \\
\leqq & c \varepsilon^{2}\left(1+(t-2 \rho)^{\nu-\alpha-1}\right) e^{-(t-2 \rho) / 2} \\
& +(\delta \rho)^{-1} \int_{0}^{\rho}\left(\left|a_{0 \gamma}\right|_{(1+\delta) \rho-\mu^{\prime}}+\left|b_{0 \gamma}\right|_{(1+\delta) \rho-\mu^{\prime}}\right) d \mu^{\prime} \\
& \\
& c \varepsilon^{2}\left(1+(t-2 \rho)^{\nu-\alpha-1}\right) e^{-(t-2 \rho) / 2}+2 \varepsilon^{2} \delta^{-1}\left(1+\left(t-\kappa_{1} \rho\right)^{\nu-\alpha-1}\right) e^{-\left(t-\kappa_{1} \rho\right) / 2} \\
\leqq & c \delta^{-1} \varepsilon^{2}\left(1+\left(t-\kappa_{1} \rho\right)^{\nu-\alpha-1}\right) e^{-\left(t-\kappa_{1} \rho\right) / 2}
\end{aligned}
$$

for $\kappa_{1} \rho<t$.
5. Induction hypothesis. Successive approximations $r_{n}$ and their convergence are analyzed using an analogue of the Cauchy-Kowalewski method [13] for the integral equations (3.2), (3.3). In each iteration the wedge of existence $|\operatorname{Im} \gamma|<\kappa_{n}^{-1} t$ is slightly decreased, so that the general estimate (3.6) can be employed. The object of the modified Cauchy-Kowalewski method is to show that there is a limiting, nonempty wedge in which the solution $r$ is analytic. The key point of the method is overcoming the large factor $\left(\rho-\rho^{\prime}\right)^{-1}$ in the Cauchy estimate (3.6). As a result of this factor the singularity in the solution $r$ may be one order higher than the singularity in $s_{0}$ on the lines $|\operatorname{Im} \gamma|=\kappa_{n}^{-1} t$. However, the additional singularity has amplitude proportional to $t$, so that at $t=0, r$ is no more singular than $s_{0}$.

The induction argument follows that of Nishida [13] with some change in notation and indexing. Define

$$
\begin{equation*}
\kappa_{n+1}=\kappa_{n}\left(1-\varepsilon^{\mu}(n+2)^{-2}\right)^{-1} \tag{5.1}
\end{equation*}
$$

for $n \geqq 1$, in which $\mu>0$ is to be chosen later. Then

$$
\begin{equation*}
\kappa_{n} \rightarrow \kappa=\kappa_{1} \prod_{1}^{\infty}\left(1-\varepsilon^{\mu}(m+2)^{-2}\right)^{-1}, \tag{5.2}
\end{equation*}
$$

which is finite and note that $\kappa_{n+1}>\kappa_{n}>\cdots>\kappa_{1}>2$. Define the norm

$$
\begin{align*}
A_{m}(R)= & \sup _{t>\kappa_{m} \rho} \varepsilon^{-2} e^{\left(t-\kappa_{m} \rho\right) / 2} t^{-1}\left(t-\kappa_{m} \rho\right)  \tag{5.3}\\
& \times\left\{\left|R_{\gamma}(t)\right|_{\rho}+\left(1+\left(t-\kappa_{m} \rho\right)^{\nu-\alpha-1}\right)^{-1}\left|R_{\gamma \gamma}(t)\right|_{\rho}\right\} .
\end{align*}
$$

Since $\kappa_{m+1}>\kappa_{m}$, then $A_{m+1}(R) \leqq A_{m}(R)$ for any $R$. The size of the $m$ th correction $R_{m}=r_{m}-r_{m-1}$ is measured by

$$
\begin{equation*}
\lambda_{m}=A_{m}\left(R_{m}\right) \tag{5.4}
\end{equation*}
$$

As mentioned above, the factor $\left(t-\kappa_{m} \rho\right) / t$ indicates possible additional singularity on the line $|\operatorname{Im} \gamma|=\rho=\kappa_{m}^{-1} t$, but note that it does not affect the size of $R_{m}$ on the physical line $\operatorname{Im} \gamma=\rho=0$.

The induction hypothesis is

$$
\begin{equation*}
\sum_{j=1}^{n} \lambda_{j}\left(1-\frac{\kappa_{j}}{\kappa_{j+1}}\right) \leqq d . \tag{5.5}
\end{equation*}
$$

The constant $d$ as well as $\kappa_{1}$ will be chosen later. In the previous section, we showed that $\lambda_{1} \leqq c\left(\kappa_{1}-2\right)^{-1}$ so that the hypothesis for $n=1$ is satisfied if $d \geqq c\left(\kappa_{1}-2\right)^{-1}$.

Now suppose that (5.5) is true for $n \geqq 1$. If $\kappa_{n+1} \rho<t$, then for $n \geqq j \geqq 1$,

$$
\begin{align*}
\left|R_{j \gamma}(t)\right|_{\rho} & <\lambda_{j}\left(1-\frac{\kappa_{j}}{\kappa_{n+1}}\right)^{-1} \varepsilon^{2} e^{-\left(t-\kappa_{j} \rho\right) / 2} \\
& <\lambda_{j}\left(1-\frac{\kappa_{j}}{\kappa_{j+1}}\right)^{-1} \varepsilon^{2} e^{-\left(t-\kappa_{n} \rho\right) / 2} \tag{5.6}
\end{align*}
$$

$$
\left|R_{j \gamma \gamma}(t)\right|_{\rho}<\lambda_{j}\left(1-\frac{\kappa_{j}}{\kappa_{n+1}}\right)^{-1} \varepsilon^{2}\left(1+\left(t-\kappa_{j} \rho\right)^{\nu-\alpha-1}\right) e^{-\left(t-\kappa_{j} \rho\right) / 2}
$$

$$
\begin{equation*}
<\lambda_{j}\left(1-\frac{\kappa_{j}}{\kappa_{j+1}}\right)^{-1} \varepsilon^{2}\left(1+\left(t-\kappa_{n} \rho\right)^{\nu-\alpha-1}\right) e^{-\left(t-\kappa_{n} \rho\right) / 2} \tag{5.7}
\end{equation*}
$$

Since $r_{0}=0, r_{n \gamma}=\sum_{j=1}^{n} R_{j \gamma}, r_{n \gamma \gamma}=\sum_{j=1}^{n} R_{j \gamma \gamma}$, and using the induction hypothesis at $n$, this yields

$$
\begin{align*}
\left|r_{j \gamma}(t)\right|_{\rho} & \leqq \varepsilon^{2}\left(\sum_{j=1}^{n} \lambda_{j}\left(1-\kappa_{j} / \kappa_{j+1}\right)^{-1}\right) e^{-\left(t-\kappa_{n} \rho\right) / 2} \\
& \leqq d \varepsilon^{2} e^{-\left(t-\kappa_{n} \rho\right) / 2},  \tag{5.8}\\
\left|r_{j \gamma \gamma}(t)\right|_{\rho} & \leqq d \varepsilon^{2}\left(1+\left(t-\kappa_{n} \rho\right)^{\nu-\alpha-1}\right) e^{-\left(t-\kappa_{n} \rho\right) / 2}, \tag{5.9}
\end{align*}
$$

for any $j \leqq n$ and $\kappa_{n+1} \rho<t$. The bounds (5.8), (5.9) will be used in $\S 6$ for estimation of $R_{n+1}$.
6. Successive approximations. To verify the induction hypothesis (5.5) for $n+1$, the correction terms $R_{n+1}$ that solve (3.4), (3.5) must be estimated. Using (1.7), (1.8) for $s_{0}$, (5.8), (5.9) for $r_{n}, r_{n-1}$, and (5.4) for $R_{n \gamma}, R_{n \gamma \gamma}$ in (3.10), the forcing term in (3.4), (3.5) is bounded for $\kappa_{n+1} \rho<t$ by

$$
\begin{align*}
& \left|\left(a_{n}-a_{n-1}\right)_{\gamma}\right|_{\rho}+\left|\left(b_{n}-b_{n-1}\right)_{\gamma}\right|_{\rho}  \tag{6.1}\\
& \quad \leqq c \varepsilon^{3}(1+\varepsilon d) \lambda_{n}\left(\frac{t}{t-\kappa_{n} \rho}\right)\left(1+\left(t-\kappa_{n} \rho\right)^{\nu-\alpha-1}\right) e^{-\left(t-\kappa_{n} \rho\right)} .
\end{align*}
$$

In particular for $\rho=0$,

$$
\begin{equation*}
\left|\left(a_{n}-a_{n-1}\right)_{\gamma}\right|_{0}+\left|\left(b_{n}-b_{n-1}\right)_{\gamma}\right|_{0} \leqq c \varepsilon^{3}(1+\varepsilon d) \lambda_{n}\left(1+t^{\nu-\alpha-1}\right) e^{-t} . \tag{6.2}
\end{equation*}
$$

First, estimate $R_{n+1}$ for $\gamma$ real, i.e., $\rho=0$. Application of Lemma 3.1 to (3.4) using (6.2) implies that

$$
\begin{align*}
& \left|R_{n+1 \gamma}\right|_{0} \leqq c \varepsilon^{3}(1+\varepsilon d) \lambda_{n} e^{-t / 2}  \tag{6.3}\\
& \left|R_{n+1 \gamma \gamma}\right|_{0} \leqq c \varepsilon^{3}(1+\varepsilon d) \lambda_{n}\left(1+t^{\nu-\alpha-1}\right) e^{-t / 2} \tag{6.4}
\end{align*}
$$

Second, estimate $R_{n+1 \gamma}$ for complex $\gamma+i \mu$, i.e., for $\rho \geqq 0$, solving (3.5). For $\kappa_{n+1} \rho<t$ bound

$$
\begin{align*}
&\left|R_{n+1 \gamma}(t)\right|_{\rho} \leqq 2 \sup _{|\mu|<\rho}\left|R_{n+1 \gamma}(t+2 \mu)\right|_{0}+ \int_{0}^{\rho}\left(\left|\left(a_{n}-a_{n-1}\right)_{\gamma}(t+2 \mu)\right|_{\rho-\mu}\right. \\
&\left.+\left|\left(b_{n}-b_{n-1}\right)_{\gamma}(t-2 \mu)\right|_{\rho-\mu}\right) d \mu  \tag{6.5}\\
& \leqq 2 c \varepsilon^{3}(1+\varepsilon d) \lambda_{n} e^{-(t-\rho) / 2}+I,
\end{align*}
$$

in which $I$ denotes the integral. The inequalities $\kappa_{n+1}>\kappa_{n}>2$ and $\kappa_{n+1} \rho<t$ imply $\kappa_{n+1}(\rho-\mu)<(t-2 \mu)$. Then we may use (6.1) to bound $I$ by

$$
\begin{align*}
I & \leqq c \varepsilon^{3}(1+\varepsilon d) \lambda_{n} \int_{0}^{\rho}\left(\frac{t \pm 2 \mu}{(t \pm 2 \mu)-\kappa_{n}(\rho-\mu)}\right)\left(1+\left(t \pm 2 \mu-\kappa_{n}(\rho-\mu)\right)^{\nu-\alpha-1}\right) \\
& \cdot e^{-\left(t \pm 2 \mu-\kappa_{n}(\rho-\mu)\right)} d \mu \\
& \leqq c \varepsilon^{3}(1+\varepsilon d) \lambda_{n}(t+\rho) e^{-(3 / 4)\left(t-\kappa_{n} \rho\right)} \int_{0}^{\rho}\left(t-\kappa_{n} \rho+\left(\kappa_{n}-2\right) \mu\right)^{\nu-\alpha-2} d \mu  \tag{6.6}\\
& \leqq c \varepsilon^{3}(1+\varepsilon d)\left(\kappa_{n}-2\right)^{-1} \lambda_{n}(t+\rho)\left(t-\kappa_{n} \rho\right)^{\nu-\alpha-1} e^{-(3 / 4)\left(t-\kappa_{n} \rho\right)} \\
& \leqq c \varepsilon^{3}(1+\varepsilon d)\left(\kappa_{n}-2\right)^{-1} \lambda_{n}\left(\frac{t}{t-\kappa_{n} \rho}\right) e^{-\left(t-\kappa_{n} \rho\right) / 2} .
\end{align*}
$$

Since $\kappa_{n+1}>\kappa_{n}$, this combines with (6.5) to show that

$$
\begin{equation*}
\left|R_{n+1 \gamma}(t)\right|_{\rho} \leqq c \varepsilon^{3}(1+\varepsilon d)\left(\kappa_{n}-2\right)^{-1} \lambda_{n}\left(\frac{t}{t-\kappa_{n+1} \rho}\right) e^{-\left(t-\kappa_{n+1} \rho\right) / 2} \tag{6.7}
\end{equation*}
$$

for $\kappa_{n+1} \rho<t$.
Third, estimate $R_{n+1 \gamma \gamma}$ for complex $\gamma+i \mu$, i.e., for $\rho \geqq 0$, solving (3.5). This is the crucial estimate of the Cauchy-Kowalewski method. For $\kappa_{n+1} \rho<t$ estimate

$$
\begin{align*}
& \left|R_{n+1 \gamma \gamma}(t)\right|_{\rho} \leqq 2 \sup _{|\mu| \leqq \rho}\left|R_{n+1 \gamma \gamma}(t+2 \mu)\right|_{0} \\
& +\int_{0}^{\rho}\left\{\left|\left(a_{n}-a_{n-1}\right)_{\gamma \gamma}(t+2 \mu)\right|_{\rho-\mu}+\left|\left(b_{n}-b_{n-1}\right)_{\gamma \gamma}(t-2 \mu)\right|_{\rho-\mu}\right\} d \mu  \tag{6.8}\\
& \leqq c \varepsilon^{3}(1+\varepsilon d) \lambda_{n}\left(1+(t-2 \rho)^{\nu-\alpha-1}\right) e^{-(t-2 \rho) / 2}+I_{2},
\end{align*}
$$

in which $I_{2}$ is the integral. Define $\rho_{1}$ by

$$
\begin{equation*}
\rho_{1}=\frac{1}{2}\left(\kappa_{n+1}^{-1}(t-2 \mu)+(\rho-\mu)\right), \tag{6.9}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
\rho-\mu<\rho_{1}<\kappa_{n+1}^{-1}(t-2 \mu), \tag{6.10}
\end{equation*}
$$

$$
\begin{align*}
t-2 \mu-\kappa_{n+1} \rho_{1} & =\kappa_{n+1}\left(\rho_{1}-(\rho-\mu)\right)=\left(t-\kappa_{n+1} \rho+\left(\kappa_{n+1}-2\right) \mu\right) / 2  \tag{6.11}\\
& \geqq\left(t-\kappa_{n+1} \rho\right) / 2 .
\end{align*}
$$

Estimate $I_{2}$ using the Cauchy estimate (3.6), the bound (6.1), and the relations (6.10), (6.11) to obtain

$$
\begin{align*}
& I_{2} \leqq 2 \int_{0}^{\rho}\left(\rho_{1}-(\rho-\mu)\right)^{-1}\left|\left(a_{n}-a_{n-1}\right)_{\gamma}(t+2 \mu)\right|_{\rho_{1}}+\left|\left(b_{n}-b_{n-1}\right)_{\gamma}(t-2 \mu)\right|_{\rho_{1}} d \mu \\
& \leqq c \varepsilon^{3}(1+\varepsilon d) \lambda_{n} \int_{0}^{\rho}\left(\rho_{1}-(\rho-\mu)\right)^{-1} \frac{t+2 \mu}{\left(t-2 \mu-\kappa_{n} \rho_{1}\right)}\left(1+\left(t-2 \mu-\kappa_{n} \rho_{1}\right)^{\nu-\alpha-1}\right) \\
& \quad \cdot e^{-\left(t-2 \mu-\kappa_{n+1} \rho_{1}\right)} d \mu  \tag{6.12}\\
& \leqq c \varepsilon^{3}(1+\varepsilon d) \lambda_{n}(t+\rho) e^{-\left(t-\kappa_{n+1} \rho\right) / 2} \int_{0}^{\rho}\left(t-\kappa_{n+1} \rho+\left(\kappa_{n+1}-2\right) \mu\right)^{-2} \\
& \quad+\left(t-\kappa_{n+1} \rho+\left(\kappa_{n+1}-2\right) \mu\right)^{\nu-\alpha-3} d \mu \\
& \leqq c \varepsilon^{3}(1+\varepsilon d) \lambda_{n}(t+\rho) e^{-\left(t-\kappa_{n+1} \rho\right) / 2}\left(\kappa_{n+1}-2\right)^{-1} \\
& \quad \cdot\left(t-\kappa_{n+1} \rho\right)^{-1}\left(1+\left(t-\kappa_{n+1} \rho\right)^{\nu-\alpha-1}\right) .
\end{align*}
$$

Combine this with (6.8) to find

$$
\begin{align*}
\left|R_{n+1 \gamma \gamma}\right|_{\rho} \leqq c \varepsilon^{3}(1+d) \lambda_{n}\left(\kappa_{n+1}-2\right)^{-1}\left(\frac{t}{t-\kappa_{n+1} \rho}\right) \\
\cdot\left(1+\left(t-\kappa_{n+1} \rho\right)^{\nu-\alpha-1}\right) e^{-\left(t-\kappa_{n+1} \rho\right) / 2} \tag{6.13}
\end{align*}
$$

for $\kappa_{n+1} \rho<t$.
Inequalities (6.7) for $R_{n+1 \gamma}$ and (6.13) for $R_{n+1 \gamma \gamma}$ and the definition (5.4) of $\lambda_{n+1}$ imply that

$$
\begin{align*}
\lambda_{n+1} & \leqq c \varepsilon(1+\varepsilon d)\left(\kappa_{n+1}-2\right)^{-1} \lambda_{n}  \tag{6.14}\\
& \leqq c \varepsilon(1+\varepsilon d)\left(\kappa_{1}-2\right)^{-1} \lambda_{n} .
\end{align*}
$$

This inequality is also true for $\lambda_{j+1}$ in terms of $\lambda_{j}$ for any $j \leqq n$, so that

$$
\begin{align*}
\lambda_{n+1} & \leqq\left\{c \varepsilon(1+\varepsilon d)\left(\kappa_{1}-2\right)^{-1}\right\}^{n} \lambda_{1} \\
& \leqq\left\{c \varepsilon(1+\varepsilon d)\left(\kappa_{1}-2\right)^{-1}\right\}^{n}\left(\kappa_{1}-2\right)^{-1} . \tag{6.15}
\end{align*}
$$

With these estimates finished, we are ready to verify the induction hypothesis (5.5) for $n+1$ by choosing $d$ and $\kappa_{1}$. Let

$$
\begin{equation*}
\kappa_{1}=2+a \varepsilon^{\mu}, \quad d=\varepsilon^{-2 \mu} \tag{6.16}
\end{equation*}
$$

in which $a$ and the parameters $\mu$ from (5.1) are still to be chosen.

Estimate

$$
\begin{aligned}
\sum_{j=1}^{n+1} \lambda_{j}\left(1-\kappa_{j} / \kappa_{j+1}\right)^{-1} & \leqq\left(\kappa_{1}-2\right)^{-1} \sum_{j=1}^{\infty}\left(c \varepsilon(1+\varepsilon d)\left(\kappa_{1}-2\right)^{-1}\right)^{j-1}\left(1-\kappa_{j} / \kappa_{j+1}\right)^{-1} \\
& =a^{-1} \varepsilon^{-2 \mu} \sum_{j=1}^{\infty}\left(c a^{-1} \varepsilon^{1-\mu}\left(1+\varepsilon^{1-2 \mu}\right)\right)^{j-1}(j+2)^{2} \\
& <\varepsilon^{-2 \mu}
\end{aligned}
$$

for any $\mu$ with $0 \leqq \mu \leqq 2 / 3$ and a chosen (independently of $\mu$ ) to be sufficiently large. This verifies the induction hypothesis (5.5) for ( $n+1$ ), for any $n$.

Completion of the induction proof shows that the inequalities (5.6), (5.7) on the $j$ th corrections $R_{j}$ are valid for all $j$ and that therefore the approximate solutions $r_{n}$ have a limit $r$ that solves (2.16). Finally the combination $z(\gamma, t)=\gamma+s_{0}(\gamma, t)+r(\gamma, t)$ solves the Birkhoff-Rott equation (1.1).

Moreover, the solution $r=\lim _{n \rightarrow \infty} r_{n}$ is analytic in $\kappa \rho<t$ with

$$
\begin{aligned}
\kappa & =\lim _{m \rightarrow \infty} \kappa_{m}=\kappa_{1} \Pi\left(1-\varepsilon^{\mu}(m+2)^{2}\right)^{-1} \\
& =2+\underline{O}\left(\varepsilon^{\mu}\right) .
\end{aligned}
$$

The bounds (5.8), (5.9) show that for $\kappa \rho<t, r$ satisfies

$$
\begin{align*}
& |r(t)|_{\rho}+\left|r_{\gamma}(t)\right|_{\rho} \leqq c \varepsilon^{2-2 \mu} e^{-(t-\kappa \rho) / 2} \\
& \left|r_{\gamma \gamma}(t)\right|_{\rho} \leqq c \varepsilon^{2-2 \mu}\left(1+(t-\kappa \rho)^{\nu-\alpha-1}\right) e^{-(t-\kappa \rho) / 2} . \tag{6.18}
\end{align*}
$$

By choosing $\mu=\frac{2}{3}$, its largest permissible size, we find that $r$ is analytic in the region $\left(2+\underline{O}\left(\varepsilon^{2 / 3}\right)\right) \rho<t$. By choosing $\mu=0$, we obtain the optimal bounds on the size of $r$, although on a restricted domain. In particular for $\rho=0$, i.e., on the physical line $\gamma$ real, the bounds are

$$
\begin{align*}
& |r(t)|_{0}+\left|r_{\gamma}(t)\right|_{0} \leqq c \varepsilon^{2} e^{-t / 2} \\
& \left|r_{\gamma \gamma}(t)\right|_{0} \leqq c \varepsilon^{2}\left(1+t^{\nu-\alpha-1}\right) e^{-t / 2} . \tag{6.19}
\end{align*}
$$

This completes the proof of Theorem 1.
7. Conclusions. We will use Theorem 1 to derive solutions of the Birkhoff-Rott equation that develop singularities (i.e., infinite curvature) at finite time starting from analytic initial data. Then we show that the initial value problem for this equation is ill posed in Sobolev space $H^{n}\left(n>\frac{3}{2}\right)$, since the derivative of order $1+\nu$, for any $\nu>0$, can become infinite in an arbitrarily small time from arbitrarily small initial data (fractional derivatives are understood in the Hölder sense). On the other hand, the vortex sheet problem is known to be well posed in an analytic function setting for at least a short time [2], [14]. DiPerna and Majda [3]-[5] address the related question of finding an appropriate function space that is preserved by the Euler flow and by limits of Euler solutions, as well as by limits of regularized solutions (i.e., of the Navier-Stokes equations or the numerical vortex method).

The Birkhoff-Rott equation has the following three symmetry properties: If $z(\gamma, t)$ is a solution of $(1.1)$ then so are $z_{b}(\gamma, t)=z^{*}(\gamma,-t), z_{s}(\gamma, t)=z\left(\gamma, t-t_{0}\right)$, and $z_{n}(\gamma, t)=$ $n^{-1} z(n \gamma, n t)$.

When we use $z_{b}$, Corollary 1 follows from Theorem 1.
Corollary 1. Let $\varepsilon, \nu, \alpha$ be as in Theorem 1 and let $s_{0}$ satisfy properties (i)-(iii) except for $t<0$; i.e., $s_{0}$ is an analytic solution of the linearized equation (1.3) which decays to zero at $t=-\infty$ (decaying backwards in time) and has a mild singularity at $t=0$. Then
there is a function $r(\gamma, t)$ such that $z(\gamma, t)=\gamma+s_{0}+r$ is an analytic solution of the Birkhoff-Rott equation (1.1) for $t<0$ and $\kappa|\operatorname{Im} \gamma|<|t|$ in which $\kappa>2$ and $\kappa \rightarrow 2$ as $\varepsilon \rightarrow 0$. Moreover, $r$ can be chosen so that the backward decaying mode $r_{+}-i \bar{r}_{-}=0$ at $t=0$ and so that $r$ satisfies (1.10), (1.11) for $t<0$.

By shifting the origin of time in the solution $z$ of Corollary 1, we obtain Corollary 2.
Corollary 2. There is initial data $z(\gamma, 0)$, which is analytic in a neighborhood of $\gamma$ real, such that the solution $z(\gamma, t)$ of the Birkhoff-Rott equation (1.1) develops an infinite $(1+\nu)$ th derivative at a finite time $t_{0}$.

Finally we use the rescaling of $z$ to $z_{n}$. Take $z$ to be a solution for $t<0$ that develops an infinite $(1+\nu)$ th derivative at $t=0$, as in Corollary 1. Let $z_{N}(\gamma, t)=$ $N^{-2} z\left(N^{2} \gamma, N^{2} t-2 N\right)$ so that $s_{N}=z_{N}-\gamma=N^{-2} s\left(N^{2} \gamma, N^{2} t-2 N\right)$. Then at $t=0$ the $k$ th Sobolev norm of $s_{N}$ is bounded as

$$
\begin{align*}
\left|s_{N}(\cdot, t=0)\right|_{H^{k}} & =N^{-2+2 k+3}|s(\cdot,-2 N)|_{H^{k}} \\
& \leqq N^{2 k+1} e^{-N}  \tag{7.1}\\
& \rightarrow 0 \quad \text { as } N \rightarrow \infty .
\end{align*}
$$

However, the time $T_{N}$ of singularity formation is $T_{N}=2 N^{-1} \rightarrow 0$ as $N \rightarrow \infty$. For $\nu>0$, denote sup $\left|\partial_{\gamma}^{1+\nu} z\right|=\sup _{\gamma \neq \gamma^{\prime} \text { real }}\left|z^{\prime}(\gamma)-z^{\prime}\left(\gamma^{\prime}\right)\right| /\left|\gamma-\gamma^{\prime}\right|^{\nu}$. This shows the following.

Corollary 3. For any positive numbers $\nu, k, \varepsilon$, and $\delta$ there is initial data $z=\gamma+s_{0}$ with $\mid s_{H^{k}}<\varepsilon$ such that $\sup \left|\partial_{\gamma}^{1+\nu} z\right|$ goes to infinity for $t=t_{0}<\delta$. In particular the initial value problem for the Birkhoff-Rott equation (1.1) is ill posed for any Sobolev space $H^{k}$ for $k>3 / 2$.

In other words, smallness of the initial perturbation $s$ is not sufficient to insure existence with bounded $(1+\nu)$ th derivative on any time interval for (1.1).
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#### Abstract

Artificial boundary conditions for the linearized incompressible Navier-Stokes equations are designed by approximating the symbol of the transparent operator. The related initial boundary value problems are well posed in the same spaces as the original Cauchy problem. Furthermore, error estimates for small viscosity are proved.
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1. Introduction. Many problems arising in fluid mechanics lead to the resolution of a partial differential equation in an unbounded domain. Depending on the applications, various strategies have been developed.

For stationary flows around a body, integral equations are often used (see for instance [6]) or we can also bound the domain and prescribe on the artificial boundary the so-called "transparent" boundary condition, i.e., the boundary condition which simulates the missing part of the domain. This boundary condition is integral on the boundary, and the associated initial boundary value problem is solved numerically using either an eigenvalues expansion on the boundary [2], [22], [10] or a coupling between finite elements in the interior and integral equations on the boundary [18], [26].

For time dependent problems, the "transparent" boundary condition is integral in time and space and thus impractical in general. Tremendous research effort has attempted to design useful boundary conditions for inviscid flows. Most of the studies rely on a linearization of the equation near the boundary (for a nonlinear treatment of the problem see [16] and [29]). Of course in the applications we solve the nonlinear equations in the interior together with the linear boundary conditions.

There are two mathematical frames for these studies. On one hand, Engquist and Majda in [8] and [9] designed absorbing boundary conditions with wave propagation tools. On the other hand, Bayliss and Turkel in [4] and [5] used far field expansions. Both works write sequences of boundary conditions that are local (i.e., differential) in time and space on the boundary. This feature is due to the hyperbolicity or quasihyperbolicity of the operators they handle.

The problem becomes less clear when it comes to viscous flows. Some numerical answers have been given for compressible fluids (see Rudy and Strikwerda [25]). On the other hand, calculations have been performed in [11], [12], and [19] on the case of a parabolic equation. Moreover, the case of linear advection-diffusion has been treated in [13]. For incompressible flows it is still, as far as we know, an open mathematical question.

Our previous results were announced in [15].
We are concerned here with the incompressible Navier-Stokes equation,

[^20]for $N=2$ or 3 :
\[

$$
\begin{cases}u_{t}+(u \cdot \nabla) u-\nu \Delta u+\nabla p=f & \text { in } \left.\mathbb{R}^{N} \times\right] 0, T[  \tag{1.1}\\ \operatorname{div}(u)=0 & \text { in } \left.\mathbb{R}^{N} \times\right] 0, T[ \\ u(0)=u^{0} & \text { in } \mathbb{R}^{N}\end{cases}
$$
\]

where $u=\left(u_{1}, \cdots, u_{N}\right)$.
It is important to set the artificial boundaries outside of turbulent regime, sufficiently far for the flow to be considered as constant. We are then allowed to linearize around the constant state and to consider the Oseen approximation as follows.

$$
\begin{cases}u_{t}+(a \cdot \nabla) u-\nu \Delta u+\nabla p=f & \text { in } \left.\mathbb{R}^{N} \times\right] 0, T[  \tag{1.2}\\ \operatorname{div}(u)=0 & \text { in } \left.\mathbb{R}^{N} \times\right] 0, T[ \\ u(0)=u^{0} & \text { in } \mathbb{R}^{N}\end{cases}
$$

The data $f$ and $u^{0}$ are supposed to be compactly supported.
All throughout this paper we study the model problem: writing artificial boundary conditions on the hyperplane $\mathbb{R}^{N-1}$, i.e., such that the Oseen equation in the half-space $\mathbb{R}_{-}^{N}=\left\{(x, y) \in \mathbb{R}^{N}, x<0\right\}$ with the boundary condition prescribed on the hyperplane $x=0$ is an approximation of the Oseen equation in $\mathbb{R}^{N}$. This enables us to use the Fourier transform as an essential tool. The problem of designing artificial conditions on a closed artificial boundary will be treated in a forthcoming paper.

In [13], as a first step, the linear advection diffusion equation has been studied. This article concluded with a family of approximate boundary conditions that are local in time and space. In contrast, here the divergence-free condition implies a coupling, which makes the analysis more troublesome. In particular, the symbol of the operator to be approximated contains $|k|$, with $k$ the dual variable of the tangential spatial variable, and it does not seem easy to approximate this symbol by polynomials or rational fractions of low degree in space. Thus, the approximate boundary conditions will be local in time and global in the tangential space variables.

In the course of justifying our calculations precisely, we will prove a number of interesting results on the spaces of divergence-free functions on a half space, without a Dirichlet boundary condition.

The analysis is made in $\mathbb{R}^{2}$, but is valid in $\mathbb{R}^{3}$ with slight modifications (see [14]).
In $\S 2$, we define the spaces of divergence-free functions in $\mathbb{R}^{2}$ and prove trace theorems on $\Gamma=\{(x, y), x=0\}$. We then introduce the Oseen equation, give the formalism necessary for a variational formulation, and state a well-posedness theorem for the Cauchy problem in $\mathbb{R}^{2}$. We finish by specific trace results for the solution of Stokes equation, which emphasize the regularity of $u_{1}+\mathscr{H} u_{2}$ ( $\mathscr{H}$ is the Hilbert transform along the boundary), solution of a heat equation.

In § 3 we compute the transparent boundary condition on $\Gamma$ according to the following principle: Problem (1.2) in $\mathbb{R}^{2}$ is equivalent (in a sense we will make precise) to the transmission problem in $\Omega_{-} \times \Omega_{+}$, where $\Omega_{ \pm}=\{(x, y), \pm x>0\}$ and

$$
\begin{array}{ll}
\frac{\partial u_{-}}{\partial t}+(a \cdot \nabla) u-\nu \Delta u_{-}+\nabla p_{-}=f & \text { in } \left.\Omega_{-} \times\right] 0, T[, \\
\operatorname{div}\left(u_{-}\right)=0 & \text { in } \left.\Omega_{-} \times\right] 0, T[, \\
\frac{\partial u_{+}}{\partial t}+(a \cdot \nabla) u_{+}-\nu \Delta u_{+}+\nabla p_{+}=0 & \text { in } \left.\Omega_{+} \times\right] 0, T[, \\
\operatorname{div}\left(u_{+}\right)=0 & \text { in } \left.\Omega_{+} \times\right] 0, T[,
\end{array}
$$

with the initial data

$$
\begin{cases}u_{-}(0)=u^{0} & \text { in } \Omega_{-}, \\ u_{+}(0)=0 & \text { in } \Omega_{+},\end{cases}
$$

and the transmission conditions

$$
\left\{\begin{array}{l}
\left.u_{-}\right|_{\Gamma}=\left.u_{+}\right|_{\Gamma}, \\
\left.\sigma_{n}\left(u_{-}\right)\right|_{\Gamma}=\left.\sigma_{n}\left(u_{+}\right)\right|_{\Gamma},
\end{array}\right.
$$

where $\sigma_{n}$ is the normal constraint.
We study the Oseen equation for $u_{+}$in $\Omega_{+}$, with nonhomogeneous Dirichlet boundary conditions, and prove the well-posedness in spaces where the partial FourierLaplace transform in time and tangential space is permissible. We write then a pseudodifferential relation between $u_{+}$and $\sigma_{n}\left(u_{+}\right)$on $\Gamma$. Thanks to the transmission conditions, it leads to the same pseudo-differential relation between $u_{-}$and $\sigma_{n}\left(u_{-}\right)$. We call it the transparent boundary condition after proving the uniqueness for the related initial boundary value problem in $\Omega_{-}$.

In § 4 we design a family of approximations to the transparent boundary condition by approximating its symbol. These approximations are local in time and integral along the boundary. Using the tools developed in the previous sections we prove them to be well-posed with the same regularity as the solution of the Cauchy problem in $\mathbb{R}^{2}$. Even at low order these boundary conditions appear to be good approximations for small viscosity.

Finally in Appendix A, we give some information on Beppo-Levi spaces, and in Appendix B, we show why we cannot use spaces of fast-decreasing functions at infinity in the analysis of the present incompressible problems.
2. Definitions, notations and basic results. In this section, we describe a number of functional spaces which are useful for our study of Stokes problem with an advection term, otherwise called an Oseen system. We need spaces in which we are able to treat nonhomogeneous boundary conditions, and thus transparent and artificial boundary conditions. The typical space is the space of divergence-free functions, which are square integrable, with a square integrable gradient, but without any boundary condition. We give density results relative to these spaces, and corresponding trace results. Then we give rather classical results on the solution of the Oseen problem, in $\mathbb{R}^{2}$. Finally, if $u$ is the solution of this problem, and if $\mathscr{H}$ is the Hilbert transform in the direction $x_{2}$, the function $u_{1}+\mathscr{H} u_{2}$ has a number of special properties which will be useful everywhere in the sequel. In particular, if the support of the data of the Oseen problem is in the region $\left\{x_{1} \leqq-X<0\right\}$, the restriction of $u_{1}+\mathscr{H} u_{2}$ to the boundary $\left\{x_{1}=0\right\} \times \mathbb{R} \times \mathbb{R}$ is arbitrarily smooth.
2.1. Classical functional spaces. We use the formalism of [24] in many instances. The domain $W$ of $\mathbb{R}^{N}$ has boundary $\Gamma$; the scalar product in $L^{2}(\Omega)$ is denoted $(\cdot, \cdot)$, with associated norm $\left\|\|\right.$. The classical Sobolev space $H^{m}(\Omega)$ is the space of square integrable functions, whose derivatives of order at most $m$ are square integrable; the scalar product in $H^{m}(\Omega)$ is denoted $(\cdot, \cdot)_{m}$, and the norm $\left\|\|_{m}\right.$; the scalar product in $L^{2}(\Omega)$ is denoted $(\cdot, \cdot)_{\Omega}$ with associated norm $\left\|\|_{\Omega}\right.$. The Fourier transform is defined on the Schwarz space $\mathscr{S}$ by

$$
\begin{equation*}
\hat{v}(k)=\int_{\mathbb{R}^{N}} v(x) \exp (-i k \cdot x) d x \tag{2.1}
\end{equation*}
$$

where $k \cdot x=k_{1} x_{1}+k_{2} x_{2}+\cdots+k_{N} x_{N}$; it is extended to $\mathscr{S}^{\prime}$, and we will often write (2.1) for temperate distributions by an abuse of notation.

For any real $s$, the Sobolev space of fractional order $H^{s}\left(\mathbb{R}^{N}\right)$ is defined as

$$
H^{s}\left(\mathbb{R}^{N}\right)=\left\{v \in \mathscr{S}^{\prime} / \int\left(1+|k|^{2}\right)^{s}|\hat{v}(k)|^{2} d k<\infty\right\}
$$

this space is a Hilbert space, equipped with the norm

$$
\|v\|_{s}=\left[\int\left(1+|k|^{2}\right)^{s}|\hat{v}(k)|^{2} d k\right]^{1 / 2} .
$$

In particular, we will need the Sobolev spaces $H^{1 / 2}(\Gamma)$ and $H^{-1 / 2}(\Gamma)$, when $\Gamma$ is $\mathbb{R}^{N}$; the norm of $H^{1 / 2}(\Gamma)$ will be denoted $\|\cdot\|_{1 / 2, \Gamma}$, and the norm of $H^{-1 / 2}(\Gamma)\|\cdot\|_{-1 / 2, \Gamma}$.

We denote the right-hand side half-space as

$$
\Omega_{+}=\mathbb{R}_{+}^{N}=\left\{x=\left(x_{1}, x_{2}, \cdots, x_{N}\right) / x_{1}>0\right\},
$$

and the left-hand side half-space as

$$
\Omega_{-}=\mathbb{R}_{-}^{N}=\left\{x=\left(x_{1}, x_{2}, \cdots, x_{N}\right) / x_{1}<0\right\} .
$$

A convenient characterization of $H^{m}\left(\Omega_{+}\right)$is given by

$$
\begin{gathered}
H^{m}\left(\Omega_{+}\right)=\left\{u \in L^{2}\left(0, \infty ; H^{m}\left(\mathbb{R}^{N-1}\right)\right) / \quad \forall k=1,2, \cdots, m,\right. \\
\left.\frac{\partial^{k} u}{\partial x_{1}^{k}} \in L^{2}\left(0, \infty ; H^{m-k}\left(\mathbb{R}^{N-1}\right)\right)\right\} .
\end{gathered}
$$

Then the norm on $H^{m}\left(\Omega_{+}\right)$can be written as

$$
\|u\|_{m}^{2}=\sum\left|\frac{\partial^{k} u}{\partial x_{1}^{k}}\right|_{L^{2}\left(0, \infty ; H^{m-1}\left(\mathbb{R}^{N-1}\right)\right) .}^{2}
$$
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We can define a partial Fourier transform operating on the tangential variables; for $v$ in $\mathscr{S}^{\prime}\left(\Omega_{+}\right)$, it is defined formally as

$$
\mathscr{F}_{x^{\prime} \rightarrow k^{\prime}} v\left(x_{1}, k^{\prime}\right)=\int_{\mathbb{R}^{N-1}} v\left(x_{1}, x^{\prime}\right) \exp \left(-i k \cdot x^{\prime}\right) d x^{\prime},
$$

where $x^{\prime}=\left(x_{2}, \cdots, x_{N}\right)$ and $k^{\prime}=\left(k_{2}, \cdots, k_{N}\right)$.
The space $H^{m}\left(\Omega_{+}\right)$can be characterized too with the help of a partial Fourier transform.
We define the Sobolev spaces of vector-valued functions:

$$
\mathbf{H}^{s}(\Omega)=\left(H^{s}(\Omega)\right)^{N} \text { and } \mathbf{H}_{0}^{s}(\Omega)=\left(H_{0}^{s}(\Omega)\right)^{N} .
$$

The scalar product and the associated norm will be denoted as for the scalar Sobolev spaces.

We denote the gradient by $\nabla$, and the divergence by $\nabla \cdot$.
Finally, we will need the Beppo-Levi spaces, defined as follows.
Definition 2.1. Let $\Omega$ be an open domain of $\mathbb{R}^{N}$. The Beppo-Levi space $B L\left(H^{s}(\Omega)\right)$ constructed on $H^{s}(\Omega)$ is the space of distributions $u$ such that $\nabla u$ belongs to $H^{s}(\Omega)$.

The space $B L\left(H^{s}(\Omega)\right)$ is a subspace of $H_{l o c}^{s+1}(\Omega) \cap \mathscr{S}^{\prime}(\Omega)$; more information on the Beppo-Levi spaces is given in Appendix A. Let it suffice here to observe that $B L\left(H^{s}(\Omega)\right)$ is a Hilbert space, with Hilbert seminorm $\|\nabla u\|_{s}$; the kernel of this seminorm is the space of constant functions. Moreover, if $\Omega$ is unbounded, $B L\left(H^{s}(\Omega)\right)$ contains unbounded elements. Examples of such behavior are given in Appendix A.
2.2. Spaces of divergence-free functions. Spaces of divergence-free functions are an essential tool for the study of fluid motion in Eulerian coordinates. One classical set of spaces is defined starting from

$$
\mathscr{V}(\Omega)=\left\{v \in \mathscr{D}(\Omega)^{2} / \nabla \cdot v=0\right\} .
$$

The respective closures of $v$ in $\mathbf{L}^{2}(\Omega)$ and $\mathbf{H}^{1}(\Omega)$ are denoted $H_{0}(\Omega)$ and $V(\Omega)$; they are very well adapted to the study of a problem with Dirichlet boundary conditions; they admit the following characterization, when $\Omega=\mathbb{R}^{2}$.

$$
\begin{array}{r}
V\left(\mathbb{R}^{2}\right)=\left\{v \in \mathbf{H}^{1}\left(\mathbb{R}^{2}\right) / \nabla \cdot v=0\right\} \\
H_{0}\left(\mathbb{R}^{2}\right)=\left\{v \in \mathbf{L}^{2}\left(\mathbb{R}^{2}\right) / \nabla \cdot v=0\right\} \tag{2.2}
\end{array}
$$

When $\Omega$ is a domain with smooth boundary $\Gamma$, the characterization is modified as follows.

$$
\begin{gather*}
V(\Omega)=\left\{v \in \mathbf{H}_{0}^{1}(\Omega) / \nabla \cdot v=0\right\} \\
H_{0}(\Omega)=\left\{v \in \mathbf{L}^{2}(\Omega) / \nabla \cdot v=0 \text { and } v \cdot n=0 \text { on } \Gamma\right\}, \tag{2.3}
\end{gather*}
$$

where $n$ is the exterior normal to $\Gamma$.
This last characterization makes sense because, on the space

$$
E(\Omega)=\left\{v \in \mathbf{L}^{2}(\Omega) / \nabla \cdot v \in L^{2}(\Omega)\right\}
$$

the normal trace $v \cdot n$ is defined, belongs to $\mathbf{H}^{1 / 2}(\Gamma)$, and the mapping

$$
v \rightarrow v \cdot n
$$

from $E(\Omega)$ to $\mathbf{H}^{1 / 2}(\Gamma)$ is onto.
A convenient reference for the above classical results is [28]. Nevertheless, we are interested in boundary conditions which are not Dirichlet boundary conditions, and we introduce spaces which are not classical:

$$
\begin{equation*}
\mathscr{W}\left(\Omega_{-}\right)=\left\{v \in \mathscr{D}\left(\Omega_{-}\right)^{2} / \nabla \cdot v=0\right\} \tag{2.4}
\end{equation*}
$$

where $\Omega_{\text {- }}$ is the closed half-plane. Moreover, we introduce

$$
\begin{align*}
& W\left(\Omega_{-}\right)=\left\{v \in \mathbf{H}^{1}\left(\Omega_{-}\right) / \nabla \cdot v=0\right\}  \tag{2.5}\\
& H\left(\Omega_{-}\right)=\left\{v \in \mathbf{L}^{2}\left(\Omega_{-}\right) / \nabla \cdot v=0\right\} . \tag{2.6}
\end{align*}
$$

The relations between $\mathscr{W}\left(\Omega_{-}\right), W\left(\Omega_{-}\right)$, and $H\left(\Omega_{-}\right)$as well as the trace properties of these spaces will be stated below. The results presented here differ from the standard ones in two respects: first, we want to allow for nonzero boundary data; second, the open set $\Omega$ contains points at an infinite distance from its boundary. The case with zero boundary data can be found in [28]; the case where the points of $\Omega$ are at a bounded distance from its boundary can be found in [1].

Proposition 2.2. The closure of $\mathscr{W}\left(\Omega_{-}\right)$in $\mathbf{H}^{1}\left(\Omega_{-}\right)$is precisely $W\left(\Omega_{-}\right)$.
Proof. To prove this result, we consider an element orthogonal to the closure of $\mathscr{W}\left(\Omega_{-}\right)$in $W\left(\Omega_{-}\right)$. The potential of this element $u$ satisfies a homogeneous partial differential equation; as $u$ is in a Sobolev space, it is a temperate distribution. This enables us to deduce estimates on the traces of $u$ on the boundary, and, in the same time, the nullity of $u$.

Let $W^{*}$ be the closure of $\mathscr{W}\left(\Omega_{-}\right)$in $\mathbf{H}^{1}\left(\Omega_{-}\right)$; clearly, $W^{\#}$ is included in $W\left(\Omega_{-}\right)$. To prove that $W^{*}$ is precisely $W\left(\Omega_{-}\right)$, let $u$ be an element of $W\left(\Omega_{-}\right)$that is orthogonal to $W^{\#}$, or equivalently to $\mathscr{W}\left(\Omega_{-}\right)$; then, for any $v$ in $\mathscr{W}\left(\Omega_{-}\right)$,

$$
\begin{equation*}
\left(u_{1}, v_{1}\right)+\left(u_{2}, v_{2}\right)+\left(\frac{\partial u_{1}}{\partial x_{1}}, \frac{\partial v_{1}}{\partial x_{1}}\right)+\left(\frac{\partial u_{1}}{\partial x_{2}}, \frac{\partial v_{1}}{\partial x_{2}}\right)+\left(\frac{\partial u_{2}}{\partial x_{1}}, \frac{\partial v_{2}}{\partial x_{1}}\right)+\left(\frac{\partial u_{2}}{\partial x_{2}}, \frac{\partial v_{2}}{\partial x_{2}}\right)=0 \tag{2.7}
\end{equation*}
$$

As $v$ belongs to $\mathscr{W}\left(\Omega_{-}\right)$, there is a $C^{\infty}$ function $\varphi$ such that

$$
\begin{equation*}
v_{1}=\frac{\partial \varphi}{\partial x_{2}}, \quad v_{2}=-\frac{\partial \varphi}{\partial x_{1}}, \tag{2.8}
\end{equation*}
$$

$v$ vanishes outside of a compact set of $\Omega_{-}$. Conversely, any $\varphi$ in $\mathscr{D}\left(\Omega_{-}\right)$defines a $v$ in $\mathscr{W}\left(\Omega_{-}\right)$, with the help of (2.4). Similarly, the theory of Beppo-Levi spaces shows that there exists $\psi$ in $L_{\text {loc }}^{2}\left(\Omega_{-}\right) \subset \mathscr{C}^{\prime}\left(\Omega_{-}\right)$such that

$$
\begin{equation*}
u_{1}=\frac{\partial \psi}{\partial x_{2}}, \quad u_{2}=-\frac{\partial \psi}{\partial x_{1}} . \tag{2.9}
\end{equation*}
$$

If we substitute $u$ and $v$ in (2.7) with their expressions in terms of $\varphi$ and $\psi$, we obtain:

$$
\begin{align*}
& \left(\frac{\partial \psi}{\partial x_{2}}, \frac{\partial \varphi}{\partial x_{2}}\right)+\left(\frac{\partial \psi}{\partial x_{1}}, \frac{\partial \varphi}{\partial x_{1}}\right)+2\left(\frac{\partial^{2} \psi}{\partial x_{1} \partial x_{2}}, \frac{\partial^{2} \varphi}{\partial x_{1} \partial x_{2}}\right)+\left(\frac{\partial^{2} \psi}{\partial x_{2}^{2}}, \frac{\partial^{2} \varphi}{\partial x_{2}^{2}}\right)+\left(\frac{\partial^{2} \psi}{\partial x_{1}^{2}}, \frac{\partial^{2} \varphi}{\partial x_{1}^{2}}\right) \\
& \quad=0, \quad \forall \varphi \in \mathscr{D}\left(\Omega_{-}\right) . \tag{2.10}
\end{align*}
$$

Therefore, in the sense of distributions, $\psi$ satisfies the equation

$$
\begin{equation*}
-\Delta \psi+\Delta^{2} \psi=0 \text { in } \Omega_{-} \tag{2.11}
\end{equation*}
$$

If we perform a Fourier transform in the tangential variable $x_{2}$, which is sent to $k$, it is not difficult to see that the general solution of (2.11) is of the form

$$
\begin{aligned}
\hat{\psi}\left(x_{1}, k\right)=\alpha & \exp \left(|k| x_{1}\right)+\beta \exp \left(\left(1+|k|^{2}\right)^{1 / 2} x_{1}\right)+\gamma \exp \left(-|k| x_{1}\right) \\
& +\delta \exp \left(-\left(1+|k|^{2}\right)^{1 / 2} x_{1}\right) .
\end{aligned}
$$

For $\hat{\psi}$ to be a temperate distribution, the coefficients $\gamma$ and $\delta$ must vanish, because the corresponding modes increase exponentially at $x_{1}=-\infty$. Therefore, $\hat{\psi}$ is of the form

$$
\begin{equation*}
\hat{\psi}\left(x_{1}, k\right)=\alpha \exp \left(|k| x_{1}\right)+\beta \exp \left(x_{1} \sqrt{1+|k|^{2}}\right) . \tag{2.12}
\end{equation*}
$$

We will prove that $\alpha$ and $\beta$ vanish identically. For this purpose, we need some regularity. We integrate $\left|k \hat{\psi}\left(x_{1}, k\right)\right|^{2}=\left|\hat{u}_{1}\right|^{2}$ on $\Omega_{-}$, and we obtain an estimate on $\alpha$ and $\beta$.

$$
\begin{equation*}
\int|k|^{2}\left\{\frac{|\alpha(k)|^{2}}{|k|}+\frac{|\beta(k)|^{2}}{\sqrt{1+|k|^{2}}}+4 \operatorname{Re} \frac{\alpha(k) \overline{\beta(k)}}{|k|+\sqrt{1+|k|^{2}}}\right\} d k<+\infty . \tag{2.13}
\end{equation*}
$$

We compute the smallest eigenvalue of the quadratic form that appears in (2.13). This shows that there is a positive weight $h(k)$ such that

$$
\int\left|\hat{u}_{1}\right|^{2} d k d x_{1} \geqq \int|k|^{2} h(k)\left[|\alpha|^{2}+|\beta|^{2}\right](k) d k,
$$

the weight $h$ satisfies the estimates:

$$
\begin{aligned}
& h(k) \simeq \frac{1}{2} \quad \text { in a neighborhood of } k=0 \\
& h(k) \simeq \frac{1}{16|k|^{5}} \quad \text { in a neighborhood of }|k|=+\infty .
\end{aligned}
$$

Therefore,
$i k \alpha$ and $i k \beta$ belong to the space $H^{-5 / 2}$.
If we return to formulation (2.10), written in Fourier variables, we obtain the variational problem

$$
\begin{align*}
-\left(|k|^{2} \hat{\psi}, \hat{\varphi}\right)+\left(\frac{\partial \hat{\psi}}{\partial x_{1}}, \frac{\partial \overline{\hat{\varphi}}}{\partial x_{1}}\right)+\left(|k|^{4} \hat{\psi}, \overline{\hat{\varphi}}\right)+\left(|k|^{2} \frac{\partial \hat{\psi}}{\partial x_{1}}, \frac{\partial \overline{\hat{\varphi}}}{\partial x_{1}}\right)+\left(\frac{\partial^{2} \hat{\psi}}{\partial x_{1}^{2}}, \frac{\partial^{2} \hat{\varphi}}{\partial x_{1}^{2}}\right) & =0 \\
& \forall \varphi \in \mathscr{D}\left(\Omega_{-}\right) . \tag{2.15}
\end{align*}
$$

According to (2.14) and (2.12), $\partial \hat{\psi} / \partial x_{1}, \partial^{2} \hat{\psi} / \partial x_{1}^{2}$ and $\partial^{3} \hat{\psi} / \partial x_{1}^{3}$ have a trace on $\Gamma$, even if it is in a very weak sense. Accordingly, we can perform several integrations by parts on (2.15), and we obtain the relations

$$
\begin{aligned}
& {\left.\left[\frac{\partial \hat{\psi}}{\partial x_{1}}+|k|^{2} \frac{\partial \hat{\psi}}{\partial x_{1}}-\frac{\partial^{3} \hat{\psi}}{\partial x_{1}^{3}}\right]\right|_{\Gamma}=0} \\
& {\left.\left[\frac{\partial^{2} \hat{\psi}}{\partial x_{1}^{2}}\right]\right|_{\Gamma}=0}
\end{aligned}
$$

substituting (2.12), we obtain a linear system:

$$
\begin{aligned}
& |k|\left(1+|k|^{2}\right) \alpha+|k|^{2} \sqrt{1+|k|^{2} \beta}=0 \\
& |k|^{2} \alpha+\left(1+|k|^{2}\right) \beta=0 .
\end{aligned}
$$

This system is not singular, thus $\alpha$ and $\beta$ vanish identically, and so does the potential $\psi$ thanks to (2.12). This proves that $u$ is zero, and that the orthogonal of the closure of $\mathscr{W}\left(\Omega_{-}\right)$in $W\left(\Omega_{-}\right)$is zero.

We have an analogous result for the space $H\left(\Omega_{-}\right)$.
Proposition 2.3. The closure of $\mathscr{W}\left(\Omega_{-}\right)$in $\mathbf{L}^{2}\left(\Omega_{-}\right)$is precisely $H\left(\Omega_{-}\right)$.
Proof. The technique of proof is absolutely identical to the technique employed for the previous proposition. It is in fact easier; the main steps begins with an analogue of equation (2.11):

$$
\Delta \psi=0 \quad \text { in } \Omega_{-} .
$$

Then the Fourier transform of the potential $y$ is of the form

$$
\hat{\psi}\left(x_{1}, k\right)=\alpha \exp \left(|k| x_{1}\right),
$$

and it is very easy to prove that $\alpha \sqrt{\gamma|k|}$ is square integrable; the remainder of the proof is left to the reader.

Let us consider now the trace spaces of $W\left(\Omega_{-}\right)$and $H\left(\Omega_{-}\right)$. The main result we need is as follows.

Proposition 2.4. For any $u=\left(u_{1}, u_{2}\right)^{T}$ in $W\left(\Omega_{-}\right)$, the trace of $u_{1}$ on $\Gamma$ is in $H^{1 / 2}(\Gamma)$ and satisfies

$$
\begin{equation*}
\int_{\mathbb{R}}\left|\hat{u}_{1}(0, k)\right|^{2} \sqrt{|k|^{2}+\frac{1}{|k|^{2}}} d k<+\infty . \tag{2.16}
\end{equation*}
$$

If $W^{1 / 2}$ is the space of functions that satisfy (2.16), then the trace mapping $\left.u \rightarrow u_{1}\right|_{\Gamma}$ from $W\left(\Omega_{-}\right)$to $W^{1 / 2}$ is onto.

Proof. Let $u$ belong to $\mathscr{W}\left(\Omega_{-}\right)$; we may write

$$
\begin{aligned}
\frac{\partial}{\partial x_{1}}\left(\frac{\left|\hat{u}_{1}\left(x_{1}, k\right)\right|^{2}}{|k|}\right) & =\frac{2}{|k|} \operatorname{Re}\left(u_{1}\left(x_{1}, k\right) \frac{\overline{\partial \hat{u}_{1}\left(x_{1}, k\right)}}{\partial x_{1}}\right) \\
& =\frac{2}{|k|} \operatorname{Re}\left(u_{1}\left(x_{1}, k\right) i k \overline{\hat{u}_{2}\left(x_{1}, k\right)}\right)
\end{aligned}
$$

since $u$ is divergence free. The function $u$ vanishes for $x_{1}$ small enough, because the support of $u$ is compact. Thus we obtain

$$
\begin{equation*}
\int \frac{\left|\hat{u}_{1}\left(x_{1}, k\right)\right|^{2}}{|k|} d k \leqq\|u\|^{2} . \tag{2.17}
\end{equation*}
$$

The trace space of $W\left(\Omega_{-}\right)$is included in $\mathbf{H}^{1 / 2}(\Gamma)$; together with (2.17), we obtain the first statement of the proposition, because $\mathscr{W}\left(\Omega_{-}\right)$is dense in $W\left(\Omega_{-}\right)$. To see that the trace mapping is onto, take the orthogonal of the image of $W\left(\Omega_{-}\right)$in $W^{1 / 2}$ by the normal trace mapping. For all $\varphi$ in $\mathscr{D}\left(\Omega_{-}\right)$, we have

$$
\operatorname{Re}\left(\int_{\mathbb{R}}\left(|k|^{2}+\frac{1}{|k|^{2}}\right)^{1 / 2} \hat{u}_{1} i k \hat{\bar{\varphi}} d k\right)=0
$$

and this shows immediately that the mapping is onto.
From the proof of Proposition 2.4, we deduce
Corollary 2.5. For any $u$ in $H\left(\Omega_{-}\right)$, the trace of $u$ on $\Gamma$ exists and satisfies

$$
\int_{\mathbb{R}} \frac{\left|\hat{u}_{1}\left(x_{1}, k\right)\right|^{2}}{|k|} d k<+\infty .
$$

Moreover, the expression

$$
\begin{equation*}
s(u, v)=(u, v)+\int_{\mathbb{R}} \frac{\hat{u}_{1}\left(x_{1}, k\right) \overline{\hat{v}_{1}\left(x_{1}, k\right)}}{|k|} d k \tag{2.18}
\end{equation*}
$$

is a scalar product on $H\left(\Omega_{-}\right)$, which is equivalent to the scalar product $(\cdot, \cdot)$ induced by $L^{2}\left(\Omega_{-}\right)$.

Proof. It is clear that

$$
s(u, u) \geqq\left(\|u\|_{0}\right)^{2} ;
$$

the inequality

$$
s(u, u) \leqq 2\left(\|u\|_{0}\right)^{2}
$$

follows from (2.17).

The dual space of $W^{1 / 2}$ will be denoted $W^{-1 / 2}$ and is the space of functions which satisfy

$$
\begin{equation*}
u \in W^{-1 / 2} \Leftrightarrow \int_{\mathbb{R}}\left|\hat{u}_{1}(0, k)\right|^{2}\left(|k|^{2}+\frac{1}{|k|^{2}}\right)^{1 / 2} d k<+\infty . \tag{2.19}
\end{equation*}
$$

Remark 2.6. The space $W^{1 / 2}$ is included in $H^{1 / 2}$ because the weight $\left(|k|^{2}+1 /|k|^{2}\right)^{1 / 2}$ satisfies the inequality

$$
\left(|k|^{2}+\frac{1}{|k|^{2}}\right)^{1 / 2} \geqq \frac{1+|k|^{2}}{2} \quad \forall k \in \mathbb{R}^{*} .
$$

Dually, $W^{-1 / 2}$ contains $H^{-1 / 2}$.
This completes our review of divergence-free functional spaces.
2.3. Oseen system in full space. Consider the Navier-Stokes system in $\mathbb{R}^{2} \times \mathbb{R}^{+}$:

$$
\begin{equation*}
u_{t}+(u \cdot \nabla) u-\nu \Delta u+\nabla p=0 ; \nabla \cdot u=0 . \tag{2.20}
\end{equation*}
$$

Here $\nabla$ is the gradient operator, $\Delta$ is the Laplacian operator; $v \cdot \nabla$ denotes the differential operator $v_{1} \partial / \partial x_{1}+v_{2} \partial / \partial x_{2}$.

We linearize this system around a constant state $a=\left(a_{1}, a_{2}\right)$, with $a_{1}$ positive, and we obtain a Stokes system with an advection term or Oseen system:

$$
\begin{align*}
& u_{t}+(a \cdot \nabla) u-\nu \Delta u+\nabla p=0 ;  \tag{2.21}\\
& \nabla \cdot u=0 . \tag{2.22}
\end{align*}
$$

A differential operator $\mathscr{A}$ is defined by

$$
\begin{equation*}
\mathscr{A}(u, p)=u_{t}+(a \cdot \nabla) u-\nu \Delta u+\nabla p . \tag{2.23}
\end{equation*}
$$

For functional analysis reasons, it will be convenient to study the differential operator $\mathscr{A}_{\mu}$ defined, for $\mu>0$, by

$$
\begin{equation*}
\mathscr{A}_{\mu}(u, p)=u_{t}+\mu u+(a \cdot \nabla) u-\nu \Delta u+\nabla p . \tag{2.23}
\end{equation*}
$$

We define a bilinear form a on $\mathbf{H}^{1}(\Omega)$ by

$$
\begin{equation*}
a(u, v)=((\mathbf{a} \cdot \nabla) u, v)+\nu(\nabla u, \nabla v), \tag{2.24}
\end{equation*}
$$

where

$$
(\nabla u, \nabla v)=\left(\nabla u_{1}, \nabla v_{1}\right)+\left(\nabla u_{2}, \nabla v_{2}\right) .
$$

Clearly, a is continuous on $H^{1}(\Omega)$; moreover, we have

$$
((a \cdot \nabla) u, u)=\frac{1}{2} \int_{\Omega} a \cdot \nabla\left(|u|^{2}\right) d x=\frac{1}{2} \int_{\Gamma} a \cdot n|u|^{2} d \Gamma .
$$

If $\Omega=\mathbb{R}^{2}$, this expression vanishes; if $\Omega=\Omega_{-}$, this expression is greater than or equal to zero. Therefore,

$$
\mathbf{a}(u, u) \geqq \nu\left(\|\nabla u\|_{0}\right)^{2} ;
$$

there exists a positive constant $\alpha$ such that

$$
\begin{equation*}
\left(\|u\|_{0}\right)^{2}+\mathbf{a}(u, u) \geqq \alpha\left(\|u\|_{1}\right)^{2}, \quad \forall u \text { in } \mathbf{H}^{1}(\Omega) . \tag{2.25}
\end{equation*}
$$

We will need a partially antisymmetrized form of a, in order to uncouple the boundary part of Green's formula; let

$$
\begin{equation*}
\tilde{\mathbf{a}}(u, v)=\frac{1}{2}[((a \cdot \nabla) u, v)-((a \cdot \nabla) v, u)]+\nu(\nabla u, \nabla v) . \tag{2.26}
\end{equation*}
$$

As $a$ is constant, a and $\tilde{a}$ can differ only by a boundary term; if $\Omega=\mathbb{R}^{2}$, there is no such term; if $\Omega=\Omega_{-}$,

$$
\begin{equation*}
\tilde{\mathbf{a}}(u, v)-\mathbf{a}(u, v)=-\frac{1}{2} \int_{\Gamma} a_{1} u \cdot v d \Gamma . \tag{2.27}
\end{equation*}
$$

In particular, in the full space case,

$$
\begin{equation*}
\mathbf{a}(u, u)=\tilde{\mathbf{a}}(u, u)=\nu \int|\nabla u|^{2} d x \tag{2.28}
\end{equation*}
$$

Consider now the linearized Navier-Stokes system in the plane:

$$
\begin{align*}
& \mathscr{A}_{\mu}(u, p)=f \quad \text { in } \mathbb{R}^{2} \times \mathbb{R}^{+} ;  \tag{2.29}\\
& \nabla \cdot u=0 \quad \text { in } \mathbb{R}^{2} \times \mathbb{R}^{+} ;  \tag{2.30}\\
& u(\cdot, 0)=u^{0} \quad \text { in } \mathbb{R}^{2} . \tag{2.31}
\end{align*}
$$

This system is well posed, if we take $u^{0}$ and $f$ in adequate functional spaces.
Proposition 2.7. For all $u^{0}$ in $H\left(\mathbb{R}^{2}\right)$, and all $f$ in $L^{2}\left(0, \infty ; L^{2}\left(\mathbb{R}^{2}\right)\right.$, and for all nonnegative $\mu$, there exists a unique $u$ and a $p$ unique up to an additive constant such that (2.29)-(2.31) hold and

$$
\begin{aligned}
& u \in L_{\mathrm{loc}}^{\infty}\left([0, \infty) ; H\left(\mathbb{R}^{2}\right)\right), \\
& \nabla u \in L_{\mathrm{loc}}^{2}\left([0, \infty) ; \mathbf{L}^{2}\left(\mathbb{R}^{2}\right)\right), \\
& u_{t} \in L_{\mathrm{loc}}^{2}\left([0, \infty) ; V^{\prime}\left(\mathbb{R}^{2}\right)\right), \\
& p=\frac{\partial P}{\partial t}, P \in L_{\mathrm{loc}}^{2}\left([0, \infty) ; B L\left(H^{-1}\left(\mathbb{R}^{2}\right)\right)\right) .
\end{aligned}
$$

Here $V^{\prime}\left(\mathbb{R}^{2}\right)$ is the dual of $V\left(\mathbb{R}^{2}\right)$ and $B L\left(H^{1}\left(\mathbb{R}^{2}\right)\right)$ is the Beppo-Levi space of functions whose gradient is in $H^{1}(\mathbb{R})$. The function $u$ belongs to $L_{\text {loc }}^{p}([0, \infty) ; X)$ if any restriction of $u$ to a finite time interval $[0, T]$ belongs to $L^{p}([0, T] ; X)$.

Moreover, for any strictly positive $\mu$, the following global estimates hold:

$$
\begin{aligned}
& u \in L^{\infty}\left([0, \infty) ; H\left(\mathbb{R}^{2}\right)\right) \\
& \nabla u \in L^{2}\left([0, \infty) ; L^{2}\left(\mathbb{R}^{2}\right)\right), \\
& u_{t} \in L^{2}\left([0, \infty) ; V^{\prime}\left(\mathbb{R}^{2}\right)\right), \\
& p=\frac{\partial P}{\partial t}, P \in L^{2}\left([0, \infty) ; B L\left(H^{-1}\left(\mathbb{R}^{2}\right)\right)\right) .
\end{aligned}
$$

Remark 2.8. If $\Omega$ were a bounded open set with smooth enough boundary, it would be an exercise to extend the existence proof in [28] for the Stokes problem to the present situation. Though the forthcoming proof is quite classical, it does not appear to be written with all the necessary details in the literature of which we know.

Proof. We know from [24] that for every positive and finite $T$, there exists a unique $u$ in $L^{2}\left(0, T ; V\left(\mathbb{R}^{2}\right)\right)$ with $\partial u / \partial t$ in $L^{2}\left(0, T ; V^{\prime}\left(\mathbb{R}^{2}\right)\right)$ such that

$$
\begin{align*}
& \left(u_{t}, v\right)+\mathbf{a}(u, v)+\mu(u, v)=(f, v) \quad \forall v \in V\left(\mathbb{R}^{2}\right)  \tag{2.32}\\
& u(0)=u^{0} \tag{2.33}
\end{align*}
$$

Let us first consider the case $\mu=0$. Relation (2.28) implies an energy estimate

$$
\frac{1}{2} \frac{d}{d t}\|u\|_{0}^{2}+\nu\|\nabla u\|_{0}^{2} \leqq\|f(t)\|_{0}\|u\|_{0} .
$$

From this inequality we make a classical Gronwall estimate and deduce the estimates on $u$ and $\nabla u$, using the coerciveness; the variational formulation (2.32) ${ }_{\mu}$ gives the estimate on $u_{t}$. Precisely, we get the following estimates

$$
\begin{aligned}
& \|u(t)\|_{0} \leqq\left\|u^{0}\right\|_{0}+\sqrt{t}\|f\|_{L^{2}\left([0, t] \times \mathbb{R}^{2}\right)}, \\
& \int_{0}^{t}\left(\|\nabla u\|_{0}\right)^{2} d s \leqq C\left(\|f\|_{L^{2}\left([0, t] \times \mathbb{R}^{2}\right)}\right)\left(\left\|u^{0}\right\|_{0}+\|f\|_{L^{2}\left([0, t] \times \mathbb{R}^{2}\right)}\right)(1+t) .
\end{aligned}
$$

These two estimates show polynomial growth in time. In order to have an estimate on p, we proceed as in [28]. Let

$$
U(t)=\int_{0}^{t} u(s) d s, \quad F(t)=\int_{0}^{t} f(s) d s
$$

Then $\nabla U$ belongs to $L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{2}\right)\right)$. If we integrate (2.21) in time, we obtain

$$
\left(u(t)-u^{0}+(a \cdot \nabla) U-\nu \Delta U, v\right)=(F, v) \quad \forall v \text { in } V\left(\mathbb{R}^{2}\right) .
$$

The expression $u(t)-u^{0}+(a \cdot \nabla) U-\nu \Delta U-F$ is orthogonal to divergence-free vectors, and belongs to $L^{\infty}\left(0, T ; \mathbf{H}\left(\mathbb{R}^{2}\right)\right)+L^{2}\left(0, T ; \mathbf{H}^{-1}\left(\mathbb{R}^{2}\right)\right)$, which is included in $L^{2}\left(0, T ; \mathbf{H}^{-1}\left(\mathbb{R}^{2}\right)\right)$. Therefore, there exists $P$ in $L^{2}\left(0, T ; B L\left(H^{-1}\left(\mathbb{R}^{2}\right)\right)\right.$ such that

$$
u(t)-u^{0}+(a \cdot \nabla) U-\nu \Delta U+\nabla P=F
$$

If we define $p=\partial P / \partial t$, we obtain the announced estimate.
For the last statement, we observe that $(u, p)$ is a solution of $(2.32)_{0}$ if and only if $(w, q)=\left(u e^{-\mu t}, p e^{-\mu t}\right)$ is solution of $(2.32)_{\mu}$.
Thus, the polynomial growth estimates for $u$ ensure the global estimates for $w$.
There is a regularity result which will be useful in what follows; denote

$$
\begin{equation*}
H^{\infty}\left(\mathbb{R}^{2}\right)=\bigcap_{m \geqq 0} H^{m}\left(\mathbb{R}^{2}\right) ; \tag{2.34}
\end{equation*}
$$

this is a Frechet space, with an obvious topology. The regularity result is as follows:
Lemma 2.9. Let $u^{0}$ belong to $H^{\infty}\left(\mathbb{R}^{2}\right)$, and $f$ to $C^{\infty}\left(\mathbb{R}^{+} ; H^{\infty}\left(\mathbb{R}^{2}\right)\right)$. Then, the solution ( $u, p$ ) of (2.29)-(2.31) belongs to $C^{\infty}\left(\mathbb{R}^{+} ; H^{\infty}\left(\mathbb{R}^{2}\right)\right.$ ).

Proof. The spatial derivatives of $u$ are divergence free, and satisfy (2.24); if we apply the estimates of Proposition 2.7 to the differentiated equation, we obtain the desired estimates. In order to differentiate in time, we check that the time derivative $u_{t}(., t)$ is in $H\left(\mathbb{R}^{2}\right)$; from (2.29), $u_{t}(., t)$ is the projection of $\nu \Delta u-(a \cdot \nabla) u$ onto $H\left(\mathbb{R}^{2}\right)$; $u_{t}$ satisfies (2.29), (2.30), and thus Proposition 2.6 is applicable. By induction,

$$
u \in H^{m}\left(0, T ; H^{m}\left(\mathbb{R}^{2}\right)\right), \quad \forall m \text { in } \mathbb{N} .
$$

Leaving all details to the reader, this ends the proof.
Remark 2.10. For $\mu$ strictly positive, it is possible to prove that if $u^{0}$ belongs to $H^{\infty}\left(\mathbb{R}^{2}\right)$, and $f$ belongs to $\mathscr{S}\left([0, \infty) ; H^{\infty}\left(\mathbb{R}^{2}\right)\right)$, then $u$ belongs to $\mathscr{S}\left([0, \infty) ; H^{\infty}\left(\mathbb{R}^{2}\right)\right)$. This result will be proved indeed for the case of the half-plane in the next section. The reader is referred to Proposition 3.1, whose proof can be completely copied to obtain this result. In any case, it is a question of estimating solutions of linear equations with a nice exponentially decreasing behavior, and the proof is an easy application of semigroup theory.

Remark 2.11. The solution of (2.29)-(2.31) does not decrease fast at infinity in space, in general; the trouble is with the pressure. Assume that $f$ vanishes for large $x$; by taking the divergence of (2.29), in the smooth case, one can see that $\Delta p=\nabla \cdot f$, so that the pressure is harmonic; if $p$ decreased rapidly at infinity in space to a constant,
it would be identically equal to this constant (see Appendix B for a proof of this result); this is not a general situation. If $\nabla p$ decays like some power of $x$, at infinity, then, once $\nabla p$ is known, $u$ is essentially a solution of the heat equation with source $\nabla p+f$, and it cannot, in general, decrease rapidly at infinity in space.
2.4. On specific trace results for the solution of Oseen system. Consider the solution $u$ of (2.29)-(2.31). Extend $u$ and $p$ by 0 for $t \leqq 0$, and denote the extended functions still by $u$ and $p$. Then,

$$
\begin{equation*}
\mathscr{A}_{\mu}(u, p)=u^{0} \otimes \delta^{t}+f \text { in } \mathbb{R}^{2} \times \mathbb{R} ; \nabla \cdot u=0 \tag{2.35}
\end{equation*}
$$

We cannot expect that $u$ restricted to $\sum=\left\{\left(0, x_{1}, t\right) /\left(x_{1}, t\right) \in \mathbb{R}^{2}\right\}$ will be smooth in time, even if we assume that
(2.36) The support of $u^{0}$ is compact and included in $\Omega_{-}$,
(2.37) The support of $f$ is in the product of a compact subset of $\Omega_{-}$with $\mathbb{R}_{+}$.

Remark 2.12. We explain why smoothness in time cannot be expected in general, and give sufficient conditions to have it. Denote by $\Pi$ the projection in $\mathbf{L}^{2}\left(\mathbb{R}^{2}\right)$ onto $H\left(\mathbb{R}^{2}\right)$; assume that $u^{0}$ is smooth enough for the foregoing computations. Then, interpreting the pressure as a Lagrange multiplier, we can take a limit as $t$ decreases to zero:

$$
u_{t}\left(\cdot, 0^{+}\right)=\Pi f+u^{0} \otimes \delta^{t}-(a \cdot \nabla) u^{0}+\nu \Delta u^{0}-\mu u^{0}
$$

In this relation all the terms containing $u^{0}$ vanish on $\sum \cap\{t=0\}$, thanks to assumption (2.36). Nevertheless, there is no reason why $\Pi f$ should vanish there, since $\Pi$ is not a local operator. Thus, in order to have some smoothness in time, we should ask that $f$, and a number of its time derivatives vanish at time 0 . This assumption is not reasonable, and we shall not make it because it turns out that we are interested in less than the regularity of $u$.

More precisely, let $\sigma=\operatorname{sgn}(k)$ and let $\mathscr{H}$ denote the Hilbert transform on $\Gamma$ [27, Chap. V and VI]:

$$
\begin{equation*}
(\mathscr{H} u)^{\wedge}(k)=-i \sigma \hat{u}(k) . \tag{2.38}
\end{equation*}
$$

In physical variables, the Hilbert transform is defined as the convolution with the principal value v.p. $\left(1 / \pi x_{2}\right)$. We shall see later that we are interested only in the trace of $u_{1}+\mathscr{H} u_{2}$ on $\Sigma$. It turns out that this trace is very regular in $t$ and $x_{2}$, under the support conditions (2.36), (2.37).

A sequence of lemmas will describe the precise regularity of the trace of $u_{1}+\mathscr{H} u_{2}$.
Lemma 2.13. Let $u_{0}$ belong to $\mathbf{H}\left(\mathbb{R}^{2}\right)$, and $f$ to $L^{2}\left(0, \infty ; \mathbf{H}\left(\mathbb{R}^{2}\right)\right)$, and let $u$ be the solution of (2.29)-(2.31). Assume (2.36) and (2.37). Let

$$
\begin{equation*}
z=u_{1}+\mathscr{H} u_{2} . \tag{2.39}
\end{equation*}
$$

Then $z$ belongs to $L_{\mathrm{loc}}^{2}\left([0, \infty) ; H^{1}\left(\mathbb{R}^{2}\right)\right) \cap L_{\mathrm{loc}}^{\infty}\left([0, \infty) ; L^{2}\left(\mathbb{R}^{2}\right)\right)$ and satisfies a heat equation of the form

$$
\begin{equation*}
z_{t}+\mu u+a \cdot \nabla u-\nu \Delta u=g, \tag{2.40}
\end{equation*}
$$

with an initial condition

$$
\begin{equation*}
z(\cdot, 0)=u_{1}(\cdot, 0)+\mathscr{H} u_{2}(\cdot, 0) \tag{2.41}
\end{equation*}
$$

belonging to $L^{2}\left(\mathbb{R}^{2}\right)$. Here, $g$ has support in $(-\infty,-X) \times \mathbb{R} \times \mathbb{R}^{+}$, and $X$ is some strictly positive number.

Proof. The function $z$ is well defined as a function of $x_{1}, x_{2}$, and $t$, because $\mathscr{H}$ is an isometry from $L^{2}(\mathbb{R})$ to itself. Moreover, $z$ belongs to the spaces mentioned in the lemma, because $\mathscr{H}$ commutes with the differentiations, so that if $w$ is in $H^{1}\left(\mathbb{R}^{2}\right)$, so is $\mathscr{H} w$. If we compute the right-hand side of (2.40) in the sense of distributions, we obtain

$$
g=f_{1}+\mathscr{H} f_{2}-\frac{\partial p}{\partial x_{1}}-\mathscr{H} \frac{\partial p}{\partial x_{2}} .
$$

It remains to show that $\partial p / \partial x_{1}+\mathscr{H}\left(\partial p / \partial x_{2}\right)$ has its support in $\left\{x_{1} \leqq-X\right\}$, because assumption (2.37) shows that $f$ has its support in this set. If we take the divergence of (2.29) in the sense of distributions, we have

$$
\Delta p=\nabla \cdot f
$$

Therefore, $p$ is harmonic in the region $\left\{x_{1} \geqq-X\right\} \times \mathbb{R} \times \mathbb{R}^{+}$. By partial Fourier transform in $x_{2}$,

$$
\frac{\partial^{2} \hat{p}}{\partial x_{1}^{2}}-|k|^{2} \hat{p}=0 .
$$

As $p$ is temperate in $x_{1}, x_{2}, p$ is necessarily of the form, for $x_{1} \geqq-X$,

$$
\hat{p}=\hat{p}(0, k, .) e^{-|k| x_{1}},
$$

and therefore,

$$
\frac{\partial \hat{p}}{\partial x_{1}}+\left(\mathscr{H} \frac{\partial p}{\partial x_{2}}\right)^{\wedge}=(-|k|+i k(-i \sigma)) \hat{p}=0 \text { for } x_{1} \geqq-X .
$$

This proves that the support of $g$ is indeed in the region $\left\{x_{1} \leqq-X\right\}$.
Lemma 2.14. Let w be a solution of

$$
\begin{aligned}
& w_{t}+a_{2} \partial w / \partial x_{2}-\nu \Delta w=g \quad \text { for } x \in \mathbb{R}^{2}, \quad t \in \mathbb{R} \\
& w=0 \quad \text { for } t \leqq T_{1}
\end{aligned}
$$

where the support of the distribution $g$ is included in $(-\infty,-X] \times \mathbb{R} \times \mathbb{R}^{+}$. If $g$ belongs to $H^{s}\left(\mathbb{R}^{2} \times \mathbb{R}\right)$, then the trace of $w$ on $\Sigma=\{0\} \times \mathbb{R} \times \mathbb{R}$ belongs to $H^{\infty}(\mathbb{R} \times[0, T])$, for all $T$.

Proof. Among the many possible ways of proving this result, we choose the one which is the closest to the spirit of this article; namely, we consider the problem with respect to the variable $x_{1}$, instead of a problem in time. We will perform a Fourier transform in time and in the partial space variable $x_{2}$ and perform a Fourier analysis of the ordinary differential equation obtained in this fashion. For a correct argument, we multiply $w$ by $e^{-\mu t}$, where $\mu$ is a strictly positive number. Then $v=w e^{-\mu t}$ satisfies the equation

$$
\begin{equation*}
v_{t}+\mu v+a_{2} \frac{\partial v}{\partial x_{2}}-\Delta v=g e^{-\mu t}=h \tag{2.42}
\end{equation*}
$$

where $h$ has the same support properties and smoothness properties as $g$. This amounts to performing a Fourier-Laplace transform in time instead of a Fourier transform. If $\omega$ denotes the dual variable of $t$, and $k$ the dual variable of $x_{2}$, the partial Fourier transform of (2.42) is

$$
\begin{equation*}
\left(i \omega+\mu+i a_{2} k+\nu|k|^{2}\right) \hat{v}-\nu \frac{\partial^{2} \hat{v}}{\partial x_{1}^{2}}=\hat{h} . \tag{2.43}
\end{equation*}
$$

Let $\rho$ be the root of $\nu \rho^{2}-\left(i\left(\omega+a_{2} k\right)+\mu+\nu|k|^{2}\right)=0$ which has positive real part. An elementary computation shows that the unique solution of (2.43) which is temperate is given by

$$
\begin{array}{r}
\hat{v}\left(x_{1}, k, \omega\right)=-\frac{1}{2 \rho \nu}\left[2 \int_{-\infty}^{x_{1}} \operatorname{sh}\left(\rho\left(y-x_{1}\right)\right) \hat{h}(y, k, \omega) d y\right] \\
\quad+\int_{-\infty}^{\infty} \exp \left(\rho\left(x_{1}-y\right)\right) \hat{h}(y, k, \omega) d y
\end{array}
$$

Thus, we can write

$$
\begin{aligned}
\hat{v}(0, k, \omega) & =-\frac{1}{2 \rho \nu}\left[2 \int_{-\infty}^{-x} \operatorname{sh}(\rho y) \hat{h}(y, k, \omega) d y+\int_{-\infty}^{-x} \exp (-\rho y) \hat{h}(y, k, \omega) d y\right] \\
& =\frac{1}{2 \rho \nu} \int_{-\infty}^{x} e^{\rho y} \hat{h}(y, k, \omega) d y .
\end{aligned}
$$

We can see that

$$
\begin{equation*}
\operatorname{Re}(\rho) \geqq C(1+|k|+\sqrt{|\omega|}), \tag{2.44}
\end{equation*}
$$

for some constant $C$ strictly positive, and thus, it is possible to estimate

$$
\begin{aligned}
\int(1 & \left.+|k|^{2}+|\omega|^{2}\right)^{m} \mid \hat{v}(0, k, \omega)^{2} d k d \omega \\
& \leqq \int\left(1+|k|^{2}+|\omega|^{2}\right)^{m} \int_{-\infty}^{-x}\left|e^{\rho y} \hat{h}\left(x_{1}, k, \omega\right) d y\right|^{2} d k d \omega \\
& \leqq \int\left(1+|k|^{2}+|\omega|^{2}\right)^{m}\left\{\int_{-\infty}^{x}\left|e^{2 \rho y}\right| d y\right\}\left\{\int|\hat{h}(x, k, \omega)|^{2} d x\right\} d k d \omega .
\end{aligned}
$$

If we first strengthen somewhat the hypotheses by assuming that, for some $n$,

$$
\int\left(1+|k|^{2}+|\omega|^{2}\right)^{n}|\hat{h}(x, k, \omega)|^{2} d x d k d \omega<\infty
$$

then, the result we look for can be easily deduced:

$$
\int_{-\infty}^{-X}\left|e^{2 \rho y}\right| d y=\frac{e^{-2 X \operatorname{Re}(\rho)}}{2 \operatorname{Re}(\rho)}
$$

and thanks to (2.24), this quantity is dominated by all powers of $k$ and $\omega$, and the result is proved. To get rid of the extra assumption we made, we observe that an $h$ in $H^{s}\left(\mathbb{R}^{2} \times \mathbb{R}\right)$ is a finite sum of $x_{1}$ derivatives of some functions $h_{j}$, and the $h_{j}$ can be taken with the same support property as $h$, and each $h_{j}$ satisfies

$$
\int_{-\infty}^{-x}\left(1+|k|^{2}+|\omega|^{2}\right)^{n}\left|\hat{h}_{j}(x, k, \omega)\right|^{2} d x d k d \omega<\infty .
$$

We treat the terms

$$
\int_{-\infty}^{-x} e^{\rho y} \frac{\partial^{j} \hat{h}_{j}(y, k, \omega)}{\partial y^{j}} d y
$$

by performing an integration by parts, which will amount to a multiplication by some extra powers of $\rho$; these powers will be nevertheless dominated by $\exp (2 X \operatorname{Re}(\rho))$, and

$$
\int\left(1+|k|^{2}+|\omega|^{2}\right)^{m}\left|\int_{-\infty}^{-x} e^{\rho y} \frac{\partial^{j} \hat{h}_{j}\left(x_{1}, k, \omega\right)}{\partial y^{j}} d y\right|^{2} d k d \omega
$$

is finite for all real $m$.
Going back to $w$, we obtain the required result.
To conclude this sequence of results, we can state now the
Lemma 2.15. Let $z$ be as in Lemma 2.13. Then, the trace of $z$ on $\Sigma$ belongs to $H^{\infty}(\Sigma)$.
Proof. Consider the new variables

$$
t^{\prime}=t, x_{1}^{\prime}=x_{1}-a_{1} t, x_{2}^{\prime}=x_{2} .
$$

In these new variables, the equation satisfied by $z$ becomes

$$
z_{t^{\prime}}+a_{2} \frac{\partial z}{\partial x_{2}}-\nu \Delta^{\prime} z=g
$$

and the support of $g$ is included in the set

$$
\left\{\left(x^{\prime}, t^{\prime}\right) / t^{\prime} \geqq 0 \text { and } x_{1}^{\prime}+a_{1} t^{\prime} \leqq-X\right\} .
$$

As $a_{1}$ is strictly positive, $a_{1} t^{\prime}$ is less than or equal to zero, and we are in the case of Lemma 2.14.
3. Analysis of the transparent boundary condition.
3.1. Introduction. Let ( $u, p$ ) be the solution of (2.29)-(2.31) with initial data satisfying (2.36)-(2.37). The normal constraint $\sigma_{n}$ is defined by

$$
\begin{equation*}
\sigma_{n}=\left(\sigma_{11}, \sigma_{12}\right) ; \quad \sigma_{11}=\nu \frac{\partial u_{1}}{\partial x_{1}}-p ; \quad \sigma_{12}=\nu \frac{\partial u_{2}}{\partial x_{1}} . \tag{3.1}
\end{equation*}
$$

We will show in this section that the restrictions to $\Sigma=\{0\} \times \mathbb{R} \times \mathbb{R}^{+}$of $u$ and the normal constraint $\sigma_{n}$ satisfy a linear pseudo-differential relation. This relation will be computed by Fourier techniques, working on the problem

$$
\left\{\begin{array}{l}
a(u, p)=0 \quad \text { in } \Omega_{+} \times \mathbb{R}  \tag{3.2}\\
\nabla \cdot u=0 \text { in } \Omega_{+} \times \mathbb{R} ; \\
u\left(0, x_{2}, t\right)=g\left(x_{2}, t\right) \text { in } \mathbb{R} \times \mathbb{R} .
\end{array}\right.
$$

We assume here that $g$ is given in $\mathscr{S}\left(\mathbb{R} ; \mathbf{H}^{\infty}(\mathbb{R})\right)$. The choice of $\mathbf{H}^{\infty}(\mathbb{R})$ is justified by Remark 2.11. On the other hand, there is no such constraint in time, and it is permissible to have a solution with values in $\mathbf{H}^{m}(\mathbb{R})$ which decreases fast in time for all nonnegative $m$. Moreover, we ask that

$$
k \rightarrow \frac{1}{\sqrt{|k|}} \hat{g}(k, \omega) \in \mathbf{L}^{2}(\mathbb{R}), \quad \forall \omega .
$$

Under these assumptions, we will show at Proposition 3.1 that for all such $g$, (3.2) admits a unique solution $u$ in $C^{\infty}\left(\Omega_{+} \times \mathbb{R}\right)$.

The mapping

$$
\mathscr{E}: g \rightarrow \sigma_{n}
$$

can be completely described in Fourier variables:

$$
\begin{equation*}
(\mathscr{G})^{\wedge}(k, \omega)=E(k, \omega) \hat{g}(k, \omega), \tag{3.3}
\end{equation*}
$$

where $E$ is a two-by-two matrix that will be given explicitly in terms of $k$ and $\omega$ at Corollary 3.3.

From this operator $\mathscr{E}$, we will define another operator $\mathscr{L}$, which is a nice pseudodifferential operator, such that the restriction of the solution of Oseen system to the left half-plane $\Omega_{-}$satisfies the variational equation

$$
\begin{equation*}
s\left(u_{t}, v\right)+\tilde{\mathbf{a}}(u, v)+\langle\mathscr{L} g, v \mid \Sigma\rangle=0 \tag{3.4}
\end{equation*}
$$

where $s$ is the scalar product defined at (2.18) and $\mathscr{L}$ is defined with the help of an explicit matrix $L$ by

$$
(\mathscr{L} g)^{\wedge}(k, \omega)=L(k, \omega) \hat{g}(k, \omega) .
$$

The next step is to study the properties of $\mathscr{L}$. This operator is causal, which means that if $g$ vanishes for $t \leqq 0$, so does $\mathscr{L} g$. This property plus some estimates will enable us to extend $\mathscr{L}$ to much larger spaces.

In view of well-posedness results, we shall prove that $\mathscr{L}$ has some useful positivity properties; in particular, the symmetrized matrix $\left(L+L^{*}\right) / 2$ is positive semidefinite.

With this detailed study of $\mathscr{L}$, we prove an existence and uniqueness result for the solution of

$$
\begin{align*}
& \mathscr{A}(u, p)=0 \quad \text { in } \Omega_{-} \times \mathbb{R},  \tag{3.5}\\
& \nabla \cdot u=0 \quad \text { in } \Omega_{-} \times \mathbb{R},  \tag{3.6}\\
& u\left(x_{1}, x_{2}, 0\right)=u^{0}\left(x_{1}, x_{2}\right) \text { in } \Omega_{-},  \tag{3.7}\\
& \left.\sigma_{n}\right|_{\Sigma}=\mathscr{E}\left(\left.u\right|_{\Sigma}\right) . \tag{3.8}
\end{align*}
$$

This problem is written in variational form, and, with very smooth data, it admits a solution that is simply the restriction of the full-space problem with initial data extended by zero in $\Omega_{+}$; the uniqueness will be a consequence of the positivity of the operators. Once we have the uniqueness, we can extend the class of solutions for which we have a solution, and, then, conditions (3.8) may be called transparent.

Most of the time, it will be convenient to replace (3.5) by (3.5) ${ }_{\mu}$ where

$$
\begin{equation*}
\mathscr{A}_{\mu}(u, p)=\mathscr{A}(u, p)+\mu u ; \tag{3.5}
\end{equation*}
$$

here, $\mu$ is a positive number. This amounts to considering the system solved by $(u, p) e^{-\mu t}$, or, in other words, to extend the frequency $\omega$ to the half plane $\operatorname{Im}(\omega)<0$. This is permissible because we work with causal operators, and we can apply the Paley-Wiener-Schwarz theorem.
3.2. The boundary problem for Oseen system. In this section, we consider the problem

$$
\left\{\begin{array}{l}
\mathscr{A}_{\mu}(u, p)=0 \text { in } \Omega_{+} \times \mathbb{R},  \tag{3.9}\\
\nabla \cdot u=0 \text { in } \Omega_{+} \times \mathbb{R}, \\
u\left(0, x_{2}, t\right)=g\left(x_{2}, t\right) \text { in } \mathbb{R} \times \mathbb{R},
\end{array}\right.
$$

where

$$
\begin{equation*}
\mathscr{A}_{\mu}(u, p)=\partial u / \partial t+\mu u+(a \cdot \nabla) u-\nu \Delta u+\nabla p \tag{3.10}
\end{equation*}
$$

and

$$
\mu>0 .
$$

If $g$ vanishes for $t \leqq t_{0}$, and if ( $u, p$ ) is a solution of (3.9) for $\mu>0$, then ( $u e^{\mu t}, p e^{\mu t}$ ) is a solution of (3.9) for $\mu=0$, with data $g_{\mu}\left(x_{2}, t\right)=g\left(x_{2}, t\right) e^{\mu t}$.

We first prove a result of existence and regularity.
Proposition 3.1. Let $Z$ be the subspace of $\mathscr{S}^{\prime}(\mathbb{R})$ defined by

$$
\begin{equation*}
g \in Z \text { iff } g \in H^{\infty}(\mathbb{R}) \text { and } \mathscr{F}^{-1}\left(\frac{\hat{g}_{1}(k)}{\sqrt{|k|}}\right) \in H^{\infty}(\mathbb{R}) . \tag{3.11}
\end{equation*}
$$

Assume that

$$
\begin{equation*}
g \in \mathscr{P}(\mathbb{R} ; Z) \tag{3.12}
\end{equation*}
$$

Then (3.9) possesses a unique solution ( $u, p$ ) such that,

$$
\begin{align*}
& u \in L^{\infty}\left(\mathbb{R} ; H\left(\Omega_{+}\right)\right),  \tag{3.13}\\
& \nabla u \in L^{2}\left(\mathbb{R} ; \mathbf{L}^{2}\left(\Omega_{+}\right)\right),  \tag{3.14}\\
& \frac{\partial u}{\partial t} \in L^{2}\left(\mathbb{R} ; W^{\prime}\left(\Omega_{+}\right)\right),  \tag{3.15}\\
& \nabla p \in L^{\infty}\left(\mathbb{R} ; \mathbf{L}^{2}\left(\Omega_{+}\right)\right)+L^{2}\left(\mathbb{R} ; \mathbf{H}^{-1}\left(\Omega_{+}\right)\right) . \tag{3.16}
\end{align*}
$$

Moreover, $u$ is infinitely differentiable, and if $\mu>0$,

$$
\begin{equation*}
u, p \in \mathscr{S}\left(\mathbb{R} ; \mathbf{H}^{\infty}\left(\Omega_{+}\right)\right) . \tag{3.17}
\end{equation*}
$$

Proof. Let us first construct a function $z$ such that

$$
\left\{\begin{array}{l}
z \in \mathscr{Y}\left(\mathbb{R} ; \mathbf{H}^{\infty}\left(\Omega_{+}\right)\right),  \tag{3.18}\\
\nabla \cdot z=0, \\
\left.z\right|_{\Sigma}=g .
\end{array}\right.
$$

the function $z$ will be a sum of two functions defined by different means. We first extend $g_{1}$; let $\zeta$ be defined by

$$
\begin{aligned}
& \hat{\zeta}_{1}\left(x_{1}, k, \omega\right)=\hat{g}_{1}(k, \omega) \exp \left(-|k| x_{1}\right), \\
& \hat{\zeta}_{2}\left(x_{1}, k, \omega\right)=-i \sigma \hat{g}_{1}(k, \omega) \exp \left(-|k| x_{1}\right),
\end{aligned}
$$

where

$$
\sigma=\operatorname{sign}(k) .
$$

We have used the Hilbert transform, of symbol -i $\sigma$, mentioned in $\S 2$, and defined at (2.38):

$$
\zeta_{2}\left(x_{1}, \cdot, t\right)=\mathscr{H} \zeta_{1}\left(x_{1}, \cdot, t\right) .
$$

Moreover,

$$
\nabla \cdot \zeta=0 ; \zeta_{1}\left(0, x_{2}, t\right)=g_{1}\left(x_{2}, t\right) .
$$

Now, in order to compensate for the bad boundary condition of the second component, we define a function $h$ by

$$
h\left(x_{1}, x_{2}, t\right)=\psi\left(x_{1}\right)\left[g_{2}\left(x_{2}, t\right)-\left(\mathscr{H} g_{1}\right)\left(x_{2}, t\right)\right],
$$

where $\psi$ belongs to $\mathscr{D}\left(\Omega_{+}\right), \psi(0)=0, \psi^{\prime}(0)=1$, and finally, we let

$$
z_{1}=\zeta_{1}-\frac{\partial h}{\partial x_{2}} ; \quad z_{2}=\zeta_{2}+\frac{\partial h}{\partial x_{1}} .
$$

Clearly $h$ satisfies the boundary conditions. If (3.12) holds, then an integration in $x_{1}$ shows that

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{\mathbb{R}} \int_{\mathbb{R}}\left(1+|k|^{2}\right)^{m}\left|\hat{\zeta}_{1}\left(x_{1}, k, \omega\right)\right|^{2} d x_{1} d k d \omega \\
& \quad=\int_{\mathbb{R}} \int_{\mathbb{R}}\left(1+|k|^{2}\right)^{m}(2|k|)^{-1}\left|\hat{g}_{1}(k, \omega)\right|^{2} d k d \omega<\infty
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\int_{\mathbb{R}} \int_{\mathbb{R}} \int_{0}^{\infty}\left|\frac{\partial^{m} \hat{\zeta}_{1}\left(x_{1}, k, \omega\right)}{\partial x_{1}^{m}}\right|^{2} d x_{1} d k d \omega & =\int_{\mathbb{R}} \int_{\mathbb{R}} \int_{0}^{\infty}|k|^{2 m}\left|\hat{\zeta}_{1}\left(x_{1}, k, \omega\right)\right|^{2} d x_{1} d k d \omega \\
& =\frac{1}{2} \int_{\mathbb{R}} \int_{\mathbb{R}}|k|^{2(m-1 / 2)}\left|\hat{g}_{1}(k, \omega)\right|^{2} d k d \omega<\infty
\end{aligned}
$$

This shows that $\zeta_{1}$ belongs to $L^{2}\left(\mathbb{R} ; H^{m}\left(\Omega_{+}\right)\right)$, for all $m$. We look at time derivatives multiplied by polynomials in $t$, and we show by induction that $\zeta_{1}$ belongs to $\mathscr{S}\left(\mathbb{R} ; H^{\infty}\left(\Omega_{+}\right)\right)$. A similar argument shows that $\zeta_{2}$ belongs to $\mathscr{(}\left(\mathbb{R} ; H^{\infty}\left(\Omega_{+}\right)\right)$. By construction, $g_{1}$ and $g_{2}$ belong to $\mathscr{S}\left(\mathbb{R} ; H^{\infty}(\mathbb{R})\right)$; the Hilbert transform in the variable $x_{2}$ leaves this space invariant; therefore, $\mathscr{H} g_{1}$ belongs to it, and so $h$ and its gradient belong to $\mathscr{S}\left(\mathbb{R} ; H^{\infty}\left(\Omega_{+}\right)\right)$. The function $z$ we obtain finally satisfies (3.18).

Let now

$$
u=v+z
$$

then $(u, p)$ solves (3.9) if and only if $(v, p)$ solves

$$
\left\{\begin{array}{l}
\mathscr{A}_{\mu}(v, p)=-\mathscr{A}_{\mu}(z, 0) \quad \text { in } \Omega_{+} \times \mathbb{R},  \tag{3.19}\\
\nabla \cdot v=0 \quad \text { in } \Omega_{+} \times \mathbb{R}, \\
v\left(0, x_{2}, t\right)=0 \quad \text { in } \mathbb{R} \times \mathbb{R} .
\end{array}\right.
$$

The existence of a solution of (3.19) is obtained by many classical methods; for instance, define the generator $A_{0}$ of the Stokes semigroup (without advection) by

$$
D\left(A_{0}\right)=\left\{u \in H_{0}\left(\Omega_{+}\right) / v \rightarrow \int \nabla u \cdot \nabla v d x \text { is continuous }\right\}
$$

and

$$
\begin{equation*}
\left(A_{0} u, v\right)_{H_{0}}=\nu \int \nabla u \cdot \nabla v d x \tag{3.20}
\end{equation*}
$$

The operator $A_{0}$ is defined starting from a quadratic form on the Hilbert space $H_{0}$; therefore, according to Phillips' theorem, it generates a contraction semigroup in $H_{0}$. Its domain can be computed explicitly and is equal to

$$
D\left(A_{0}\right)=\left\{u \in H_{0}\left(\Omega_{+}\right) \cap \mathbf{H}^{2}\left(\Omega_{+}\right) / \frac{\partial u_{2}}{\partial x_{1}}\left(0, x_{2}\right)=0\right\} .
$$

Let $A$ be defined by

$$
\begin{gather*}
D(A)=D\left(A_{0}\right) \\
(A u, v)_{H_{0}}=\int[(a \cdot \nabla) u \cdot v+\nu \nabla u \cdot \nabla v] d x \tag{3.21}
\end{gather*}
$$

Then $A$ is obtained from $A_{0}$ by adding a strongly relatively bounded perturbation to $A_{0}$; this is because we have the inequality for all $\varepsilon$

$$
\|\nabla u\|_{0} \leqq \varepsilon\|\Delta u\|_{0}+C(\varepsilon)\|u\|_{0} .
$$

Therefore, $\boldsymbol{A}$ generates a strongly continuous semigroup $\mathscr{T}(t)$; this semigroup turns out to satisfy the estimate,

$$
\|\mathscr{T}(t)\| \leqq e^{-\mu t}, \text { for all } t \geqq 0
$$

because, for all $u$ in $D(A),(A u, u) \geqq \mu\left(\|u\|_{0}\right)^{2}$. The solution of (3.20) is given by

$$
v(\cdot, t)=\int_{-\infty}^{t} \mathscr{T}(t-s)\left(-\mathscr{A}_{\mu}(z, 0)(s)\right) d s
$$

and it is clear that $v(\cdot, t)$ is bounded uniformly on $\mathbb{R}$, with values in $H_{0}$, and that, if $\mu$ is positive, it decreases fast to zero as $t$ tends to $\pm \infty$. All the other estimates are easy to obtain by differentiation and semigroups estimates, and they are global on $\mathbb{R}$. Details are left to the reader.

We now perform the Fourier analysis of (3.9). For simplicity of notation, the frequency variable $\omega$ can be real, or complex with negative imaginary part; if needed, it will be denoted $\tau=\omega-i \mu$ when this negative imaginary part is present. We need a few notations; the differential operator $C$ is given by

$$
\begin{equation*}
C f=-\nu \frac{\partial^{2} f}{\partial x_{1}^{2}}+a_{1} \frac{\partial f}{\partial x_{1}}+\left(\nu|k|^{2}+i \tau+a_{2} i k\right) f \tag{3.22}
\end{equation*}
$$

its associated characteristic polynomial is given by

$$
\begin{equation*}
P(k, \tau ; \lambda)=-\nu \lambda^{2}+a_{1} \lambda+\nu|k|^{2}+i \tau+a_{2} i k . \tag{3.23}
\end{equation*}
$$

The discriminant of $P$ is given by:

$$
\begin{equation*}
a_{1}^{2}+4 \nu\left(i\left(\tau+a_{2} k\right)+\nu|k|^{2}\right) . \tag{3.24}
\end{equation*}
$$

The real part of (3.24) is positive for all $\omega$ and $k$, and for all $\mu \geqq 0$, because we assumed $a_{1}>0$. We denote by $\rho$ the determination of the square root of (3.24) with positive real part:

$$
\begin{equation*}
\rho^{2}=a_{1}^{2}+4 \nu\left(i\left(\tau+a_{2} k\right)+\nu|k|^{2}\right), \operatorname{Re} \rho>0 . \tag{3.25}
\end{equation*}
$$

Then, the roots of $P(k, \tau, \cdot)$ are given by

$$
\lambda=\frac{a_{1}-\rho}{2 \nu} ; \lambda^{\prime}=\frac{a_{1}+\rho}{2 \nu},
$$

and it is not difficult to check that

$$
\begin{equation*}
\operatorname{Re} \lambda<0 \text { except if } k=\tau=0 \tag{3.26}
\end{equation*}
$$

Moreover, we have immediately the following important estimate; there exists a strictly positive constant $\gamma$ such that

$$
\begin{equation*}
\frac{1}{\gamma}(1+|k|+\sqrt{|\tau|}) \leqq|\rho| \leqq \gamma(1+|k|+\sqrt{|\tau|}) . \tag{3.27}
\end{equation*}
$$

The first result pertaining to the Fourier analysis of (3.9) is as follows.
Proposition 3.2. Let $(u, p)$ be the solution of (3.9). Then, there exist locally integrable functions $\alpha$ and $\beta$ such that

$$
\begin{equation*}
\hat{u}\left(x_{1}, k, \tau\right)=\exp \left(-|k| x_{1}\right) \alpha(k, \tau)+\exp \left(\lambda x_{1}\right) \beta(\alpha, \tau) \tag{3.28}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
\alpha_{1}=\frac{\lambda \hat{g}_{1}+i k \hat{g}_{2}}{\lambda+|k|}, \beta_{1}=k \frac{\sigma \hat{g}_{1}-i \hat{g}_{2}}{\lambda+|k|},  \tag{3.29}\\
\alpha_{2}=-i \sigma \frac{\lambda \hat{g}_{1}+i k \hat{g}_{2}}{\lambda+|k|}, \beta_{2}=i \lambda \frac{\sigma \hat{g}_{1}-i \hat{g}_{2}}{\lambda+|k|} .
\end{array}\right.
$$

Moreover, any couple of distributions ( $\alpha^{\prime}, \beta^{\prime}$ ) which satisfies (3.27) is equal to ( $\alpha, \beta$ ), up to the addition of $(1,-1) S$, where $S$ is an arbitrary distribution with values in $\mathbb{R}^{2}$ and support in $\{0\}_{k, \omega}$.

Proof. We perform a partial Fourier transform on $u$ and $p$; the transformed quantities are denoted $\hat{u}=\left(\hat{u}_{1}, \hat{u}_{2}\right)$ and $\hat{p}$; they satisfy a system of ordinary differential equations, with respect to the variable $x_{1}$, with $k$ and $\tau$ as parameters; this system can be written

$$
\begin{align*}
& C \hat{u}_{1}+\frac{\partial \hat{p}}{\partial x_{1}}=0,  \tag{3.30}\\
& C \hat{u}_{2}+i k \hat{p}=0,  \tag{3.31}\\
& \frac{\partial \hat{u}_{1}}{\partial x_{1}}+i k \hat{u}_{2}=0 . \tag{3.32}
\end{align*}
$$

If we eliminate the pressure from this system, by multiplying (3.30) by $-i k$, differentiating (3.31) with respect to $x_{1}$, and adding the two resulting inequalities, we obtain

$$
\begin{equation*}
C\left(-i k \hat{u}_{1}+\frac{\partial \hat{u}_{2}}{\partial x_{1}}\right)=0 \tag{3.33}
\end{equation*}
$$

With the help of (3.32), we eliminate $\hat{u}_{2}$; then $\hat{u}_{1}$ satisfies

$$
C\left(\frac{\partial^{2} \hat{u}_{1}}{\partial x_{1}^{2}}-|k|^{2} \hat{u}_{1}\right)=0
$$

This is an ordinary differential equation of the fourth order in $x_{1}$ parameterized by $k$ and $\tau$; its general solution is of the form

$$
\alpha_{1}(k, \tau) \exp \left(-|k| x_{1}\right)+\beta_{1}(k, \tau) \exp \left(\lambda x_{1}\right)+\gamma_{1}(k, \tau) \exp \left(|k| x_{1}\right)+\delta_{1}(k, \tau) \exp \left(\lambda^{\prime} x_{1}\right)
$$

From Proposition 3.1, $u_{1}$ belongs to $L^{2}\left(\mathbb{R}_{+} \times \mathbb{R} \times \mathbb{R}\right)$ if $\mu>0$, and so does $\hat{u}_{1}$; thus, for almost every $k$ and $\tau, \hat{u}_{1}(\cdot, k, \tau)$ is square integrable. Therefore, $\gamma_{1}$ and $\delta_{1}$ vanish for almost every $k$ and $\tau$; thus,

$$
\begin{equation*}
\hat{u}_{1}=\alpha_{1}(k, \tau) \exp \left(-|k| x_{1}\right)+\beta_{1}(k, \tau) \exp \left(\lambda x_{1}\right) . \tag{3.34}
\end{equation*}
$$

Similarly, eliminating $\hat{u}_{1}$ from (3.33) and (3.34), we obtain

$$
C\left(\frac{\partial^{2} \hat{u}_{2}}{\partial x_{1}^{2}}-|k|^{2} \hat{u}_{2}\right)=0 .
$$

With the same argument as above,

$$
\begin{equation*}
\hat{u}_{2}=\alpha_{2}(k, \tau) \exp \left(-|k| x_{1}\right)+\beta_{2}(k, \tau) \exp \left(\lambda x_{1}\right) . \tag{3.35}
\end{equation*}
$$

The divergence-free relation (3.32) implies immediately that

$$
\begin{equation*}
-|k| \alpha_{1}+i k \alpha_{2}=0, \quad \lambda \beta_{1}+i k \beta_{2}=0 \tag{3.36}
\end{equation*}
$$

If we take into account the boundary conditions,

$$
\begin{equation*}
\hat{g}_{1}=\alpha_{1}+\beta_{1}, \quad \hat{g}_{2}=\alpha_{2}+\beta_{2}, \tag{3.37}
\end{equation*}
$$

we will now express $\alpha_{1}, \alpha_{2}, \beta_{1}$, and $\beta_{2}$ in terms of $\hat{g}_{1}$ and $\hat{g}_{2}$. To obtain $\alpha_{1}$ and $\beta_{1}$. we have to divide by $\lambda+|k|$, which vanishes only for $k=\tau=0$. In order to obtain $\alpha_{2}$ and $\beta_{2}$, we have to divide moreover by $k$. In order to obtain locally integrable functions $\alpha$ and $\beta$, we have to show that $\lambda / \lambda+|k|$ is bounded in a neighborhood of zero. But,

$$
\lambda=-2 \frac{i\left(\tau+a_{2} k\right)+|k|^{2}}{a_{1}+\rho}
$$

and

$$
\lambda+|k|=-2 \frac{\tau+a_{2} k}{a_{1}+\rho+2 \nu|k|},
$$

which shows immediately the desired estimate. Eliminating between (3.36) and (3.37), we can write

$$
\alpha_{1}=\frac{\lambda \hat{g}_{1}+i k \hat{g}_{2}}{\lambda+|k|}=\frac{\lambda\left(\hat{g}_{1}-i \sigma \hat{g}_{2}\right)+i \sigma(\lambda+|k|)}{\lambda+|k|}
$$

and there is a locally integrable function $\alpha_{1}$ which is almost everywhere equal to the expression given by the first of formulae (3.29). The second of these formulae gives a locally integrable $\beta_{1}$, because $\beta_{1}=\hat{g}_{1}-\alpha_{1}$. From the first formula of (3.36) divided by $k, \alpha_{2}$ is locally integrable. From the second formula of (3.36) and the expression of $\beta_{1}$, a division by $k$ gives the formula for $\beta_{2}$. If $\alpha^{\prime}$ and $\beta^{\prime}$ are distributions which satisfy (3.28), they differ from $a$ and $\beta$ by distributions $S$ and $T$ with support in $\mathbb{R}_{k} \times\{0\}_{\omega}$. We must have

$$
S \exp \left(-|k| x_{1}\right)+T \exp \left(\lambda x_{1}\right)=0, \text { for all } x_{1} .
$$

This is possible only if $S$ and $T$ have their support in $\{0\}_{k, \omega}$, and $T+S=0$. Therefore, we can say that $\alpha$ and $\beta$ are respectively determined up to the addition of $S$ and $-S$, with $S$ a distribution with support in $\{0\}_{k, \omega}$.

The most important consequence of the previous proposition is the following result on the operator, which assigns to the boundary value of $u$ the normal constraint at the boundary.

Corollary 3.3. Let ( $u, p$ ) be the solution of (3.9). Let $E$ be the two-by-two matrix given by

$$
E(k, \tau)=-\left(\begin{array}{cc}
(i \tau /|k|)+i a_{2} \sigma+\nu(|k|-\lambda) & i \sigma\left(\nu \lambda-a_{1}\right)  \tag{3.38}\\
-i \sigma \nu \lambda & \nu(|k|-\lambda)
\end{array}\right) .
$$

Then the normal constraint $\left.\left(-p+\nu \partial u_{1} / \partial x_{1}, \nu \partial u_{2} / \partial x_{1}\right)\right|_{\Sigma}=\sigma_{n}$ is given by

$$
\sigma_{n}=\mathscr{E} g,
$$

or equivalently

$$
\hat{\sigma}_{n}(k, \tau)=E(k, \tau) \hat{g}(k, \tau)
$$

Proof. From (3.29), we compute $\partial \hat{u}_{1} / \partial x_{1}$ and $\partial \hat{u}_{2} / \partial x_{1}$ on the boundary:

$$
\frac{\partial \hat{u}}{\partial x_{1}}=-|k| \alpha+\lambda \beta=-|k| \alpha+\lambda(\hat{g}-\alpha)=\lambda \hat{g}-\binom{\lambda \hat{g}_{1}+i k \hat{g}_{2}}{-i \sigma\left(\lambda \hat{g}_{1}+i k \hat{g}_{2}\right)} .
$$

We observe that the distribution $S$ does not contribute, because $-(|k|+\lambda) S=0$. The above formula proves that

$$
\begin{align*}
& \frac{\partial \hat{u}_{1}}{\partial x_{1}}=-i k \hat{g}_{2},  \tag{3.39}\\
& \frac{\partial \hat{u}_{2}}{\partial x_{1}}=i \lambda \sigma \hat{g}_{1}+(\lambda-|k|) \hat{g}_{2} . \tag{3.40}
\end{align*}
$$

To obtain an expression for the pressure, we observe that, from (3.31), we can write

$$
i k \hat{p}=-C \hat{u}_{2}=-P(k, \tau ;-|k|) \alpha_{2} \exp \left(-|k| x_{1}\right)-P(k, \tau ; \lambda) \beta_{2} \exp \left(\lambda x_{1}\right) .
$$

The second term of this expression vanishes by definition of $\lambda$; in the first term,

$$
P(k, \tau ;|k|)=-a_{1}|k|+i\left(\tau+a_{2} k\right) .
$$

Thus,

$$
i k \hat{p}=\frac{i \sigma\left(\lambda \hat{g}_{1}+i k \hat{g}_{2}\right)\left(-a_{1}|k|+i\left(\tau+a_{2} k\right)\right)}{\lambda+|k|} .
$$

This expression can be simplified by algebraic manipulations: let $y=\lambda+|k|$; then

$$
P(k, \tau, y-|k|)=0
$$

so that

$$
-\nu y^{2}+2 \nu|k| y+a_{1} y-a_{1}|k|+i\left(\tau+a_{2} k\right)=0 .
$$

Hence,

$$
y\left(-\nu y+2 \nu|k|+a_{1}\right)=a_{1}|k|-i\left(\tau+a_{2} k\right),
$$

that is

$$
\frac{a_{1}|k|-i\left(\tau+a_{2} k\right)}{\lambda+|k|}=a_{1}+\nu|k|-\nu \lambda .
$$

If we substitute this in the above expression of $i k \hat{p}$, we obtain

$$
i k \hat{p}=-i \sigma\left(a_{1}+\nu|k|-\nu \lambda\right)\left(\lambda \hat{g}_{1}+|k| \hat{g}_{2}\right) .
$$

Using once again the equation which defines $\lambda$, we have

$$
a_{1} \lambda+\nu|k| \lambda-\nu \lambda^{2}=\nu|k| \lambda-\nu|k|^{2}-i\left(\tau+a_{2} k\right),
$$

and from here, we obtain

$$
i k \hat{p}=i k\left[\hat{g}_{1}\left\{\nu(|k|-\lambda)+i\left(a_{2} \sigma+\frac{\tau}{|k|}\right)\right\}+\hat{g}_{2} i \sigma\left\{\nu(\lambda-|k|)-a_{1}\right\}\right] .
$$

If we divide both sides of this equation by $k$, we obtain, with the help of (3.39) the unique locally integrable function equal to $\hat{p}$; thus

$$
-\nu \frac{\partial \hat{u}_{1}}{\partial x_{1}}+\hat{p}=\hat{\mathrm{g}}_{1}\left\{\left(\nu(|k|-\lambda)+i\left(a_{2} \sigma+\frac{\tau}{|k|}\right)\right\}+\hat{g}_{2} i \sigma\left(\nu \lambda-a_{1}\right) .\right.
$$

Putting together this last expression and (3.40), we obtain the matrix E. A distribution $\hat{p}$ which is solution of our equations is equal to the expression $\hat{g}_{1}\{\nu(|k|-\lambda)+$ $\left.i\left(a_{2} \sigma+|k|^{-1} \tau\right)\right\}+\hat{\mathrm{g}}_{2} i \sigma\left\{\nu(\lambda-|k|)-a_{1}\right\}$ up to the addition of a distribution with support in $\{k=0\}$. This corresponds to the addition of a space independent constant to $p$,
which is natural because $p$ is defined only via its gradient. But, as our problem was obtained through linearization, around a constant velocity field and a constant pressure, this constant is equal to zero.
3.2. Variational formulation for the problem with transparent condition. To obtain a tractable formulation for the Oseen problem and "transparent" boundary conditions, we will write a variational formulation. The existence of a solution of the variational problem will be ensured by simply taking the restriction of a full-space problem. A functional problem has to be settled in order to justify this formulation; a certain pseudo-differential operator $\mathscr{L}$ acts on the trace of $u$ on $\Sigma$. Originally $\mathscr{L}$ is defined only on very smooth functions, and it has to be extended to a larger functional class. After this is done, we have a clean presentation of the problem with "transparent" condition. The quotes will be removed only after uniqueness is proved.

Let $\mu$ be strictly positive, let $f$ satisfy the assumptions of Lemma 2.9 , and let $u^{0}$ equal zero. According to Lemma 2.9, the solution ( $u, p$ ) of (2.29)-(2.31) belongs to $C^{\infty}\left(\mathbb{R}^{+} ; H^{\infty}\left(\mathbb{R}^{2}\right)\right)$. Assume that $f$ satisfies (2.37). We assume moreover that:

$$
\begin{equation*}
f \in \mathscr{S}\left((0, \infty) ; \mathbf{H}^{\infty}\left(\mathbb{R}^{2}\right)\right) \tag{3.41}
\end{equation*}
$$

In particular, $f$ vanishes of infinite order at $t=0$. Then, the solution of (2.29)-(2.31) extended by 0 for $t \leqq 0$ belongs to $C^{\infty}\left(\mathbb{R} ; \mathbf{H}^{\infty}\left(\mathbb{R}^{2}\right)\right.$ ). Arguing as in Proposition 3.1, $u$ belongs to $\mathscr{S}\left(\mathbb{R} ; \mathbf{H}^{\infty}\left(\mathbb{R}^{2}\right)\right.$ ), and its trace on $\Sigma$ belongs to $\mathscr{S}\left(\mathbb{R} ; \mathbf{H}^{\infty}(\mathbb{R})\right)$. In the region $\Omega_{+} \times \mathbb{R}, u$ satisfies (3.9), with

$$
g=\left.u\right|_{\Sigma}
$$

If we still denote $u$ the restriction of $u$ to $\Omega_{-} \times \mathbb{R}$, and if we multiply the equation satisfied by $u$ on $\Omega_{-} \times \mathbb{R}$ by an arbitrary $v$ in $W\left(\Omega_{-}\right)$, and integrate, we obtain, thanks to Green's formula

$$
\left(u_{t}, v\right)+\mu(u, v)+\tilde{\mathbf{a}}(u, v)+\int_{\mathbb{R}}\left(\left.\frac{a_{1}}{2} g \cdot v\right|_{\Sigma}-\left.\sigma_{n} \cdot v\right|_{\Sigma}\right) d x_{2}=(f, v) .
$$

From Corollary 3.3, this relation can be written

$$
\begin{equation*}
\left(u_{t}, v\right)+\mu(u, v)+\tilde{\mathbf{a}}(u, v)+\int_{\mathbb{R}}\left[\left.\left\{\frac{a_{1}}{2} g-\mathscr{E} g\right\} \cdot v\right|_{\Sigma}\right] d x_{2}=(f, v) . \tag{3.42}
\end{equation*}
$$

Let us write down the matrix $a_{1}(I / 2)+E$ :

$$
\frac{a_{1} I}{2}-E(k, \tau)=\left(\begin{array}{cc}
\left(a_{1} / 2\right)+(i \tau /|k|)+i a_{2} \sigma+\nu(|k|-\lambda) & i \sigma\left(\nu \lambda-a_{1}\right)  \tag{3.43}\\
-i \sigma \nu \lambda & \left(a_{1} / 2\right)+\nu|k|-\lambda
\end{array}\right) .
$$

We can decompose this matrix into the sum of two matrices:

$$
\frac{a_{1} I}{2}-E=K_{1}+L
$$

where $K_{1}$ is given by

$$
K_{1}=\left(\begin{array}{cc}
1 /|k| & 0  \tag{3.44}\\
0 & 0
\end{array}\right) i \tau
$$

Let $\mathscr{K}_{1}$ be the operator of symbol $K_{1}$. From the definition (2.18) of the scalar product $s$, we can see that

$$
\begin{equation*}
\left(u_{t}, v\right)+\mu(u, v)+\left\langle\mathscr{K}_{1} u, v\right\rangle=s\left(u_{t}, v\right)+\mu s(u, v) . \tag{3.45}
\end{equation*}
$$

The matrix $L$ can be written as follows, recalling that $\left(a_{1} / 2\right)-\nu \lambda=\rho / 2$ :

$$
L=\left(\begin{array}{cc}
i a_{2} \sigma+\nu|k|+\frac{\rho}{2} & \frac{-i \sigma\left(a_{1}+\rho\right)}{2}  \tag{3.46}\\
\frac{i \sigma\left(\rho-a_{1}\right)}{2} & \nu|k|+\frac{\rho}{2}
\end{array}\right)
$$

It is convenient to write $L$ as a sum of two matrices, one of which has $\rho$ as a factor:

$$
\begin{equation*}
L=M+N_{1}, N_{1}=\rho \frac{N}{2} \tag{3.47}
\end{equation*}
$$

The expressions of $M$ and $N$ are given by

$$
\begin{gather*}
M=\left(\begin{array}{cc}
i a_{2} \sigma+\nu|k| & -i \sigma a_{1} / 2 \\
-i \sigma a_{1} / 2 & \nu|k|
\end{array}\right),  \tag{3.48}\\
N=\left(\begin{array}{cc}
1 & -i \sigma \\
i \sigma & 1
\end{array}\right) . \tag{3.49}
\end{gather*}
$$

The matrix $N$ is Hermitian positive semidefinite; we have

$$
\begin{equation*}
\mathcal{N} u=\left(u_{1}+\mathscr{H} u_{2}, \mathscr{H}\left(u_{1}+\mathscr{H} u_{2}\right)\right) . \tag{3.50}
\end{equation*}
$$

This relation explains why, as we mentioned in $\S 2$, the trace of $u_{1}+\mathscr{H} u_{2}$ on $\Sigma$ plays a particular role in the analysis of transparent boundary conditions. As $\operatorname{Re}(\rho)$ is strictly positive, we have

$$
\operatorname{Re}(N \hat{u}, \hat{u})=(\operatorname{Re} \rho)\left|\hat{u}_{1}-i \sigma \hat{u}_{2}\right|^{2} \geqq 0 .
$$

The matrix $M$ is not Hermitian, but the symmetrized $M,\left(M+M^{*}\right) / 2$ is equal to

$$
\frac{M+M^{*}}{2}=\left(\begin{array}{cc}
\nu|k| & 0  \tag{3.51}\\
0 & \nu|k|
\end{array}\right) .
$$

This is a Hermitian positive definite matrix, for all nonzero $k$. Therefore $L$ satisfies

$$
\begin{equation*}
\operatorname{Re}(L \hat{u}, \hat{u}) \geqq 0 \quad \forall \hat{u} \text { in } \mathbb{C}^{2} . \tag{3.52}
\end{equation*}
$$

In particular, $L+I$ is invertible, for all values of the parameters $\tau$ and $k$, and in Hermitian norm on $\mathbb{C}^{2}$, we have

$$
\begin{equation*}
\left|(L+I)^{-1} \hat{u}\right| \leqq|\hat{u}| \quad \forall \hat{u} \text { in } \mathbb{C}^{2} . \tag{3.53}
\end{equation*}
$$

We have thus shown the following result.
Proposition 3.4. For any $f$ satisfying (2.37) and (3.41), for $u^{0}=0$, and for any positive $\mu$, let ( $u, p$ ) be the solution of (2.29)-(2.31). If we denote still by $u$ the function $u$ restricted to $\Omega_{-} \times \mathbb{R}^{+}$and extended by 0 for $t \leqq 0$, then $u$ satisfies the variational inequality

$$
\begin{equation*}
s\left(u_{t}, v\right)+\mu s(u, v)+\tilde{\mathbf{a}}(u, v)+\langle\mathscr{L} u, v\rangle=(f, v) \quad \forall v \in W\left(\Omega_{-}\right), \tag{3.54}
\end{equation*}
$$

where the pseudo-differential operator $\mathscr{L}$ is defined by its symbol L, given by (3.46).
3.3. Functional analysis of the operator $\mathscr{L}$. The class of data $u^{0}$ and $f$ for which we have a solution of (3.54) is much too restricted. Thus, we extend it in several steps, by giving first a suitable definition of the domain of $\mathscr{L}$. We rely, of course, on the positivity of the matrix $L$ observed in (3.47) to (3.52). Then, we shall give a dense subset of the domain of $\mathscr{L}$, and prove that $\mathscr{L}$ is a causal operator. Finally, the expression $\int_{0}^{T}\langle(\mathscr{L} u)(t), u(t)\rangle d t$ is greater than or equal to zero, if $u$ is in the domain of $\mathscr{L}$, and vanishes for $t \leqq 0$.

The operator $\mathscr{L}$ is a pseudo-differential operator that belongs to the class $S_{1,0}^{1}$ of [17], [20], and [30]; it belongs in fact to a certain anisotropic class, which could be defined. As we do not seek the highest possible generality, we will be content with results specific to our variational problem:

Definition 3.5. The domain $D(\mathscr{L})$ of $\mathscr{L}$ is the space of functions $g$ such that there exists an $h$ in $L^{2}\left(\mathbb{R} ; W^{-1 / 2}(\mathbb{R}) \times H^{-1 / 2}(\mathbb{R})\right)$ such that

$$
\begin{equation*}
\hat{g}=(I+L)^{-1} \hat{h} . \tag{3.55}
\end{equation*}
$$

Then, on $D(\mathscr{L}), \mathscr{L}$ is defined by

$$
\begin{equation*}
\mathscr{L} g=h-g . \tag{3.56}
\end{equation*}
$$

An obvious consequence of the definition and of estimate (3.53) is that $D(\mathscr{L})$ is a subspace of $L^{2}\left(\mathbb{R} ; W^{1 / 2} \times H^{-1 / 2}\right)$. A sufficient condition for $g$ to belong to the domain of $\mathscr{L}$ is given by the following lemma.

Lemma 3.6. The set $Y$ of functions $g$ on $\Sigma$ such that

$$
\begin{equation*}
g \in L^{2}\left(\mathbb{R} ; \mathbf{H}^{1 / 2}(\mathbb{R})\right) \quad \text { and } \quad g_{1}+\mathscr{H} g_{2} \in H^{1 / 2}\left(\mathbb{R} ; H^{-1 / 2}(\mathbb{R})\right) \tag{3.57}
\end{equation*}
$$

is a subset of $D(\mathscr{L})$; moreover, if $Z$ is the space defined at $(3.11), \mathscr{S}(\mathbb{R} ; Z)$ is dense in $L^{2}\left(\mathbb{R} ; W^{1 / 2} \times H^{-1 / 2}\right)$ in the following sense; for every $g$ in $D(\mathscr{L})$, there exists a sequence of elements $g_{n}$ of $\mathscr{S}(\mathbb{Q} ; Z)$ such that $g_{n}$ converges to $g$ and $\mathscr{L} g_{n}$ converges to $\mathscr{L} g$ in $L^{2}\left(\mathbb{R} ; W^{-1 / 2} \times H^{-1 / 2}\right)$.

Proof. According to estimate (3.27), there exists a decomposition

$$
\rho=\rho_{1}+\rho_{2},
$$

such that

$$
\left|\rho_{1}\right| \leqq \gamma \sqrt{1+|k|^{2}}, \quad\left|\rho_{2}\right| \leqq \gamma \sqrt[4]{1+|\tau|^{2}}
$$

We decompose $L$ as a sum

$$
L=\left(M+\frac{\rho_{1} N}{2}\right)+\left(\frac{\rho_{2} N}{2}\right) .
$$

The first functional assumption on $g$ implies that

$$
\left.\int_{\mathbb{R}} \int_{\mathbb{R}} \sqrt{1+|k|^{2}} \hat{g}\right|^{2} d k d \omega<+\infty .
$$

The coefficients of $M$ are bounded by $\gamma^{\prime}(1+|k|)$, and thus,

$$
\int_{\mathbb{R}} \int_{\mathbb{R}} \frac{1}{\sqrt{1+|k|^{2}}}\left|\left(M+\frac{\rho_{1} N}{2}\right) \hat{g}\right|^{2} d k d \omega \leqq\left.\left(\gamma+\gamma^{\prime}\right) \int_{\mathbb{R}} \int_{\mathbb{R}} \sqrt{1+|k|^{2}} \hat{g}\right|^{2} d k d \omega<+\infty .
$$

The second functional assumption means that

$$
\int_{\mathbb{R}} \int_{\mathbb{R}} \sqrt{\frac{1+|\tau|^{2}}{1+|k|^{2}}}\left|\hat{g}_{1}-i \sigma \hat{g}_{2}\right|^{2} d k d \omega<+\infty
$$

The second piece of $L \hat{g}$ is estimated by

$$
\int_{\mathbb{R}} \int_{\mathbb{R}} \frac{\left|\rho_{2} N \hat{g}\right|^{2}}{\sqrt[4]{1+|k|^{2}}} d k d \omega \leqq \gamma \int_{\mathbb{R}} \int_{\mathbb{R}} \sqrt{\frac{1+|\tau|^{2}}{1+|k|^{2}}}\left|\hat{g}_{1}-i \sigma \hat{g}_{2}\right|^{2} d k d \omega<+\infty .
$$

This proves that $\mathscr{L} g$ belongs to $L^{2}\left(\mathbb{R}, W^{-1 / 2}(\mathbb{R}) \times H^{-1 / 2}(\mathbb{R})\right)$, since $H^{-1 / 2}$ is a subspace of $W^{-1 / 2}$. On the other hand, $g$ belongs to $L^{2}\left(\mathbb{R} ; W^{-1 / 2}(\mathbb{R}) \times H^{-1 / 2}(\mathbb{R})\right)$, and thus, $g$ belongs to $D(\mathscr{L})$.

To build a sequence $g_{n}$ with the required properties, let $g$ belong to $D(\mathscr{L})$, and let $h=\mathscr{L} g$; let $\varphi_{n}, \psi_{n}$ and $\chi_{n}$ be elements of $\mathscr{(}(\mathbb{R})$ such that

$$
\begin{aligned}
& \hat{\varphi}_{n}(k)=0 \text { if }|k| \leqq \frac{1}{n} \text { or if }|k| \geqq n ; \hat{\varphi}_{n}=1 \quad \text { if } \frac{2}{n} \leqq|k| \leqq n-1, \\
& 0 \leqq \hat{\varphi}_{n} \leqq 1 \text { everywhere; } \\
& \psi_{n}(t)=n \psi(n t-1) \text { with } \psi \text { belonging to } \mathscr{D}(\mathbb{R}), \int_{\mathbb{R}} \psi d x=1, \\
& \chi_{m}(t)=\exp \left(-\frac{t^{2}}{2 m}\right) \Rightarrow \hat{\chi}_{m}(\omega)=\sqrt{\frac{m}{2 \pi}} \exp \left(-\frac{m \omega^{2}}{2}\right) .
\end{aligned}
$$

We define

$$
h_{n}=h *\left(\varphi_{n} \psi_{n}\right)
$$

Clearly, $h_{n}$ belongs to $\mathbf{H}^{\infty}(\mathbb{R}, Z)$, because the choice of $\varphi_{n}$ disposes of all problems at $k=0$. Moreover, for any given $\varepsilon$, there exists an $n(\varepsilon)$ such that for $n>n(\varepsilon)$,

$$
\left\|h-h_{n}\right\|_{L^{2}\left(\mathbb{R} ; W^{-1 / 2}(\mathbb{R}) \times H^{-1 / 2}(\mathbb{R})\right)} \leqq \frac{\varepsilon}{2} .
$$

Fix $n$ such that this inequality holds. We define now

$$
g_{n}=(\mathscr{L}+1)^{-1} h_{n} ; g_{m n}=\chi_{m} g_{n}
$$

From estimate (3.53),

$$
\left\|g-g_{n}\right\|_{L^{2}\left(\mathbb{R} ; W^{-1 / 2}(\mathbb{R}) \times H^{-1 / 2}(\mathbb{R})\right)} \subseteq \frac{\varepsilon}{2} .
$$

Let

$$
h_{m n}=(\mathscr{L}+1) g_{m n}
$$

which is well defined thanks to the first part of the lemma. In the Fourier variable,

$$
\hat{h}_{m n}(k, \tau)-\hat{h}_{n}(k, \tau)=(L(k, \tau)+1)\left\{\left(\hat{\chi}_{m}(\cdot)-\delta^{\omega}\right) * \hat{g}_{n}(k, \cdot)\right\}(\tau) .
$$

As $m$ tends to infinity, $\hat{\chi}_{m} * \hat{g}_{n}$ converges to $\hat{g}_{n}$ in $\mathscr{F} \mathbf{H}^{m}(\Sigma)$, for all $m$. As the multiplication by $L(k, \tau)$ maps $\mathscr{F} \mathbf{H}^{1}(\Sigma)$ continuously into $\mathscr{F} \mathbf{L}^{2}(\Sigma)$, there exists an $m$ such that

$$
\left\|h_{m n}-h_{n}\right\|_{L^{2}\left(\mathbb{R} ; W^{-1 / 2}(\mathbb{R}) \times H^{-1 / 2}(\mathbb{R})\right)} \leqq \frac{\varepsilon}{2} .
$$

this proves the density of $\mathscr{S}(\mathbb{R} ; Z)$ in $D(\mathscr{L})$. $\quad \square$
Now, we are able to prove that $\mathscr{L}$ is a causal operator.
Lemma 3.7. If $g$ belongs to $D(\mathscr{L})$, and vanishes for $t<0$, then $\mathscr{L g}$ vanishes for $t<0$.
Proof. Let $g$ be an element of $D(\mathscr{L})$, and let $h=(\mathscr{L}+1) g$; assume that $g$ vanishes for $t \leqq 0$. Let $\varphi_{n}, \psi_{n}$ and $g_{n}, h_{n}$ be as in the previous lemma. Then, as we can see in the Fourier variable,

$$
g_{n}=g *\left(\varphi_{n} \psi_{n}\right)
$$

The choice we made of $\psi_{n}$ implies that

$$
g_{n}=0 \text { for } t>0 .
$$

The choice of $\varphi_{n}$ implies that

$$
\hat{g}_{n}(k, \omega)=0 \text { for }|k| \geqq n .
$$

If $\theta$ is a square integrable function on $\mathbb{R}$ that vanishes on $\mathbb{R}_{-}$, we can write

$$
\hat{\theta}(\omega-i \mu)=\int_{0}^{\infty} \theta(t) \exp (-i t(\omega-i \mu)) d t
$$

for $\mu=0$, with the estimate

$$
|\hat{\theta}(\omega-i \mu)| \leqq|\theta|_{L^{2}(\mathbb{R})} \sqrt{\int_{0}^{\infty} e^{-2 t \mu} d t \leqq|\theta|_{L^{2}(\mathbb{R})} \frac{1}{\sqrt{2 \mu}} . . . \text {. } . .}
$$

Therefore, for $g_{n}$, we have the estimate

$$
\left|\hat{g}_{n}(k, \omega-i \mu)\right| \leqq\left|\mathscr{F}_{x_{2} \rightarrow k} g_{n}(k, \cdot)\right|_{L^{2}\left(\mathbb{R}^{\prime}\right)} \frac{1}{\sqrt{2 \mu_{0}}} \text { if } \mu \geqq \mu_{0}>0,
$$

where $L^{2}\left(\mathbb{R}^{t}\right)$ is the space of square integrable functions of time.
We define an operator $\mathscr{L}_{k}$ by its symbol:

$$
\mathscr{L}_{k} v=\left(\mathscr{F}_{t \rightarrow \omega}\right)^{-1}\{L(k, \cdot) \tilde{v}(\cdot)\},
$$

where the tilda ~ denotes the Fourier transform with respect to the time variable. If $v$ belongs to $L^{2}(\mathbb{R})$, then $\mathscr{L}_{k} v$ belongs to $H^{-1 / 2}(\mathbb{R})$. The root $\rho$ can be extended to the half-plane $\tau=\omega-i \mu, \mu \geqq 0$, as an analytic function of $\omega$, with the estimate

$$
|\rho(k, \omega)| \leqq C(1+|k|+\sqrt{|\omega|}+\sqrt{|\mu|}) .
$$

We can apply the Paley-Wiener-Schwarz theorem to $\mathscr{L}_{k} \mathscr{F}_{x_{2} \rightarrow k} g_{n}(k, \cdot)$; from the previous considerations, for almost every $k, L(k, \tau) \hat{g}_{n}(k, \tau)$ is analytic in $\tau$ for $\mu=-\operatorname{Im}(\tau)>0$, and satisfies an estimate of the form

$$
\left|L(k, \tau) \hat{g}_{n}(k, \tau)\right| \leqq C\left(k, \mu_{0}\right)(1+|\tau|+|\mu|) \quad \forall \mu \geqq \mu_{0} .
$$

Thus, for almost every $k, \omega \rightarrow L(k, \omega-i \mu) \hat{g}_{n}(k, \omega-i \mu)$ is the Fourier-Laplace transform of a distribution with support in $[0, \infty)$. On the other hand, $L(k, \omega-i \mu) \hat{g}_{n}(k, \omega-i \mu)$ is square integrable with respect to $\omega$, and therefore,

$$
\left(\mathscr{F}_{t \rightarrow \omega}\right)^{-1}\left(L(k, \cdot) \hat{g}_{n}(k, \cdot)\right)=0 \quad \forall t \leqq 0, \text { and a.e. } k,
$$

and finally,

$$
\mathscr{L} g_{n}=0 \quad \forall t \leqq 0, \text { and for all } x_{2} .
$$

By density, the same result holds for $g$.
An immediate consequence of Lemma 3.7 is the following.
Lemma 3.8. Let $u^{0}$ belong to $\mathbf{H}\left(\mathbb{R}^{2}\right)$, and foo $L^{2}\left(0, \infty ; \mathbf{L}^{2}\left(\mathbb{R}^{2}\right)\right)$. Assume that $u^{0}$ and $f$ satisfy respectively the support conditions (2.36) and (2.37). If $\mu$ is strictly positive, and if $(u, p)$ is the solution of (2.29)-(2.31), extended by zero for negative time, then the trace of $u$ on $\Sigma$ belongs to $D(\mathscr{L})$.

Proof. According to Proposition 2.7, $u$ belongs to $L^{2}\left(0, \infty, W\left(\Omega_{-}\right)\right)$, and according to Proposition 2.4, the trace of $u$ on $\Sigma$ belongs to $L^{2}\left(0, \infty, W^{1 / 2} \times H^{1 / 2}\right)$. On the other hand, the support condition enables us to apply Lemma 2.14, and therefore, $\left.\left(u_{1}+\mathscr{H} u_{2}\right)\right|_{\Sigma}$ belongs to $H^{\infty}(\Sigma)$.

We first obtain a result of existence, under the support condition on $u^{0}$ and $f$, with some functional analysis on $\mathscr{L}$.

Proposition 3.9. For all $u^{0}$ in $H\left(\Omega_{-}\right)$and all $f$ in $L^{2}\left(0, \infty, L^{2}\left(\Omega_{-}\right)\right)$that satisfy the support conditions (2.36), (2.37), and for all strictly positive $\mu$, there exists a function $u$ satisfying the variational equality (3.54) with initial data $u^{0}$, and such that

$$
\begin{aligned}
& u \in L^{\infty}\left([0, \infty) ; H\left(\Omega_{-}\right)\right), \\
& \nabla u \in L^{2}\left([0, \infty) ; L^{2}\left(\Omega_{-}\right)\right), \\
& u_{t} \in L^{2}\left([0, \infty) ; W^{\prime}\left(\Omega_{-}\right)\right) .
\end{aligned}
$$

Proof. We have to approximate a right-hand side $f+u^{0} \otimes \delta^{t}$ by a smooth right-hand side $f_{n}$ belonging to $\mathscr{S}\left([0, \infty) ; H^{\infty}\left(\mathbb{R}^{2}\right)\right)$. This is clearly possible by truncation and regularization. The passage to the limit in the variational inequality is easy.

We will obtain a much better result of existence, not only for the sake of exhaustivity, but also to have a convenient frame for the proof of uniqueness. We write (3.52) as a problem with time in the full real line, extending $u$ by 0 for $t \geqq 0$; after an integration by parts in time, we have for all $v$ in $L^{2}\left(\mathbb{R} ; W\left(\Omega_{-}\right)\right)$such that $v_{t}$ belongs to $L^{2}\left(\mathbb{R} ; H\left(\Omega_{-}\right)\right)$

$$
\begin{equation*}
\int_{\mathbb{R}}\left\{-s\left(u, v_{t}\right)+\mu s(u, v)+\tilde{\mathbf{a}}(u, v)\right\} d t+\left\langle u, \mathscr{L}^{*} v\right\rangle_{\Sigma}=s\left(u^{0}, v(0)\right)+\int_{\mathbb{R}}(f, v) d t . \tag{3.58}
\end{equation*}
$$

Here, of course, $\mathscr{L}^{*}$ has $L^{*}$ for symbol, the domain of $\mathscr{L}^{*}$ is defined similarly to the domain of $\mathscr{L}$, and the trace of a test function $v$ on $\Sigma$ belongs to $D\left(\mathscr{L}^{*}\right)$ thanks to Lemma 3.6 and simple interpolation. We need to define three more operators to prove existence and uniqueness.

Definition 3.10. The operator $A$ is an operator from $W\left(\Omega_{-}\right)$to $W^{\prime}\left(\Omega_{-}\right)$defined by

$$
\begin{equation*}
s(A u, v)=\tilde{\mathbf{a}}(u, v) \quad \forall v \in W\left(\Omega_{-}\right) . \tag{3.59}
\end{equation*}
$$

The operator $B(\tau)$ is an operator from $W\left(\Omega_{-}\right)$to $W^{\prime}\left(\Omega_{-}\right)$defined by

$$
\begin{equation*}
s(B(\tau) u, v)=\int_{\mathbb{R}} L(k, \tau) \hat{u}(0, k) \overline{\hat{v}}(k, \tau) d k, \quad \forall v \in W\left(\Omega_{-}\right) . \tag{3.60}
\end{equation*}
$$

The operator $S$ is an operator from $L^{2}\left(\Omega_{-}\right)$to $H\left(\Omega_{-}\right)$defined by

$$
\begin{equation*}
s(S f, v)=(f, v) \quad \forall v \in H\left(\Omega_{-}\right) \tag{3.61}
\end{equation*}
$$

The operator $A$ is well defined; this is a classical result. The mapping which assigns to a pair $(u ; v)$ belonging to $W\left(\Omega_{-}\right) \times W\left(\Omega_{-}\right)$the expression

$$
\int_{\mathbb{R}} L(k, \tau) \hat{u}(0, k) \overline{\hat{v}}(0, k) d k
$$

is clearly a sesquilinear continuous mapping, and thus $B(\tau)$ is well defined. Finally, the mapping

$$
v \rightarrow(f, v)
$$

is linear continuous on $H\left(\Omega_{-}\right)$, and $S f$ is thus well defined.
The existence and uniqueness theorem reads.
Theorem 3.11. For all $u^{0}$ in $H\left(\Omega_{-}\right)$and all $f$ in $L^{2}\left(0, \infty ; \mathbf{L}^{2}\left(\Omega_{-}\right)\right)$, and for all strictly positive $\mu$, there exists a unique $u$ in $L^{\infty}\left([0, \infty) ; H\left(\Omega_{-}\right)\right) \cap L^{2}\left([0, \infty) ; W\left(\Omega_{-}\right)\right)$ such that $u_{t}$ belongs to $L^{2}\left([0, \infty) ; W\left(\Omega_{-}\right)\right)$and

$$
\begin{equation*}
\left.\int_{\mathbb{R}}\left\{-s\left(u, v_{t}\right)+\mu s(u, v)+\tilde{\mathbf{a}}(u, v)\right\} d t+\left\langle u, \mathscr{L}^{*} v\right\rangle\right)_{\Sigma}=s\left(u^{0}, v(0)\right)+\int_{\mathbb{R}}(f, v) d t . \tag{3.62}
\end{equation*}
$$

for all $v$ in $L^{2}\left(\mathbb{R} ; W\left(\Omega_{-}\right)\right)$such that $v_{t}$ belongs to $L^{2}\left(\mathbb{R} ; H\left(\Omega_{-}\right)\right)$.

In order to prove this theorem, we need a positivity result which will be useful for the existence part.

Lemma 3.12. Let $g$ belong to the space $Y$ defined at (3.57). Assume that $u$ vanishes for negative time. Then, for all positive $T$, we have

$$
\int_{0}^{T}(\mathscr{L} g, g) d x_{2} d t \geqq 0 .
$$

Proof. Assume first that $g$ belongs to $\mathscr{S}(\mathbb{R} ; Z)$, and vanishes for negative time. Let $u$ be the solution of (3.9). Then, if we multiply the equation $\mathscr{A}_{\mu}(u, p)=0$ by $u$ and integrate over $\Omega_{+}$, we obtain

$$
\begin{aligned}
\int_{0}^{T}(\mathscr{L} g, g) d t= & \|u(\cdot, T)\|^{2}+\mu \int_{0}^{T}\left\{\tilde{a}(u, u)+\|u(\cdot, t)\|^{2}\right\} d t-\left(\mathscr{K}_{1} g_{1}(\cdot, T), g_{1}(\cdot, T)\right)_{\Gamma} \\
& -\mu \int_{0}^{T}\left(\mathscr{K}_{1} g_{1}(\cdot, t), g_{1}(\cdot, t)\right)_{\Gamma} d t
\end{aligned}
$$

where $\mathscr{K}$ is the boundary operator of symbol $|k|^{-1}$. We check that $\|u\|^{2}-(\mathscr{K} g, g)_{\Gamma}$ is greater than or equal to zero. By an argument analogous to the one we used at proposition 2.4 , we have the identity

$$
\left(\mathscr{K} g_{1}, g_{1}\right)_{\Gamma}=-2\left(u_{1}, \mathscr{K} u_{2}\right),
$$

and

$$
\|u\|^{2}-\left(\mathscr{K} u_{1}, u_{1}\right)=\left\|u_{1}-\mathscr{K} u_{2}\right\|^{2} \geqq 0 .
$$

Thus the positivity holds for smooth data. By density and causality, it will hold as stated in the statement of the lemma.

Proof of the theorem. We first prove uniqueness; denote $\tilde{u}$ the partial Fourier transform of $u$ in time. If $u$ is the solution of (3.62), it satisfies

$$
\begin{equation*}
i \omega \tilde{u}(\tau)+\mu \tilde{u}(\tau)+A \tilde{u}(\tau)+B(\tau) \tilde{u}(\tau)=u^{0}+S \tilde{f}(\tau) . \tag{3.63}
\end{equation*}
$$

If the data vanish, we have

$$
i \omega \tilde{u}(\tau)+\mu \tilde{u}(\tau)+A \tilde{u}(\tau)+B(\tau) \tilde{u}(\tau)=0 .
$$

For almost every $\omega, \tilde{u}(\tau)$ belongs to $W\left(\Omega_{-}\right)$. If we multiply the above equation scalarly by $\tilde{u}(\tau)$ and take the real part, we obtain

$$
\begin{equation*}
\operatorname{Re}\{\mu s(\tilde{u}(\tau), \overline{\tilde{u}}(\tau))+\tilde{\mathbf{a}}(\tilde{u}(\tau), \overline{\tilde{u}}(\tau))+s(B(\tau) \tilde{u}(\tau), \overline{\tilde{u}}(\tau))\}=0 . \tag{3.64}
\end{equation*}
$$

The definition of $\tilde{\mathbf{a}}$ and $B(\tau)$ implies that the corresponding terms in (3.64) are nonnegative; there remains

$$
\operatorname{Re}(\mu s(\tilde{u}(\tau), \overline{\tilde{u}}(\tau))) \leqq 0
$$

and this implies that $\tilde{u}$ vanishes almost everywhere. We can conclude the uniqueness of the solution of (3.62).

Let us prove the existence under the assumptions of our theorem; if $u$ and $f$ satisfy our support condition, we know that there exists a unique solution to (3.62). If this support condition is not satisfied, extend $u^{0}$ and $f$ by 0 in $\Omega_{+}$, and approximate these extended $u^{0}$ and $f$ by translated data $u_{n}^{0}$ and $f_{n}$ that satisfy the support condition. For the solution $u_{n}$ the positivity of $\mathscr{L}$ implies the estimate

$$
s\left(u_{n}(T), u_{n}(T)\right)+\int_{0}^{T}\left\{\mu s\left(u_{n}(t), u_{n}(t)\right)+\tilde{\mathbf{a}}\left(u_{n}(t), u_{n}(t)\right)\right\} d t \leqq s\left(u_{n}^{0}, u_{n}^{0}\right) \leqq s\left(u^{0}, u^{0}\right)
$$

An easy passage to the limit gives the result.
4. Absorbing boundary conditions. This section is dedicated to the approximation of the pseudo-differential operator $\mathscr{L}$ by more manageable operators. We have seen that the symbol $L$ of $\mathscr{L}$ is a two-by-two matrix which is algebraic in $\tau, k$ and $\sigma=\operatorname{sgn}(k)$. We would like our approximation of $\mathscr{L}$ to be local in space and time, which would mean that its symbol is polynomial or rational in $\tau$ and $k$. Unfortunately, we do not know how to approximate $\sigma$ or $|k|$ by rational fractions of low degree; thus, we will be content with an approximation which is rational in $\tau, k$ and $\sigma$. The idea is to approximate the root $\rho$ by a sequence of $r_{n}$ which keeps the essential property $\operatorname{Re}\left(r_{n}\right) \geqq 0$. We need a number of technical results that precisely describes the properties of the sequence of approximations. These properties enable us to prove a rather weak existence and uniqueness theorem for the problem with absorbing boundary conditions. Then, we estimate the difference between the solution of the problem with absorbing boundary conditions and the solution of the problem with transparent conditions. From this estimate, we deduce a better existence theorem. If $\nu$ is small, the difference between the two solutions is small with a power of $\nu$; when $u^{0}$ and $f$ satisfy the support conditions (2.36), (2.37), the difference is estimated in a space of smooth functions.
4.1. Approximation of the symbol L. We approximate the transparent boundary conditions in constraint formulation. If we approximated the symbol of the operator $g \rightarrow\left(\partial u / \partial x_{1}, p\right)$, we could run into trouble and obtain an ill-posed problem.

We recall that we obtained at (3.47) a decomposition of the matrix $L(k, \tau)$, which we write now with an explicit dependance on the viscosity $\nu$.

$$
\begin{equation*}
L(k, \tau, \nu)=M(k, \nu)+\rho(k, \tau, \nu) \frac{N(k)}{2} . \tag{4.1}
\end{equation*}
$$

The matrix $M$ is of degree 1 in $\nu ; N(k)$ and the Hermitian symmetrization of $M(k, \nu)$ are both positive semidefinite matrices.

Now, we have to approximate $\rho(k, \tau, \nu)$ so that the successive approximations, denoted $r_{n}$, will satisfy the essential property

$$
\begin{equation*}
\operatorname{Re}\left(r_{n}(k, \tau, \nu)\right) \geqq 0 \quad \forall k, \omega, \nu . \tag{4.2}
\end{equation*}
$$

This problem has been solved in [13] but with very few proofs. The principle of the approximation has been obtained by observing that for all complex number $d$ we have

$$
\begin{equation*}
\lambda=\frac{\lambda d-|k|^{2}-i \omega^{\prime} \alpha}{-\lambda+\alpha+d}, \tag{4.3}
\end{equation*}
$$

where $\alpha=a_{1} / \nu$ and $\omega^{\prime}=\left(\tau+a_{2} k\right) / a_{1}$.
The choice of $d=i \omega^{\prime}$ and of the initialization $\lambda_{1}=-i \omega^{\prime}$ (because $\lambda_{0}$ might be a special case) defines a sequence recursively by:

$$
\lambda_{n+1}=\frac{\lambda_{n} d-|k|^{2}-i \omega^{\prime} \alpha}{-\lambda_{n}+\alpha+d},
$$

which has the three important properties:
(i) Each of the $\lambda_{n}$ is rational in $k, \tau$ and $\sigma$;
(ii) The associated initial boundary value problem is, at least formally, well-posed because $\operatorname{Re}\left(\lambda_{n}\right) \leqq 0$, and we will prove that it is actually well-posed;
(iii) $\lambda_{n}$ is the $[n-1, n-1]$ Padé approximant of $\lambda$ around $\nu=0$ (see [13]).

More precisely, we have the
Definition 4.1. Denote

$$
\begin{align*}
& \omega^{\prime}=\frac{\tau+a_{2} k}{a_{1}},  \tag{4.4}\\
& \alpha=\frac{a_{1}}{\nu} . \tag{4.5}
\end{align*}
$$

We define:

$$
\begin{align*}
& \lambda_{0}=0  \tag{4.6}\\
& \lambda_{1}=-i \omega^{\prime}  \tag{4.7}\\
& \lambda_{n+1}=\frac{-i \omega^{\prime} \lambda_{n}+i \alpha \omega^{\prime}+k^{2}}{\lambda_{n}-\alpha-i \omega^{\prime}},  \tag{4.8}\\
& r_{n}=a_{1}-2 \nu \lambda_{n} . \tag{4.9}
\end{align*}
$$

We will give now a sequence of technical lemmas on $r_{n}$ and $\lambda_{n}$.
Lemma 4.2. For all $n \geqq 0, k \in \mathbb{R}, \omega \in \mathbb{R}, \nu>0, r_{n}$ is well defined and

$$
\begin{equation*}
\operatorname{Re}\left(\lambda_{n}\right) \leqq 0 . \tag{4.10}
\end{equation*}
$$

Proof. For $n=0$ or 1 , the result is obvious. Assume that $\operatorname{Re}\left(\lambda_{n}\right) \leqq 0$; then, the expression $\lambda_{n}-\alpha+i \omega^{\prime}$ has a strictly negative real part; moreover,

$$
\lambda_{n+1}=\frac{\left(-i \omega^{\prime} \lambda_{n}+i \alpha \omega^{\prime}+k^{2}\right)\left(\bar{\lambda}_{n}-\alpha+i \omega^{\prime}\right)}{\left|\lambda_{n}-\alpha+i \omega^{\prime}\right|^{2}}
$$

so that,

$$
\operatorname{Re}\left(\lambda_{n+1}\right)=\frac{\left[k^{2}+\omega^{\prime 2}\right] \operatorname{Re}\left(\lambda_{n}-\alpha\right)}{\left|\lambda_{n}-\alpha+i \omega^{\prime}\right|^{2}},
$$

and by induction, the results holds true.
Lemma 4.3. Let $\rho$ be as in (3.24) and $\lambda=\left(a_{1}-\rho\right) / 2 \nu$; then, the following relation holds:

$$
\begin{equation*}
\lambda_{n+1}-\lambda=-\frac{\left(\lambda_{n}-\lambda\right)\left[k^{2}+\omega^{\prime 2}\right]}{\left[\lambda_{n}-\alpha-i \omega^{\prime}\right]\left[\lambda-\alpha-i \omega^{\prime}\right]} . \tag{4.11}
\end{equation*}
$$

Proof. We substitute $d=-i \omega^{\prime}$ in (4.2)

$$
\lambda=\frac{-i \omega^{\prime} \lambda+i \alpha \omega^{\prime}+k^{2}}{\lambda-\alpha-i \omega^{\prime}} .
$$

Therefore, subtracting this expression $\lambda$ from the expression (4.7), we obtain immediately (4.10).

The recursive definition of $\lambda_{n}$ by a sequence of homographic transformations shows that $\lambda_{n}$ is a rational fraction in $k$ and $\omega$. To obtain more information on the sequence $\lambda_{n}$, we study the particular case $\alpha=1$. Then (4.8) becomes

$$
\begin{equation*}
\lambda_{n+1}=\frac{-i \omega^{\prime} \lambda_{n}+i \omega^{\prime}+k^{2}}{\lambda_{n}-i \omega^{\prime}-1} \tag{4.12}
\end{equation*}
$$

we define $P_{n}$ and $Q_{n}$ by

$$
\begin{align*}
& P_{1}=-i \omega^{\prime}  \tag{4.13}\\
& Q_{1}=1 \tag{4.14}
\end{align*}
$$

and

$$
\begin{align*}
& P_{n+1}=-i \omega^{\prime} P_{n}+\left(i \omega^{\prime}+k^{2}\right) Q_{n}  \tag{4.15}\\
& Q_{n+1}=P_{n}-\left(i \omega^{\prime}+1\right) Q_{n} . \tag{4.16}
\end{align*}
$$

Then, we have

$$
\begin{equation*}
\lambda_{n}=\frac{P_{n}}{Q_{n}} . \tag{4.17}
\end{equation*}
$$

An obvious induction shows that $P_{n}$ is at most of degree $n$, and that $Q_{n}$ is at most of degree $n-1$, globally in $k$ and $\omega^{\prime}$. Let $P_{n}$ and $Q_{n}$ be decomposed as a sum of globally homogeneous polynomials in $k$ and $\omega^{\prime}$, of decreasing degree:

$$
\begin{align*}
& P_{n}=P_{n}^{n}+P_{n}^{n-1}+\cdots+P_{n}^{0},  \tag{4.18}\\
& Q_{n}=Q_{n}^{n-1}+Q_{n}^{n-2}+\cdots+Q_{n}^{0} \tag{4.19}
\end{align*}
$$

we now define the polynomial $Z_{n}$ by

$$
\begin{equation*}
Z_{n}=P_{n}+k Q_{n} \tag{4.20}
\end{equation*}
$$

Let

$$
\begin{equation*}
z=k-i \omega^{\prime} . \tag{4.21}
\end{equation*}
$$

Then $Z_{n}$ satisfies the following relation:

$$
\begin{equation*}
Z_{n+1}=z\left(Z_{n}-Q_{n}\right), \tag{4.22}
\end{equation*}
$$

and if we decompose $Z_{n}$ into a sum of homogeneous polynomials

$$
\begin{equation*}
Z_{n}=Z_{n}^{n}+Z_{n}^{n-1}+\cdots+Z_{n}^{1}, \tag{4.23}
\end{equation*}
$$

then we can deduce $Q_{n}$ and $P_{n}$ from $Z_{n}$ by

$$
\begin{align*}
& P_{n}=i \operatorname{Im}\left(Z_{n}^{1}\right)+\operatorname{Re}\left(Z_{n}^{2}\right)+i \operatorname{Im}\left(Z_{n}^{3}\right)+\cdots  \tag{4.24}\\
& Q_{n}=\frac{\operatorname{Re}\left(Z_{n}^{1}\right)+i \operatorname{Im}\left(Z_{n}^{2}\right)+\operatorname{Re}\left(Z_{n}^{3}\right)+\cdots}{k} . \tag{4.25}
\end{align*}
$$

Of course, these expressions terminate differently according to the parity of $n$.
Lemma 4.4. Assume that $\alpha=1$. Then, there exists a polynomial $R_{n}$ of degree $n-1$ in one variable such that $Q_{n}^{n-1}$ can be written as

$$
Q_{n}^{n-1}\left(k, \omega^{\prime}\right)=k^{n-1} R_{n}\left(\frac{\omega^{\prime}}{k}\right)
$$

The zeros $\zeta_{p}$ of $R_{n}$ are real and simple and except for $k=0$, the next term $Q_{n}^{n-2}\left(k, k \zeta_{p}\right)$ does not vanish.

Proof. A simple induction shows that $P_{n}^{n}$ and $Q_{n}^{n-1}$ are given for $n$ odd by

$$
\left\{\begin{array}{l}
P_{n}^{n}=i \operatorname{Im}\left(z^{n}\right),  \tag{4.26}\\
Q_{n}^{n-1}=\operatorname{Re}\left(z^{n}\right) / k .
\end{array}\right.
$$

When $n$ is even, they are given by

$$
\left\{\begin{array}{l}
P_{n}^{n}=\operatorname{Re}\left(z^{n}\right),  \tag{4.27}\\
Q_{n}^{n-1}=\left[i \operatorname{Im}\left(z^{n}\right)\right] / k .
\end{array}\right.
$$

The polynomial $R_{n}(X)$ is given by

$$
\begin{aligned}
& R_{n}(X)=i \operatorname{Im}(1-i X)^{i} \quad \text { if } n \text { is even, } \\
& R_{n}(X)=\operatorname{Re}(1-i X)^{n} \quad \text { if } n \text { is odd. }
\end{aligned}
$$

From these formulae, $R_{n}$ is of degree $n-1$ and the roots of $R_{n}$ are real and simple. Geometrically, these roots are the ordinates of the intersection of the straight lines $\zeta=1+r e^{i \pi k / n}$ with the imaginary axis, when $n$ is even; when $n$ is odd, they are the abscissae of the intersection of these same lines with the real axis. There are exactly $n$ of these lines. When $n$ is even, one of these lines is parallel to the imaginary axis and another is the real axis; this yields the announced $n-1$ real solutions, one of which is zero. If $n$ is odd, one of the lines is the real axis, which we discard, and there remain $n-1$ real distinct nonzero solutions. For the last assertion, we consider first the case of $n$ even:

$$
Q_{n}^{n-2}=\frac{\operatorname{Re}\left(Z_{n}^{n-1}\right)}{k}
$$

Relation (4.22) implies that

$$
Z_{n}=z^{n}-\sum_{j=1}^{n-1} z^{j} Q_{n-j}
$$

With the help of (4.26) and (4.25), we obtain

$$
\begin{aligned}
\operatorname{Re}\left(Z_{n}^{n-1}\right) & =-\operatorname{Re}\left(\sum_{j=1}^{n-1} z^{j} Q_{n-j}^{n-j-1}\right) \\
& =-\operatorname{Re}\left(\sum_{\substack{j=1 \\
j \text { even }}}^{n-1} z^{j} \frac{i \operatorname{Im} z^{n-j}}{k}+\sum_{\substack{j=1 \\
j \text { odd }}}^{n-1} z^{j} \frac{\operatorname{Re} z^{n-j}}{k}\right) \\
& =\frac{1}{k}\left(\sum_{\substack{j=1 \\
j \text { even }}}^{n-1} \operatorname{Im}\left(z^{j}\right) \operatorname{Im}\left(z^{n-j}\right)-\sum_{\substack{j=1 \\
j \text { odd }}}^{n-1} \operatorname{Re}\left(z^{j}\right) \operatorname{Re}\left(z^{n-j}\right)\right) .
\end{aligned}
$$

Assume now that $z$ is a root of $Q_{n}^{n-1}$ which does not vanish. Then, it is real and the above formula reduces to

$$
\operatorname{Re}\left(Z_{n}^{n-1}\right)=-\frac{n}{2} \frac{z^{n}}{k}
$$

which does not vanish.
The proof in the case of $n$ odd is analogous and left to the reader.
In the next lemma we give an estimate on $\lambda_{n}+\left(i \omega^{\prime} / n\right)$, which will enable us to work on the variational problem for absorbing boundary conditions.

Lemma 4.5. Assume that $\alpha=1$. Then, for each $n$, there is a constant $C_{n}$, which depends neither on $k$ nor on $\omega^{\prime}$, such that

$$
\begin{equation*}
\left|\lambda_{n}+\frac{i \omega^{\prime}}{n}\right| \leqq C_{n}(1+|k|)^{2} \tag{4.28}
\end{equation*}
$$

Proof. We observe that in

$$
\lambda_{n}+\frac{i \omega^{\prime}}{n}=\frac{n P_{n}+i \omega^{\prime} Q_{n}}{n Q_{n}}
$$

the term of highest degree in $\omega^{\prime}$ of $P_{n}$ is $\left(-i \omega^{\prime}\right)^{n}$, and the term of highest degree in $\omega^{\prime}$ of $Q_{n}$ is $\left(-i \omega^{\prime}\right)^{n-1}$, so that $n P_{n}+i \omega^{\prime} Q_{n}$ does not have a term of degree $n$ in $\omega^{\prime}$. Thus, we have the estimate

$$
\begin{equation*}
\left|n P_{n}+i \omega^{\prime} Q_{n}\right| \leqq C_{1 n}\left\{1+|z|^{n-1}+|k||z|^{n-1}\right\} . \tag{4.29}
\end{equation*}
$$

To estimate from below the denominator $Q_{n}$, we consider first the case when $n$ is even. Let $\left(\zeta_{p}\right)_{1 \leqq p \leqq n-1}$ denote the zeros of $R_{n}$, and let $\xi_{q}$ denote the zeros of $X \rightarrow\left(Q_{n}^{n-2}\right)$ $(1, X)$. We make the convention that

$$
\zeta_{1}=0 .
$$

Lemma 4.4 implies that there exists a $\beta$ such that

$$
\min _{\substack{1 \leq q \leq n-2 \\ 1 \leqq p \leqq n-1}}\left|\xi_{q}-\zeta_{p}\right|=\beta>0 .
$$

Therefore, this suggests an estimate on three different regions:

$$
\begin{aligned}
& \left.\mathscr{R}_{1}:\left\{k, \omega^{\prime}\right) /|k|^{2}+\left|\omega^{\prime}\right|^{2}<r^{2}\right\}, \\
& \mathscr{R}_{2}:\left\{\left(k, \omega^{\prime}\right) /|k|^{2}+\left|\omega^{\prime}\right|^{2} \geqq r^{2} \text { and } \min _{p}\left|\zeta_{p}-\omega^{\prime} / k\right| \leqq \gamma\right\}, \\
& \mathscr{R}_{3}:\left\{\left(k, \omega^{\prime}\right) /|k|^{2}+\left|\omega^{\prime}\right|^{2} \geqq r^{2} \text { and } \min _{p}\left|\zeta_{p}-\omega^{\prime} / k\right|>\gamma\right\} .
\end{aligned}
$$

For any positive $r, Q_{n}$ is bounded away from zero on $\mathscr{R}_{1}$; this is a consequence of Lemma 4.2. The precise choice of $r$ and $\gamma$ will be made below.

We can see that $Q_{n}^{n-1}$ is the product with $k^{n-1}$ of an imaginary polynomial $R_{n}$ whose roots are all real. On the other hand, $Q_{n}^{n-2}$ is real. Therefore,

$$
\begin{aligned}
\left|Q_{n}\right| & \geqq \min \left(\left|Q_{n}^{n-1}\right|,\left|Q_{n}^{n-2}\right|\right)-\sum_{j=1}^{n-3}\left|Q_{n}^{j}\right| \\
& \left.\geqq \min \left(\left|Q_{n}^{n-1}\right|,\left|Q_{n}^{n-2}\right|\right)-\sum_{j=1}^{n-3}\right) C_{j}|z|^{j},
\end{aligned}
$$

where the $C_{j}$ are positive numbers depending only on $n$. We have the relations

$$
Q_{n}^{n-2}=K^{\prime} k^{n-2} \prod_{q=1}^{n-2}\left(\frac{\omega^{\prime}}{k}-\xi_{q}\right)
$$

and

$$
Q_{n}^{n-1}=K k^{n-1} \prod_{p=1}^{n-1}\left(\frac{\omega^{\prime}}{k}-\zeta_{p}\right) .
$$

In the region $\mathscr{R}_{2},\left|\left(\omega^{\prime} / k\right)-\xi_{p}\right| \geqq \beta-\gamma$. Therefore, if we choose $\gamma$ so that

$$
\begin{equation*}
\gamma \leqq \frac{\beta}{2}, \tag{4.30}
\end{equation*}
$$

we obtain the estimate

$$
\left|Q_{n}^{n-2}\right| \geqq\left|K^{\prime}\right||k|^{n-2}\left(\frac{\beta}{2}\right)^{n-2}
$$

In the region $\mathscr{R}_{2},\left|\omega^{\prime}\right| \leqq|k|\left(\gamma+\max _{p}\left|\zeta_{p}\right|\right)$, and therefore, there exists a constant $C_{2 n}$ such that

$$
\begin{equation*}
\left|Q_{n}^{n-2}\right| \geqq C_{2 n}|z|^{n-2} . \tag{4.31}
\end{equation*}
$$

We argue similarly in the region $\mathscr{R}_{3}$; the homogeneous term $Q_{n}^{n-1}$ satisfies

$$
\left|Q_{n}^{n-1}\right| \geqq|K||k|^{n-1} \prod_{p=1}^{n-1}\left|\frac{\omega^{\prime}}{k}-\zeta_{p}\right|=|K|\left|\omega^{\prime}\right|^{n-1} \prod_{p=1}^{n-1}\left|\frac{k \zeta_{p}}{\omega^{\prime}}-1\right| .
$$

If $\left|k / \omega^{\prime}\right| \leqq \varepsilon$, where $\varepsilon$ is so chosen that $\varepsilon \max _{p}\left|\zeta_{p}\right| \leqq \frac{1}{2}$, then

$$
\left|Q_{n}^{n-1}\right| \geqq|K|\left|\omega^{\prime}\right|^{n-1} \frac{1}{2^{n-1} \varepsilon^{n-1}} \geqq C_{3 n}|z|^{n-1}
$$

If the converse inequality holds, then

$$
\left|Q_{n}^{n-1}\right| \geqq|K||\gamma k|^{n-1} \geqq C_{4 n}|z|^{n-1} .
$$

Finally there exists a constant $C_{5 n}$ such that

$$
\begin{equation*}
\left|Q_{n}^{n-1}\right| \geqq C_{5 n}|z|^{n-1} \quad \forall z \text { in } \mathscr{R}_{3} . \tag{4.32}
\end{equation*}
$$

The number $r$ must be chosen so that

$$
|z| \geqq r \Rightarrow \min \left(C_{2 n}|z|^{n-2}, C_{5 n}|z|^{n-1}\right) \geqq 2 \sum_{j=1}^{n-3} C_{j}|z|^{j} .
$$

Then, there exists a constant $C_{6 n}$ such that

$$
\begin{array}{ll}
\left|Q_{n}\right| \geqq C_{6 n}\left(1+|z|^{n-2}\right) & \text { on } \mathscr{R}_{2}, \\
\left|Q_{n}\right| \geqq C_{6 n}\left(1+|z|^{n-1}\right) & \text { on } \mathscr{R}_{3} .
\end{array}
$$

Finally,

$$
\left|\lambda_{n}+\frac{i \omega^{\prime}}{n}\right| \leqq \frac{C_{1 n}\left\{1+|z|^{n-1}+|k||z|^{n-1}\right\}}{C_{6 n}\left(1+|z|^{n-2}\right)} \leqq C_{8 n}(1+|z|+|k||z|) \text { on } \mathscr{R}_{2} ;
$$

the inequality of the statement of the lemma is satisfied, because $\left|\omega^{\prime}\right| \leqq$ constant $|k|$ on $\mathscr{R}_{2}$. On the other region,

$$
\left|\lambda_{n}+\frac{i \omega^{\prime}}{n}\right| \leqq \frac{C_{1 n}\left(1+|z|^{n-1}+|k||z|^{n-1}\right)}{C_{7 n}\left(1+|z|^{n-1}\right)} \leqq C_{9 n}(1+|k|) \text { on } \mathscr{R}_{3} .
$$

Here, the inequality stated is clearly satisfied. No difficulty can come from region $\mathscr{R}_{3}$. The proof when $n$ is odd is analogous and left to the reader.

We can now state an estimate in the general case.
Proposition 4.6. There exists a constant $c_{n}$ depending only on $a_{1}$ and $a_{2}$, such that

$$
\begin{equation*}
\left|\lambda_{n}+\frac{i \omega^{\prime}}{n}\right| \leqq c_{n} \frac{(1+\nu|k|)^{2}}{\nu} \tag{4.33}
\end{equation*}
$$

Proof. In the general case,

$$
\lambda_{n+1}=\frac{-i \omega^{\prime} \lambda_{n}+i \alpha \omega^{\prime}+k^{2}}{\lambda_{n}-\alpha-i \omega^{\prime}}
$$

then,

$$
\lambda_{n}\left(k, \omega^{\prime}, \alpha\right)=\frac{P_{n}\left(k, \omega^{\prime}, \alpha\right)}{Q_{n}\left(k, \omega^{\prime}, \alpha\right)}
$$

where

$$
\begin{aligned}
& P_{n}\left(k, \omega^{\prime}, \alpha\right)=P_{n}^{n}+\alpha P_{n}^{n-1}+\cdots+\alpha^{n} P_{n}^{0} \\
& Q_{n}\left(k, \omega^{\prime}, \alpha\right)=Q_{n}^{n-1}+\alpha Q_{n}^{n-2}+\cdots+\alpha^{n-1} Q_{n}^{0}
\end{aligned}
$$

or, in other terms,

$$
\begin{aligned}
& P_{n}\left(k, \omega^{\prime}, \alpha\right)=\alpha^{n} P_{n}\left(\frac{k}{\alpha}, \frac{\omega^{\prime}}{\alpha}, 1\right), \\
& Q_{n}\left(k, \omega^{\prime}, \alpha\right)=\alpha^{n-1} Q_{n}\left(\frac{k}{\alpha}, \frac{\omega^{\prime}}{\alpha}, 1\right)
\end{aligned}
$$

Now, we can use (4.26):

$$
\left|\lambda_{n}\left(k, \omega^{\prime}, \alpha\right)+\frac{i \omega^{\prime}}{n}\right|=\left|\alpha\left\{\lambda_{n}\left(\frac{k}{\alpha}, \frac{\omega^{\prime}}{\alpha}, 1\right)+\frac{i \omega^{\prime}}{\alpha n}\right\}\right| \leqq C_{n} \alpha(1+|k / \alpha|)^{2} .
$$

This proves the proposition.
4.2. Variational formulation: existence, uniqueness, error estimates. In this section, we shall state a variational formulation which is suitable for the analysis of absorbing conditions. Given data $u^{0}$ and $f$, we obtain by the Fourier method a unique solution of the problem with absorbing boundary conditions of any order $n$. This is not enough to obtain existence in nice spaces. One expects that the larger $n$, the closer the solution with artificial boundary conditions to the full space solution. This result is obtained by the analysis of the error, if the data satisfy the support conditions (2.36) and (2.37). It turns out that the error is in a better space than the solution $u_{n}$; using causality and positivity, we obtain the existence and uniqueness in convenient spaces.

Definition 4.7. Let, for $n=0$

$$
\begin{equation*}
L_{0}(k, \tau, \nu)=M(k, \tau, 0)+\frac{a_{1}}{2} N(k) \tag{4.34}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{n}(k, \tau, \nu)=M(k, \tau, \nu)+r_{n}(k, \tau, \nu) N(k) / 2 \tag{4.35}
\end{equation*}
$$

The operator $\mathscr{L}_{n}$ is defined by its symbol $L_{n}$ :

$$
\begin{equation*}
\mathscr{L}_{n}(u)=\mathscr{F}^{-1}\left(L_{n}(\cdot, \cdot, \nu) \hat{u}(0, \cdot, \cdot)\right) . \tag{4.36}
\end{equation*}
$$

The variational formulation (3.58) is approximated by:

$$
\begin{align*}
\int_{\mathbb{R}}\left\{-s\left(u, v_{t}\right)+\mu s(u, v)+\tilde{\mathbf{a}}(u, v)\right\} d t+\left\langle u, \mathscr{L}_{n}^{*} v\right\rangle_{\Sigma}=s\left(u^{0}, v(0)\right)+\int_{\mathbb{R}}(f, v) d t  \tag{4.37}\\
\forall v \in L^{2}\left(\mathbb{R} ; W\left(\Omega_{-}\right)\right) \text {such that } v_{t} \in L^{2}\left(\mathbb{R} ; H\left(\Omega_{-}\right)\right) .
\end{align*}
$$

We have a first result of existence and uniqueness, as follows.
Proposition 4.8. Let $u^{0}$ belong to $H$, and let $f$ belong to $L^{2}\left(\mathbb{R} ; H\left(\Omega_{-}\right)\right)$. Then, for $n \geqq 1$, there exists a unique $u$ in $H^{-\varepsilon}(\mathbb{R} ; H)$, such that, for all $v$ in $H^{1}\left(\mathbb{R} ; W\left(\Omega_{-}\right)\right)$, (4.37) holds.

Proof. Define an operator $B_{n}(\omega)$ by

$$
\begin{equation*}
s\left(B_{n}(\tau) u, v\right)=\int L_{n}(k, \tau) \hat{u}(0, k) \cdot \overline{\hat{v}}(0, k) d k \quad \forall v \in W . \tag{4.38}
\end{equation*}
$$

We solve (4.37) by Fourier transform in time:

$$
\begin{equation*}
i \omega \tilde{u}_{n}(\tau)+A \tilde{u}_{n}(\tau)+\mu \tilde{u}_{n}(\tau)+B_{n}(\tau) \tilde{u}_{n}(\tau)=u^{0}+S \tilde{f}(\tau) \tag{4.39}
\end{equation*}
$$

Here $A$ and $S$ are defined respectively at (3.59) and (3.61).

We estimate the solution of

$$
\begin{equation*}
i \omega \tilde{v}_{n}(\tau)+A \tilde{v}_{n}(\tau)+\mu \tilde{v}_{n}(\tau)+B_{n}(\tau) \tilde{v}_{n}(\tau)=v^{0} \tag{4.40}
\end{equation*}
$$

in terms of $\left\|v^{0}\right\|_{H}$ and $\left\|v^{0}\right\|_{W}$. If we multiply (4.40) scalarly by the conjugate of $\tilde{v}_{n}(t)$ and take the real part of the result, we obtain the estimate

$$
\begin{equation*}
\left\|\tilde{v}_{n}(\tau)\right\|_{W} \leqq C\left\|v^{0}\right\|_{W^{\prime}} \tag{4.41}
\end{equation*}
$$

from the positivity of the operator $B_{n}$.
In order to obtain the $H^{-\varepsilon}$ estimate, we take the imaginary part of (4.40) scalarly multiplied by the conjugate of $\tilde{v}_{n}(\omega)$, and we obtain, for $n \geqq 1$,

$$
\begin{align*}
\omega s\left(\tilde{v}_{n}(\tau),\right. & \left.\overline{\tilde{v}}_{n}(\tau)\right)+\left(a_{1}+\frac{2 \tau \nu}{n a_{1}}\right) \int N \hat{v}_{n}(0, k, \tau) \cdot \overline{\hat{v}}_{n}(0, k, \omega) d k \\
=\operatorname{Im}\{ & s\left(v^{0}, \overline{\tilde{v}}_{n}(\tau)\right)-s\left(A \overline{\tilde{v}}_{n}(\tau), \tilde{v}_{n}(\tau)\right)  \tag{4.42}\\
& -\int M \hat{v}_{n}(0, k, \tau) \cdot \bar{v}_{n}(0, k, \tau) d k \\
& \left.+\int 2 \nu\left[\lambda_{n}+\frac{i \omega^{\prime}}{n}-i \frac{a_{1}}{n a_{2}}\right] N \hat{v}_{n}(0, k, \tau) \cdot \overline{\hat{v}}_{n}(0, k, \tau) d k\right\} .
\end{align*}
$$

The most interesting term in the right-hand side of the above relation is the integral term which has $\left(\lambda_{n}+i \omega^{\prime} / n\right)$ as a factor of the integrand; to estimate this term, we use Proposition 4.6. We will have a result if we are able to estimate $k \hat{v}_{n}(0, \cdot, \omega)$. This will depend on additional regularity on $\tilde{v}_{n}(\tau)$. Let $D$ denote the differentiation with respect to $x_{2}$; if we apply $D$ to (4.40), we can write, because $B_{n}(\tau)$ commutes obviously with D,

$$
\begin{equation*}
i \omega D \tilde{v}_{n}(\tau)+\mu \tilde{v}_{n}(\tau)+A D \tilde{v}_{n}(\tau)+B_{n}(\tau) D \tilde{v}_{n}(\tau)=D v^{0} \tag{4.43}
\end{equation*}
$$

From (4.41), we have

$$
\left\|D \tilde{v}_{n}(\tau)\right\|_{W} \leqq C\left\|D v^{0}\right\|_{W^{\prime}} \leqq C\left\|v^{0}\right\|_{H}
$$

Now, this inequality enables us to conclude that, for $\omega \neq 0$,

$$
\begin{equation*}
|\omega| s\left(\tilde{v}_{n}(\tau), \tilde{v}_{n}(\tau)\right) \leqq C\left(\left\|v^{0}\right\|_{H}\right)^{2} \tag{4.44}
\end{equation*}
$$

This relation concludes the proof of the existence. The uniqueness is as in the proof of Theorem 3.12.

There is an analogous result for $n=0$; as it is easier, its proof is left to the reader.
Proposition 4.9. Let $u^{0}$ belong to $W^{\prime}$; then, there exists a unique $u$ in $H^{-\varepsilon}(\mathbb{R} ; H)$ such that, for all $v$ in $H^{1}(\mathbb{R} ; W)$, (4.34) holds.

These $H^{-\varepsilon}$ estimates are of course very bad, but we will obtain better after we make error estimates. Let us denote

$$
\begin{equation*}
e_{n}=u_{n}-u \tag{4.45}
\end{equation*}
$$

Theorem 4.10. Assume that $u^{0}$ and $f$ satisfy the support conditions (2.36) and (2.37); then, for $n \geqq 1$, and for all positive $p$, the error $e_{n}$ satisfies the estimate

$$
\begin{equation*}
\left\|e_{n}\right\|_{H^{p}(\mathbb{R} ; W)} \leqq C_{p, n}^{\prime} \nu^{2 n}\left(\left\|u^{0}\right\|_{H}+\|f\|_{L^{2}(\mathbb{R} ; H)}\right) . \tag{4.46}
\end{equation*}
$$

For $n=0$, the exponent $2 n$ has to be replaced by 1 in relation (4.46).
Proof. We subtract (3.63) from (4.39), and we obtain

$$
\begin{equation*}
i \omega \tilde{e}_{n}+A \tilde{e}_{n}+\mu \tilde{e}_{n}+B_{n}(\tau) \tilde{e}_{n}=\left(B-B_{n}\right)(\tau) \tilde{u} \tag{4.47}
\end{equation*}
$$

The point now is to estimate the norm of $\left(B-B_{n}\right)(\tau) \tilde{u}(\tau)$ in $W^{\prime}\left(\Omega_{-}\right)$, so as to utilize (4.38). For $n \geqq 1$, we deduce from (4.8) and (4.32) that

$$
s\left(\left(B-B_{n}\right)(\tau) \tilde{u}(\tau), v\right)=\int \nu\left(\lambda_{n}-\lambda\right) N \hat{u}(0, \cdot, \tau) \cdot \hat{v}(0, \cdot, \tau) d k .
$$

We already know from (4.10) that

$$
\left|\lambda_{n}-\lambda\right| \leqq C^{n-1} \nu^{2 n-2}\left|\lambda_{1}-\lambda\right|\left(|k|^{2}+|\tau|^{2}\right)^{n-1} .
$$

An easy algebraic computation shows that there exists a constant $c^{\prime}$ such that

$$
\left|\lambda_{1}-\lambda\right| \leqq c^{\prime} \nu\left(|k|^{2}+|\tau|^{2}\right) .
$$

On the other hand, under the support conditions, $\left.\mathcal{N} u\right|_{\Sigma}$ belongs to $H^{\infty}\left(\mathbb{R}^{2}\right)$. Thus, for all $p$, there exists a constant $c_{p}$ such that

$$
|N \hat{u}(0, k, \tau)| \leqq c_{p}\left(1+|k|^{2}+|\tau|^{2}\right)^{-p}
$$

These considerations imply the estimate

$$
\left|s\left(\left(B-B_{n}\right)(\tau) \tilde{u}(\tau), v\right)\right| \leqq C^{n-1} \nu^{2 n} c_{p} c^{\prime} \int\left(|k|^{2}+|\tau|^{2}\right)^{n}\left(1+|k|^{2}+|\tau|^{2}\right)^{-p}|\hat{v}(k)| d k
$$

If $v$ is taken in $W$, then $\hat{v}$ is integrable on $\Sigma$, and there is a constant $C_{p, n}$ such that

$$
\left|s\left(\left(B-B_{n}\right)(\tau) \tilde{u}(\tau), v\right)\right| \leqq C_{p, n} \nu^{2 n}\|v\|_{W}\left(1+|\tau|^{2}\right)^{p-n} .
$$

Thus, we obtain

$$
\left\|\left(B-B_{n}\right)(\tau) \tilde{u}(\tau)\right\|_{W^{\prime}} \leqq C_{p, n} \nu^{2 n}\left(1+|\tau|^{2}\right)^{p-n} .
$$

From here, the conclusion of the theorem is immediate. The case $n=0$ is completely analogous.

Remark 4.11. The constant $C_{p, n}$ which appears in (4.46) increases with $n$; moreover, the sequence $\lambda_{n}$ converges to $\lambda$ only for bounded values of $\lambda$ and $\omega$. If one wanted to prove that the limit of the sequence $u_{n}$ is $u$, one would have to estimate an integral involving arbitrary powers of $\left(\omega^{\prime 2}+k^{2}\right)$. Therefore, it is likely that a convergence theorem would need very strong conditions over the data.

Corollary 4.12. Under the assumptions of Theorem 4.10, $u_{n}$ is an element of $L^{\infty}\left(\mathbb{R}^{+}, H\left(\Omega_{-}\right)\right) \cap L^{2}\left(\mathbb{R}^{+} ; W\left(\Omega_{-}\right)\right)$.

Proof. From Theorem 3.12, we know that $u$ is an element of $L^{\infty}\left(\mathbb{R}^{+}, H\left(\Omega_{-}\right)\right) \cap$ $L^{2}\left(\mathbb{R}^{+} ; W\left(\Omega_{-}\right)\right)$; as the error $e_{n}$ belongs to the same space, the corollary holds.

In order to get rid of the support conditions, we prove some positivity results for $\mathscr{L}_{n}$.

Lemma 4.13. The operator $\mathscr{L}_{n}$ is causal; if $g$ is an element of $H^{\infty}\left(\mathbb{R}^{2}\right)$, which vanishes for $t$ lesser than or equal to zero, then

$$
\begin{equation*}
\operatorname{Re} \int_{0}^{T}\left\langle\mathscr{L}_{n} g, g\right\rangle_{\Gamma} d t \geqq 0 . \tag{4.48}
\end{equation*}
$$

Proof. The causality of $\mathscr{L}_{n}$ comes from the inductive construction of $\lambda_{n}$; it suffices to observe that $\lambda_{1}$ admits an extension to the half-plane $\operatorname{Im}(\tau)<0$, and that this extension has polynomial growth. By induction, the same holds for the $\lambda_{n}$. Details of this proof are left to the reader. The second part of the lemma relies on the decomposition

$$
\begin{equation*}
\mathscr{L}_{n}=\mathscr{R}_{n}+\frac{1}{n} \frac{d}{d t}, \tag{4.49}
\end{equation*}
$$

where the symbol of $\mathscr{R}_{n}$ is bounded with respect to $\tau$. This decomposition is an immediate consequence of Lemma 4.6. Arguing as in the proof of Lemma 3.7, and with the help of a technique used in [21], we define $\mathscr{L}_{n}^{\#}(k, \cdot)$ by

$$
\mathscr{L}_{n}^{\#}(k, \cdot) u(t)=\mathscr{F}_{\omega \rightarrow t}\left\{L_{n}(k, \tau) \hat{u}(\tau)\right\}
$$

and similarly $N^{*}(k, \cdot)$, recalling the definition (3.50) of $\mathcal{N}$.
If we let

$$
u_{\varepsilon}(t)=\left\{\begin{array}{l}
u(t) \text { if } 0 \leqq t \leqq T \\
u(T)(T-t+\varepsilon) \varepsilon^{-1} \quad \text { if } T \leqq t \leqq T+\varepsilon, \\
0 \text { if } T+\varepsilon \leqq t
\end{array}\right.
$$

then

$$
\operatorname{Re} \int \mathscr{L}_{n}^{\#}(k, \cdot) u_{\varepsilon}(t) \cdot u_{\varepsilon}(t) d t=\operatorname{Re} \int L_{n}(k, \tau) \hat{u}_{\varepsilon}(\tau) \cdot \bar{u}_{\varepsilon}(\tau) d \omega \geqq 0 .
$$

On the other hand, by causality,

$$
\begin{aligned}
\operatorname{Re} \int_{0}^{T} \mathscr{L}_{n}^{\#}(k, \cdot) u(t) \cdot u(t) d t= & \operatorname{Re} \int \mathscr{L}_{n}^{\#}(k, \cdot) u_{\varepsilon}(t) \cdot u_{\varepsilon}(t) d t \\
& -\operatorname{Re} \int_{T}^{T+\varepsilon} \mathscr{L}_{n}^{\#}(k, \cdot) u_{\varepsilon}(t) \cdot u_{\varepsilon}(t) d t .
\end{aligned}
$$

The first term is greater than or equal to zero; we estimate the second one as $\varepsilon$ tends to zero; with the help of decomposition (4.49),

$$
\lim _{\varepsilon \rightarrow 0} \operatorname{Re} \int_{T}^{T+\varepsilon} \mathscr{R}_{n}^{\#}(k, \cdot) u_{\varepsilon}(t) \cdot u_{\varepsilon}(t) d t=0
$$

because $\mathscr{R}_{n}$ is bounded with respect to $\tau$;

$$
\lim _{\varepsilon \rightarrow 0} \operatorname{Re} \int_{T}^{T+\varepsilon} \mathcal{N}^{\#}(k, .) \frac{d u_{\varepsilon}(t)}{d t} \cdot u_{\varepsilon}(t) d t=-\frac{1}{2} \mathcal{N}^{\#}(k, .) u(T) \cdot u(T),
$$

as is shown by a straightforward computation. This shows the lemma.
Now we can give a much more precise estimate under the assumptions of Theorem 4.10.

Corollary 4.14. Under the assumptions of Theorem 4.10, the solution $u_{n}$ with absorbing boundary conditions satisfies the estimate

$$
\begin{align*}
& \frac{1}{2} s\left(u_{n}(t), u_{n}(t)\right)+\int_{0}^{T}\left\{\mu s\left(u_{n}(t), u_{n}(t)\right)+\tilde{\mathbf{a}}\left(u_{n}(t), u_{n}(t)\right)\right\} d t \\
& \quad \leqq \frac{1}{2} s\left(u^{0}, u^{0}\right)+\int_{0}^{T}\left(f(t), u_{n}(t)\right) d t . \tag{4.50}
\end{align*}
$$

Proof. This result is an immediate consequence of Lemma 4.13; one has only to substitute $v$ by $u_{n}$ in the variational equality (4.37). We can do this for smooth enough data; if $u^{0}$ and $f$ are smooth enough, $u_{t}$ belongs to $L^{2}\left(\mathbb{R}^{+} ; H\left(\Omega_{-}\right)\right)$. By error estimate (4.43), $u_{n}$ belongs to the same space. Therefore, using the integration over $[0, T]$, the positivity and a density argument, one obtains the desired result.

Finally, we obtain the most general existence and uniqueness theorem.
Theorem 4.15. For all $u^{0}$ in $H\left(\Omega_{-}\right)$and all $f$ in $L^{2}\left(0, \infty ; \mathbf{L}^{2}\left(\Omega_{-}\right)\right)$, and for all strictly positive $\mu$ there exists a unique $u$ in $L^{\infty}\left(\mathbb{R}^{+} ; H\left(\Omega_{-}\right)\right) \cap L^{2}\left(\mathbb{R}^{+} ; W\left(\Omega_{-}\right)\right)$such that $u_{t}$ belongs to $L^{2}\left(\mathbb{R} ; W^{\prime}\left(\Omega_{-}\right)\right)$and the variational equality (4.37) and the energy inequality (4.50) hold.

Proof. It is enough to approximate any initial data by initial data satisfying the support condition. Then, the energy estimate gives the existence by standard procedure of extraction of subsequences. The uniqueness depends only on the positivity and still holds.
4.3. Explicit formulations. We write problem (4.37) explicitly for $n=0$ and $n=1$. The variational form will be convenient for computations. We give the associated boundary conditions; for $n=2$, we use an auxiliary unknown.

Let us recall first that a product in Fourier space corresponds to a convolution in physical space. One of the important operators is the convolution by the inverse Fourier transform of $\mathrm{pf}(1 /|k|)$; it is defined by

$$
\mathscr{K} u(y)=\overline{\mathscr{F}}(u(k) p f(1 /|k|)) .
$$

The kernel $K$ of $\mathscr{K}$ is given by

$$
\begin{equation*}
K(x)=\frac{1}{\pi}(\gamma-\log |x|), \tag{4.51}
\end{equation*}
$$

where $\gamma \simeq 0.57721 \ldots$ is the Euler constant. Then, the scalar product $s$ admits the expression

$$
\left\{\begin{array}{l}
s(u, v)=\int_{\Omega_{-}} u\left(x_{1}, x_{2}\right) v\left(x_{1}, x_{2}\right) d x_{1} d x_{2}  \tag{4.52}\\
+\frac{1}{\pi}\left(\gamma \int_{\Gamma} u_{1}\left(0, x_{2}\right) v_{1}\left(0, x_{2}\right) d x_{2}-\int_{\Gamma \times \Gamma} \log \left|x_{2}-y_{2}\right| u_{1}\left(0, x_{2}\right) v_{1}\left(0, y_{2}\right) d x_{2} d y_{2}\right)
\end{array}\right.
$$

where the barred integral means that a principal value has to be taken.
Another important kernel is the kernel of the Hilbert transform, which is equal to $v p(1 / \pi x)$. This distribution is not locally square integrable, but from the relation

$$
\langle\mathscr{H} \varphi, \psi\rangle=-\frac{1}{2 \pi} \int_{\mathbb{R}} i \sigma \hat{\varphi} \bar{\psi} d k=\frac{1}{2 \pi} \int_{\mathbb{R}} \frac{1}{|k|} \overline{\hat{\varphi} i k} \bar{\psi} d k .
$$

We deduce

$$
\begin{equation*}
\langle\mathscr{H} \varphi, \psi\rangle=\left\langle\mathscr{K} \varphi, \frac{\partial \psi}{\partial x_{2}}\right\rangle, \tag{4.53}
\end{equation*}
$$

and the kernel $K$ of $\mathscr{K}$ is locally integrable.
According to Definition 4.7, the symbol of $\mathscr{L}_{0}$ is the matrix $L_{0}$ given by

$$
L_{0}(k, \tau, \nu)=M(k, \tau, 0)+\frac{r_{0}}{2} N(k) .
$$

the value of $r_{0}$ is given by (4.6) and (4.9); $r_{0}=a_{1}$. Therefore,

$$
L_{0}(k, \tau, \nu)=\left(\begin{array}{cc}
i a_{2} \sigma+\left(a_{1} / 2\right) & -i \sigma a_{1}  \tag{4.54}\\
0 & a_{1} / 2
\end{array}\right) .
$$

Therefore,

$$
\left(L_{0} \hat{u}, \hat{v}\right)=\frac{a_{1}}{2}(\hat{u}, \hat{v})_{\Gamma}+\left(-i \sigma\left(a_{1} \hat{u}_{2}-a_{2} \hat{u}_{1}\right), \hat{v}_{1}\right)_{\Gamma} .
$$

If the vector product is denoted by the symbol $\times$, this last expression can be rewritten as

$$
\left(L_{0} \hat{u}, \hat{v}\right)=\frac{a_{1}}{2}(\hat{u}, \hat{v})_{\Gamma}+\left(-i \sigma a \times \hat{u}, \hat{v}_{1}\right)_{\Gamma} .
$$

We obtain the following expression of $\left(\mathscr{L}_{0} u, v\right)$ :

$$
\left(\mathscr{L}_{0} u, v\right)=\frac{a_{1}}{2}(u, v)_{\Gamma}+\left(a \times \mathscr{H} u, v_{1}\right)_{\Gamma}
$$

or, with the help of (4.53),

$$
\begin{equation*}
\left(\mathscr{L}_{0} u, v\right)=\frac{a_{1}}{2}(u, v)_{\Gamma}+\left(a \times \mathscr{K} u, \frac{\partial v_{1}}{\partial x_{2}}\right)_{\Gamma} . \tag{4.55}
\end{equation*}
$$

Finally, the variational formulation for 0 -artificial conditions is stated in the following proposition.

Proposition 4.16. For $n=0$, the variational formulation (4.37) is equivalent to

$$
\begin{gather*}
s(u, v)=(u, v)_{\Omega_{-}}+(\mathscr{K} u, v)_{\Gamma}  \tag{4.56}\\
s\left(u_{t}, v\right)+\mu s(u, v)+\tilde{\mathbf{a}}(u, v)+\frac{a_{1}}{2}(u, v)_{\Gamma}+\left(a \times \mathscr{K} u, \frac{\partial v_{1}}{\partial x_{2}}\right)_{\Gamma}=(f, v) \quad \forall v \in W\left(\Omega_{-}\right) . \tag{4.57}
\end{gather*}
$$

Proof. The above dictionary of kernels proves that the following variational equality holds:

$$
\begin{aligned}
\int_{\mathbb{R}}[ & \left.-s\left(u, v_{t}\right)+\mu s(u, v)+\tilde{\mathbf{a}}(u, v)+\frac{a_{1}}{2}(u, v)_{\Sigma}+\left(a \times \mathscr{H} u, \frac{\partial v_{1}}{\partial x_{2}}\right)_{\Sigma}\right] d t \\
& =\int_{\mathbb{R}}(f, v) d t+s\left(u^{0}, v(0)\right) .
\end{aligned}
$$

for all test functions $v$ in $L^{2}\left(\mathbb{R} ; W\left(\Omega_{-}\right)\right)$such that $v_{t}$ belongs to $L^{2}\left(\mathbb{R} ; H\left(\Omega_{-}\right)\right)$. Observe that the second integral along $\Gamma$ makes sense because of the characterization of the trace on $\Gamma$. Using a test function of the form

$$
v=W \otimes \varphi
$$

where $v$ belongs to $W\left(\Omega_{-}\right)$and $\varphi$ is a smooth function, we obtain (4.57).
In the case $n=1, L_{1}$ is more complicated:

$$
L_{1}(k, \tau, \nu)=M(k, \tau, \nu)+\frac{r_{1}}{2} N(k),
$$

$r_{1}$ is given by

$$
r_{1}=a_{1}+\frac{2 \nu i}{a_{1}}\left(\tau+a_{2} k\right)
$$

Therefore,

$$
L_{1}(k, \tau, \nu)=L_{0}(k, \tau, \nu)+\nu|k|\left(\begin{array}{ll}
1 & 0  \tag{4.58}\\
0 & 1
\end{array}\right)+\frac{\nu i}{a_{1}}\left(\tau+a_{2} k\right) N(k) .
$$

Therefore, we have only to compute the extra terms which did not appear before:

$$
\frac{1}{2 \pi} \int_{\mathbb{R}}|k| \hat{u} \cdot \overline{\hat{v}} d k=\left(\mathscr{K} \frac{\partial u}{\partial x_{2}}, \frac{\partial v}{\partial x_{2}}\right)_{\Gamma} .
$$

In the same fashion,

$$
\begin{aligned}
& \frac{1}{2 \pi} \int_{\mathbb{R}} i k N(k) \hat{u} \cdot \hat{v} d k=\frac{1}{2 \pi} \int_{\mathbb{R}} i k \hat{u} \cdot \hat{v} d k+\frac{1}{2 \pi} \int_{\mathbb{R}}|k| \overline{\hat{v}} \times \hat{u} d k \\
& \quad=\left(u, \frac{\partial v}{\partial x_{2}}\right)_{\Gamma}+\left(\mathscr{K} \frac{\partial v}{\partial x_{2}} \times \frac{\partial u}{\partial x_{2}}, 1\right)_{\Gamma}, \\
& \frac{1}{2 \pi} \int_{\mathbb{R}} N(k) \hat{u} \cdot \hat{v} d k=\frac{1}{2 \pi} \int_{\mathbb{R}} \hat{u} \cdot \hat{v} d k+\frac{1}{2 \pi} \int_{\mathbb{R}}(-i \sigma) \overline{\hat{v}} \times \hat{u} d k \\
& \quad=(u, v)_{\Gamma}+(\mathscr{K} v \times u, 1)_{\Gamma} .
\end{aligned}
$$

We can summarize this calculation:

$$
\begin{aligned}
\left(\mathscr{L}_{1} u, v\right)= & \left(\mathscr{L}_{0} u, v\right)+\nu\left(\mathscr{K} \frac{\partial u}{\partial x_{2}}, \frac{\partial v}{\partial x_{2}}\right)_{\Gamma}+\frac{\nu a_{2}}{a_{1}}\left(u, \frac{\partial v}{\partial x_{2}}\right)_{\Gamma} \\
& +\left(\mathscr{K} \frac{\partial v}{\partial x_{2}} \times \frac{\partial u}{\partial x_{2}}, 1\right)_{\Gamma}+\frac{\nu}{a_{1}}\left(u_{t}+\mu u, v\right)_{\Gamma}+\left(\mathscr{K} v \times\left(u_{t}+\mu u\right), 1\right)_{\Gamma}
\end{aligned}
$$

Finally, we have the following result:
Proposition 4.17. For $n=1$, the variational formulation (4.37) is equivalent to

$$
\begin{align*}
s\left(u_{t}, v\right) & +\frac{\nu}{a_{1}}\left(u_{t}, v_{t}\right)_{\Gamma}+\left(\mathscr{K} v \times u_{t}, 1\right)_{\Gamma}+\mu s(u, v)+\tilde{\mathbf{a}}(u, v)+\frac{a_{1}}{2}(u, v)_{\Gamma} \\
& +\left(a \times \mathscr{K} u, \frac{\partial v_{1}}{\partial x_{2}}\right)_{\Gamma}+\nu\left(\mathscr{K} \frac{a u}{\partial x_{2}}, \frac{\partial v}{\partial x_{2}}\right)_{\Gamma}+\frac{\nu a_{2}}{a_{1}}\left(u, \frac{\partial v}{\partial x_{2}}\right)_{\Gamma}+\left(\mathscr{K} \frac{\partial v}{\partial x_{2}} \times \frac{\partial u}{\partial x_{2}}, 1\right)_{\Gamma}  \tag{4.59}\\
= & (f, v) \quad \forall v \text { in } W\left(\Omega_{-}\right) .
\end{align*}
$$

Proof. This is simply a consequence of the previous computation.
In order to obtain the strong formulation of the boundary conditions, we observe that if the matrix $E_{m}$ is defined by

$$
\begin{equation*}
E_{m}=\frac{a_{1} I}{2}-K_{1}-L_{m}, \tag{4.60}
\end{equation*}
$$

where $K_{1}$ is given by (3.44), then the associated operator $\mathscr{C}_{m}$ gives the boundary condition

$$
\begin{equation*}
\sigma_{n}=\left.\mathscr{C}_{m} u\right|_{\Sigma} \tag{4.61}
\end{equation*}
$$

The matrix $E_{0}$ is given by

$$
E_{0}=\left(\begin{array}{cc}
i a_{2} \sigma-(i \tau /|k|) & i a_{1} \sigma \\
0 & 0
\end{array}\right)
$$

Therefore, the corresponding boundary condition is given by

$$
\begin{align*}
& \sigma_{11}=-\mathscr{K} \frac{\partial u_{1}}{\partial t}+\mathscr{H} u \times a,  \tag{4.62}\\
& \sigma_{12}=0 . \tag{4.63}
\end{align*}
$$

The same kind of computation gives the result for $n=1$ :

$$
\begin{align*}
& \sigma_{11}=-\mathscr{K} \frac{\partial u_{1}}{\partial t}+\mathscr{H} u \times a+\nu \mathscr{H} \frac{\partial u_{1}}{\partial x_{2}}-\frac{\nu}{a_{1}}\left(\frac{\partial}{\partial t}+a_{2} \frac{\partial}{\partial x_{2}}\right)\left(u_{1}+\mathscr{H} u_{2}\right),  \tag{4.64}\\
& \sigma_{21}=\nu \mathscr{H} \frac{\partial u_{2}}{\partial x_{2}}+\frac{\nu}{a_{1}}\left(\frac{\partial}{\partial t}+a_{2} \frac{\partial}{\partial x_{2}}\right)\left(-\mathscr{H} u_{1}+u_{2}\right) . \tag{4.65}
\end{align*}
$$

In [13], the family $\lambda_{n}$ defined by (4.4)-(4.8) had been introduced to design absorbing boundary conditions for the advection-diffusion equation $u_{t}+a \nabla u-\nu \Delta u=$ 0 . It turned out that with this special choice, the boundary conditions assumed a very special form, namely

$$
\left(\frac{\partial}{\partial t}+a \nabla\right)^{n} u=0 .
$$

The analysis is much more intricate here, and we will merely outline a possible strategy for the case $n=2$. It relies on the introduction of an unknown auxiliary, defined on the boundary. This technique had been initiated in [23] and proved to be very useful [3]. Using the symbols and the expression of $\lambda_{2}$ and $\lambda_{1}$, we get a formulation of $L_{2}$ as

$$
L_{2}=L_{1}+\nu\left(\lambda_{1}-\lambda_{2}\right) N, \quad \text { or } \quad L_{2}=L_{1}-\nu^{2} \frac{k^{2}+\omega^{\prime 2}}{1+2 i \omega^{\prime} \nu} N
$$

Let us introduce the auxiliary function $\varphi$ defined on the boundary through its Fourier transform by the expression

$$
\begin{equation*}
-\nu \frac{k-i \omega^{\prime}}{1+2 i \omega^{\prime}} N \hat{u}=\hat{\varphi} \tag{4.66}
\end{equation*}
$$

or equivalently, using the fact that $(N u)_{1}-\mathscr{H}(N u)_{2}=0, \varphi_{1}+\mathscr{H} \varphi_{2}=0$;

$$
\begin{equation*}
\left(1+\frac{2 \nu}{a_{2}}\left(\frac{\partial}{\partial t}+a_{2} \frac{\partial}{\partial \dot{x}_{2}}\right)\right)\left(\varphi_{1}+\mathscr{H} \varphi_{2}\right)+2 \nu \mathscr{H}\left(i \frac{\partial}{\partial x_{2}}+\frac{1}{a}\left(\frac{\partial}{\partial t}+a_{2} \frac{\partial}{\partial x_{2}}\right)\right)\left(u_{1}+\mathscr{H} u_{2}\right)=0 . \tag{4.67}
\end{equation*}
$$

then $L_{2} \hat{u}$ is given by

$$
\begin{equation*}
L_{2} \hat{u}=L_{1} \hat{u}+\nu\left(k+i \omega^{\prime}\right) \hat{\varphi} . \tag{4.68}
\end{equation*}
$$

We conclude that the boundary condition associated with the second approximation $\mathscr{L}_{2}$ reads

$$
\begin{align*}
\sigma_{11}= & -\mathscr{K} \frac{\partial u_{1}}{\partial t}+\mathscr{H} u \times a+\nu \mathscr{H} \frac{\partial u_{1}}{\partial x_{2}} \\
& -\frac{\nu}{a_{1}}\left(\frac{\partial}{\partial t}+a_{2} \frac{\partial}{\partial x_{2}}\right)\left(u_{1}+\mathscr{H} u_{2}+\varphi_{1}\right)+i \nu \frac{\partial \varphi_{1}}{\partial x_{2}},  \tag{4.69}\\
\sigma_{21}= & \nu \mathscr{H} \frac{\partial u_{2}}{\partial x_{2}}-\frac{\nu}{a_{1}}\left(\frac{\partial}{\partial t}+a_{2} \frac{\partial}{\partial x_{2}}\right)\left(u_{2}-\mathscr{H} u_{1}+\varphi_{2}\right)+i \nu \frac{\partial \varphi_{2}}{\partial x_{2}}=0 . \tag{4.70}
\end{align*}
$$

These formulae have to be supplemented with (4.67).
Remark 4.12. The first boundary condition (4.62), (4.63) is actually local and can be written in the form:

$$
\begin{align*}
& \frac{\partial u_{1}}{\partial t}+(a \cdot \nabla) u_{1}=0  \tag{4.71}\\
& \frac{\partial u_{2}}{\partial x_{1}}=0 . \tag{4.72}
\end{align*}
$$

Appendix A. The standard spaces of Beppo-Levi functions are studied in [7]; the distribution spaces described by Definition 2.1 are of the very same nature. The common property of the spaces $B L\left(H^{s}(\Omega)\right)$ is that their local properties are the same as the local properties of $H^{s+1}(\Omega)$, but their properties in the large are quite different. In particular,

Lemma A.1. For any $n$, for any unbounded open set $\Omega$ of $\mathbb{R}^{n}$, and for any real $s$, there exists an unbounded function in $B L\left(H^{s}(\Omega)\right)$.

Proof. If is enough to exhibit examples; outside of a compact subset, we require $u$ to be equal to

$$
\begin{gathered}
r^{1 / 4} \text { if } n=1 ; \\
\log \log r \text { if } n=2 ; \\
r^{-1 / 4} \text { if } n \geqq 3 .
\end{gathered}
$$

Checking that these functions give the answer is an exercise left to the reader.
Though the elements of $B L\left(H^{s}(\Omega)\right)$ may be unbounded, they are nonetheless elements of $\mathscr{S}^{\prime}$. This is a consequence of the fact that $v p(1 / i k)$ in dimension 1 , and proper generalizations of this in dimension greater than or equal to 2 admit a Fourier transform, which is known explicitly. Moreover, the growth of the elements of $B L\left(H^{s}(\Omega)\right)$ is polynomial at most and can be estimated precisely.

Finally, the Beppo-Levi spaces are natural spaces on an unbounded domain, where the only estimate is an energy estimate that involves only the gradient.

Appendix B. In this appendix, we prove a result on the behavior at infinity of harmonic functions. This result is probably part of the folklore of the subject, but we, know no source where to find it in simple form.

Lemma B.1. Let $p$ be a function on $\mathbb{R}^{N}$ such that $\Delta p$ (computed in the sense of distributions) has compact support. If $p$ decreases fast at infinity to zero, then $p$ is constant outside of a compact set of $\mathbb{R}^{N}$.

Proof. Let $\rho$ be a $C^{\infty}$ test function that is radial and has support in the ball of center 0 and radius 1 . Denote $\rho_{\varepsilon}(x)=\varepsilon^{-N} \rho(x / \varepsilon)$. If $p$ is harmonic for all $x$ in $E_{R-2}=\{x /|x| \geqq R-2\}$, then it has the mean property in this region, and, whenever $|x| \geqq R-2+\varepsilon$, we have

$$
u(x)=u * \rho_{\varepsilon}(x)
$$

Therefore, $u$ has derivatives of all orders in int $\left(E_{R-2}\right)$, and all of its derivatives decrease rapidly at infinity. Let $\varphi$ be an infinitely differentiable function on $\mathbb{R}^{N}$ such that

$$
\begin{aligned}
& \varphi=0 \text { for }|x| \leqq R-1 \\
& \varphi=1 \text { for }|x| \geqq R .
\end{aligned}
$$

Then $q=p \varphi$ is in $\mathscr{S}\left(\mathbb{R}^{N}\right)$, and

$$
\psi=\Delta q \text { has support in the ball of center } 0 \text { and radius } R .
$$

We perform a Fourier transform on the equation $\Delta q=\psi$, and we obtain

$$
\begin{equation*}
|\xi|^{2} \hat{q}(\xi)=\hat{\psi}(\xi) \tag{B.1}
\end{equation*}
$$

Thanks to the Paley-Wiener theorem, $\hat{\psi}(\xi)$ can be extended to all of $\mathbb{C}^{N}$ and is an entire function of $\xi$; moreover, for all $n$, there is a constant $C_{n}$ such that

$$
|\hat{\psi}(\xi)| \leqq C_{n}(1+|\xi|)^{n} e^{R|\operatorname{Im}(\xi)|}
$$

From (B.1), we can see that $\hat{q}$ can be extended to all $\mathbb{C}^{N}$ as a meromorphic function of $\xi$, with possibly a pole at zero. But, since $q$ is in $\mathscr{S}\left(\mathbb{R}^{N}\right), \hat{q}$ is in $\mathscr{S}\left(\mathbb{R}^{N}\right)$, too, and there is no pole of $\hat{q}$ at zero. Thus $\hat{q}$ satisfies the estimate

$$
\begin{aligned}
& |\hat{q}(\xi)| \leqq C_{0} \quad \text { for }|\xi| \leqq 1, \\
& |\hat{q}(\xi)| \leqq C_{n}(1+|\xi|)^{n} e^{R|\operatorname{Im}(\xi)|}, \quad \text { for }|\xi| \geqq 1 .
\end{aligned}
$$

Thus $q$ has compact support in the ball $|x| \leqq R$, and therefore $p$ vanishes for $|x| \geqq$ $R$.

If $p$ is known in (2.29)-(2.31), then $u$ is the solution of an advection diffusion with right-hand side $f-\nabla p$; therefore, if $p$ does not decrease rapidly to zero at infinity, and if $f$ has compact support, for instance, $u$ cannot generally decrease rapidly to zero at infinity. Therefore, a smooth solution $u$ is in a space of function with polynomial estimates at infinity, and the dual of this space is a strict subspace of $\mathscr{S}^{\prime}$.
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# BLOW-UP ESTIMATES FOR A NONLINEAR HYPERBOLIC HEAT EQUATION* 

HAMID BELLOUT $\dagger$ AND AVNER FRIEDMAN $\ddagger$

Abstract. Consider the Cauchy problem for

$$
\varepsilon u_{t u}+u_{t}-u_{x x}=F(u) ;
$$

$u$ represents the temperature when the standard Fourier law $q=u_{x}$ ( $q$ flux) is relaxed and $F(u)$ is a nonlinear source of energy. It is established that the solution exists for $0<t<\phi_{\varepsilon}(x)$, and it blows up as $t \rightarrow \phi_{\varepsilon}(x)$. Further, $\phi_{\varepsilon}(x) \rightarrow T_{0}$ as $\varepsilon \rightarrow 0$ where $T_{0}$ is the blow-up time for $u_{t}-u_{x x}=F(u)$.

Key words. blow-up of solutions, blow-up time, hyperbolic equations
AMS(MOS) subject classifications. 35L05, 35L67, 35L70

1. Introduction. Recently there has been increasing interest in the blow-up of solutions of nonlinear heat equations, such as

$$
\begin{equation*}
u_{t}-u_{x x}=F(u), \tag{1.1}
\end{equation*}
$$

and nonlinear wave equations, such as

$$
\begin{equation*}
u_{t t}-u_{x x}=F(u) ; \tag{1.2}
\end{equation*}
$$

typically $F(u) \sim A u^{p}(p>1)$ or $F(u) \sim e^{u}$ as $u \rightarrow \infty$; see [10], [11], [13], [16], [17] and the references given there regarding (1.1), and [4], [5], [14] regarding (1.2).

Equation (1.1) models the heat equation when the flux $q$ is given by the Fourier law $q=-u_{x}$ and the conservation of energy equation is

$$
\begin{equation*}
u_{t}+q_{x}=G \quad(G \text { a source of energy }) . \tag{1.3}
\end{equation*}
$$

Fourier's law implies infinite velocity of heat propagation, and there have been a number of modified laws that rule out this feature. One common version is [1], [2], [3], [6], [7], [18], and [19]

$$
q(x, t+\varepsilon)=-u_{x}(x, t) \quad(\varepsilon>0)
$$

or its approximation

$$
\begin{equation*}
q(x, t)+\varepsilon q_{t}(x, t)=-u_{x}(x, t) . \tag{1.4}
\end{equation*}
$$

The conservation of energy equation (1.3) then needs to be modified also (see [8]), but for $\varepsilon$ small it is approximately the same as before. From (1.3), (1.4) we deduce

$$
\begin{equation*}
\varepsilon u_{t t}+u_{t}-u_{x x}=F \tag{1.5}
\end{equation*}
$$

where $F=G+\varepsilon G_{t}\left(G_{t}=\partial G(u(x, t)) / \partial t\right)$; for $\varepsilon$ small, $F \approx G$.

[^21]In this paper we study the Cauchy problem for (1.5) with $F=F(u)$. If

$$
\begin{gather*}
u(x, 0)=f(x), \\
u_{t}(x, 0)=g(x) \tag{1.6}
\end{gather*}
$$

then, since it is natural to assume that, initially, the temperature satisfies the heat equation, we are led to the assumption that

$$
\begin{equation*}
g=f_{x x}+F(f) \tag{1.7}
\end{equation*}
$$

In § 2 we represent (1.5), (1.6) in two equivalent but useful forms. In § 3 we establish the existence of unique solution $u_{\varepsilon}$ of (1.5), (1.6) for $0<t<\phi_{\varepsilon}(x)$, which blows up to $+\infty$ as $t \rightarrow \phi_{\varepsilon}(x)$. The method of Caffarelli and Friedman [4], [5] shows that if $f(u) \sim u^{p}$ as $u \rightarrow \infty$ then $\phi_{\varepsilon}(x)$ is continuously differentiable. Additional estimates on $u_{\varepsilon}$ (independent of $\varepsilon$ ) are established in $\S 4$.

Next, in § 5 we prove that

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0} \phi_{\varepsilon}(x) \geqq T_{0} \tag{1.8}
\end{equation*}
$$

where $T_{0}$ is the blow-up time for (1.1) with $u(x, 0)=f(x)$. Finally, in § 6 we prove that

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \phi_{\varepsilon}(x) \leqq T_{0} . \tag{1.9}
\end{equation*}
$$

Some generalizations and extensions are given in § 7 .
Results of the type (1.8), (1.9) have been established for other types of equations in [12], [14], [15].

Assumptions. Throughout this paper we assume that $F \in C^{2}$,

$$
\begin{align*}
& F(x) \geqq 0, \quad F^{\prime \prime}(s) \geqq 0 \quad \text { if } s \geqq 0, \\
& F^{\prime}(s)>0 \quad \text { if } s>0,  \tag{1.10}\\
& \int_{1}^{\infty} \frac{d s}{F(s)}<\infty ; \\
& f \geqq 0, \quad f+\varepsilon g \geqq 0 \quad(\text { for all small } \varepsilon>0),  \tag{1.11}\\
& f, g \quad \text { belong to } C^{3}(\mathbb{R}), \tag{1.12}
\end{align*}
$$

$$
\begin{align*}
& f(x)+|g(x)| \leqq \frac{C}{(1+|x|)^{\alpha}}, \\
& \sum_{i=1}^{3}\left[\left|f^{(i)}(x)\right|+\left|g^{(i)}(x)\right|\right] \leqq C \quad \text { for more constants } C>0, \alpha>0 \tag{1.13}
\end{align*}
$$

and (1.7) holds. In § 6 we will also need the assumption

$$
\begin{equation*}
g \geqq 0 . \tag{1.14}
\end{equation*}
$$

The results of this paper extend also to the case where (1.7) is not valid and to space dimension $\leqq 3$ (under some additional assumptions on $F$ ); see § 7 .
2. Equivalent formulation for the Cauchy problem. We denote by $u_{\varepsilon}$ the solution (if existing) of

$$
\left(P_{\varepsilon}^{1}\right)
$$

$$
\begin{aligned}
& \mathscr{L}_{\varepsilon} u \equiv \varepsilon u_{t t}+u_{t}-u_{x x}=F(u), \\
& u(x, 0)=f(x) \\
& u_{t}(x, 0)=g(x)
\end{aligned}
$$

## Setting

$$
\begin{equation*}
v(x, t)=u(x, t) e^{t /(2 \varepsilon)} \tag{2.1}
\end{equation*}
$$

we get the equivalent system
$\left(P_{\varepsilon}^{2}\right)$

$$
\begin{aligned}
& \varepsilon v_{t t}-v_{x x}=F\left(v e^{-t /(2 \varepsilon)}\right) e^{t /(2 \varepsilon)}+\frac{1}{4 \varepsilon} v, \\
& v(x, 0)=f(x) \\
& v_{t}(x, 0)=\frac{1}{2 \varepsilon} f(x)+g(x)
\end{aligned}
$$

Setting

$$
\begin{equation*}
w(x, \tau)=v(x, t) \quad \text { where } \tau=\frac{t}{\sqrt{\varepsilon}} \tag{2.2}
\end{equation*}
$$

we get

$$
w_{\tau \tau}-w_{x x}=F\left(w e^{-\tau /(2 \sqrt{\varepsilon})}\right) e^{\tau /(2 \sqrt{\varepsilon})}+\frac{1}{4 \varepsilon} w,
$$

$\left(P_{\varepsilon}^{3}\right)$

$$
\begin{aligned}
& w(x, 0)=f(x), \\
& w_{\tau}(x, 0)=\frac{1}{2 \sqrt{\varepsilon}} f(x)+\sqrt{\varepsilon} g(x) .
\end{aligned}
$$

The concept of a solution of $\left(P_{\varepsilon}^{i}\right)$ is always understood in the classical sense. Using the representation formula

$$
\begin{gather*}
z(x, t)=\frac{1}{2}[z(x+t, 0)+z(x-t, 0)]+\frac{1}{2} \int_{x-t}^{x+t} z_{t}(\xi, 0) d \xi \\
+\frac{1}{2} \int_{0}^{t} d s \int_{x-t+s}^{x+t-s}\left(z_{t t}-z_{x x}\right)(y, s) d y \tag{2.3}
\end{gather*}
$$

for $z=w$ we then obtain for $u$ the representation:

$$
u\left(x_{0}, t_{0}\right)=\frac{e^{-t_{0} /(2 \varepsilon)}}{2 \sqrt{\varepsilon}} \iint_{K_{-}^{\varepsilon}\left(x_{0}, t_{0}\right)} e^{t /(2 \varepsilon)} \mathscr{L}_{\varepsilon}(u) d x d t+\frac{e^{-t_{0} /(2 \varepsilon)}}{8 \varepsilon^{3 / 2}} \iint_{K_{-}^{\varepsilon}\left(x_{0}, t_{0}\right)} e^{t /(2 \varepsilon)} u d x d t
$$

$$
\begin{align*}
& +\frac{1}{2} e^{-t_{0} /(2 \varepsilon)}\left[f\left(x_{0}+\frac{t_{0}}{\sqrt{\varepsilon}}\right)+f\left(x_{0}-\frac{t_{0}}{\sqrt{\varepsilon}}\right)\right]  \tag{2.4}\\
& +\frac{1}{2} e^{-t_{0} /(2 \varepsilon)} \int_{x_{0}-t_{0} / \sqrt{\varepsilon}}^{x_{0}+t_{0} / \sqrt{\varepsilon}}\left[\frac{1}{2 \sqrt{\varepsilon}} f(x)+\sqrt{\varepsilon} g(x)\right] d x
\end{align*}
$$

where $x_{0} \in \mathbb{R}, t_{0}>0$ and

$$
K_{-}^{\varepsilon}\left(x_{0}, t_{0}\right)=\left\{(x, t) \in \mathbb{R} \times(0, \infty),\left|x-x_{0}\right|<\frac{t_{0}-t}{\sqrt{\varepsilon}}\right\} .
$$

Theorem 2.1. Let (1.7) and (1.10)-(1.13) hold. Then there exist functions $\phi_{\varepsilon}(x), u_{\varepsilon}(x, t)$ satisfying

$$
\begin{equation*}
0<c \leqq \phi_{\varepsilon}(x) \leqq \infty \quad \text { for some } c>0 \quad(c \text { independent of } \varepsilon) ; \tag{2.5}
\end{equation*}
$$

$$
\begin{equation*}
\text { if } \phi_{\varepsilon}(x) \not \equiv \infty \text { then } \phi_{\varepsilon}(x)<\infty \text { for all } x \in \mathbb{R} \quad \text { and } \quad \frac{\left|\phi_{\varepsilon}(x)-\phi_{\varepsilon}\left(x^{\prime}\right)\right|}{\left|x-x^{\prime}\right|} \leqq \sqrt{\varepsilon} \forall x, x^{\prime} ; \tag{2.6}
\end{equation*}
$$ $u_{\varepsilon}$ is a solution of $\left(P_{\varepsilon}^{1}\right)$ in the region

$$
\Omega_{\varepsilon}=\left\{(x, t) \in \mathbb{R} \times[0, \infty) ; y<\phi_{\varepsilon}(x)\right\}
$$

and

$$
\begin{gather*}
u_{\varepsilon} \geqq 0,  \tag{2.7}\\
u_{\varepsilon}(x, t) \rightarrow \infty \quad \text { if } t \rightarrow \phi_{\varepsilon}(x) ; \tag{2.8}
\end{gather*}
$$

The pair $\left(\phi_{\varepsilon}, u_{\varepsilon}\right)$ is uniquely determined.
3. Proof of Theorem 2.1. Let

$$
F_{n}(u)=\left\{\begin{array}{ll}
F(\min (u, n)) & \text { if } u>0 \\
F(0) & \text { if } u \leqq 0
\end{array} \quad(n=1,2, \cdots)\right.
$$

and denote by $u_{n}$ the solution of $\left(P_{\varepsilon}^{1}\right)$ corresponding to $F_{n}$. The corresponding $w=w_{n}$ satisfy:

$$
\begin{align*}
& w_{\tau \tau}^{n}-w_{x x}^{n}=F_{n}\left(w^{n} e^{-\tau /(2 \sqrt{\varepsilon})}\right) e^{\tau /(2 \sqrt{\varepsilon})}+\frac{1}{4 \varepsilon} w^{n} \\
& w^{n}(x, 0)=f(x)  \tag{3.1}\\
& w_{\tau}^{n}(x, 0)=\frac{1}{2 \sqrt{\varepsilon}} f(x)+\sqrt{\varepsilon} g(x)
\end{align*}
$$

Using (1.11) in the representation (2.3) for $w^{n}$, we can deduce by a continuity argument that $w^{n}(x, t) \geqq 0$ for $x \in \mathbb{R}$ and all $t>0$.

Next we apply the arguments in [4] to $w^{n}$ to deduce that, for a subsequence $w_{n^{\prime}}$, $w \equiv \lim w_{n^{\prime}}$ exists if $0 \leqq \tau<\tilde{\phi}_{\varepsilon}(x)$ and $w \equiv \infty$ if $\tau>\tilde{\phi}_{\varepsilon}(x)$, and, if $\tilde{\phi}_{\varepsilon} \not \equiv+\infty, \tilde{\phi}_{\varepsilon}$ is Lipschitz continuous with coefficient 1 . The last fact is based on the inequalities

$$
w_{\tau} \geqq \pm w_{x}-c_{0} \quad\left(c_{0} \text { constant }\right)
$$

whose proof is as in [4]. Next, instead of (1.22) in [4] we have

$$
\frac{w_{n, \tau}}{F\left(w_{n}+C_{0}\right)} \leqq C \quad \text { for some } C_{0}>0, C>0
$$

and this implies (using the last condition in (1.10)) that

$$
w(x, \tau) \rightarrow \infty \quad \text { it } \tau \rightarrow \tilde{\phi}_{\varepsilon}(x)
$$

In view of (2.1), (2.2) we conclude that the corresponding subsequence $u_{n^{\prime}}$ converge to $u_{\varepsilon}$ which is finite if $t<\phi_{\varepsilon}(x)$ and $+\infty$ if $t>\phi_{\varepsilon}(x)$, where $\phi_{\varepsilon}(x)=\sqrt{\varepsilon} \tilde{\phi}_{\varepsilon}(x)$, and $u_{\varepsilon}(x, t) \rightarrow \infty$ if $t \rightarrow \phi_{\varepsilon}(x)$.

We have thus established (2.6)-(2.8). To prove the first inequality in (2.5) it suffices to establish the following lemma.

Lemma 3.1. There exist positive constants $M, T$ independent of $n, \varepsilon$ such that

$$
\begin{equation*}
\sup _{\mathbb{R}^{n} \times(0, T)} u^{n}(x, t) \leqq M . \tag{3.2}
\end{equation*}
$$

Proof. We compare $u^{n}$ with the solution $\gamma(t)=\gamma_{n}(t)$ of

$$
\begin{align*}
& \varepsilon \gamma^{\prime \prime}+\gamma^{\prime}=F_{n}(\gamma), \\
& \gamma(0)=a,  \tag{3.3}\\
& \gamma^{\prime}(0)=F_{n}(a)
\end{align*}
$$

where $a$ is sufficiently large positive constant. The functions $z^{n}=u^{n}-\gamma_{n}$ satisfy:

$$
\begin{aligned}
& \mathscr{L}_{\varepsilon}\left(z^{n}\right)=F_{n}\left(u^{n}\right)-F_{n}\left(\gamma_{n}\right)=c(x, t) z^{n}, \quad c \geqq 0, \\
& z^{n}(x, 0)<0, \quad z_{t}^{n}(x, 0) \leqq 0 .
\end{aligned}
$$

Representing $z^{n}$ by the integral formula (2.3) we can establish by continuity in $t$ that $z^{n}(x, t)<0$ for all $x, t$. Thus in order to complete the proof of Lemma 3.1 it remains to prove:

$$
\begin{equation*}
\gamma_{n}(T) \leqq 2 a \quad \text { for some } T \text { independent of } n, \varepsilon . \tag{3.4}
\end{equation*}
$$

To prove (3.4) we rewrite the differential equation for $\gamma=\gamma_{n}$ in the form

$$
\varepsilon\left(e^{t / \varepsilon} \gamma^{\prime}\right)^{\prime}=F_{n}(\gamma) e^{t / \varepsilon} \geqq 0 .
$$

Since $\gamma^{\prime}(0)>0$, we deduce that $\gamma^{\prime}(t)>0$ as long as $\gamma(t)$ is positive. Differentiating the equation in (3.3) once in $t$, we also have

$$
\varepsilon\left(e^{t / \varepsilon} \gamma^{\prime \prime}\right)^{\prime}=F_{n}^{\prime}(\gamma) \gamma^{\prime} e^{t / \varepsilon} \geqq 0
$$

and, since $\gamma^{\prime \prime}(0)=0$, we deduce that $\gamma^{\prime \prime}(t)>0$ as long as $\gamma(t)>0$. It follows that $\gamma^{\prime \prime}(t)>0$ for all $t$. Therefore

$$
\gamma^{\prime}=F_{n}(\gamma)-\varepsilon \gamma^{\prime \prime} \leqq F(\gamma) .
$$

Defining $T_{n}$ by $\gamma\left(T_{n}\right)=2 a$, we conclude that

$$
\tilde{T} \equiv \int_{a}^{2 a} \frac{d s}{F_{n}(s)}=\int_{0}^{T_{n}} \frac{\gamma^{\prime}(t)}{F(\gamma(t))} \leqq T_{n} .
$$

Since $T_{n} \geqq \tilde{T}>0$ and $\tilde{T}$ is independent of $n$ if $n$ is large enough, the assertion (3.4) follows.

We have completed the proof of existence of a solution ( $u_{\varepsilon}, \phi_{\varepsilon}$ ). Uniqueness now follows by an easy argument; see [4] or [5] for details. (Note that for uniqueness we need not use the fact that $c$ in (2.5) is independent of $\varepsilon$.)

As in [4] we can establish that $u_{\varepsilon}$ is in $C^{2,1}$ in $\Omega_{\varepsilon}$.
The following fact will be used in $\S 6$.
Theorem 3.2. If in addition to the assumptions (1.7), (1.10)-(1.13) we also assume that (1.14) holds, then

$$
\begin{equation*}
\frac{\partial u_{\varepsilon}}{\partial t} \geqq 0 \quad \text { in } \Omega_{\varepsilon} . \tag{3.5}
\end{equation*}
$$

Proof. Set

$$
\begin{equation*}
z(x, \tau)=u_{t}^{n}(x, t) e^{t /(2 \varepsilon)}, \quad \tau=\frac{t}{\sqrt{\varepsilon}} . \tag{3.6}
\end{equation*}
$$

Then

$$
\begin{align*}
& z_{\tau \tau}-z_{x x}=F_{n}^{\prime}\left(u^{n}\right) z+\frac{1}{4 \varepsilon} z, \\
& z(x, 0)=g(x),  \tag{3.7}\\
& z_{\tau}(x, 0)=\frac{1}{2 \sqrt{\varepsilon}} g(x) .
\end{align*}
$$

Consider first the case where $g(x) \geqq \delta>0$. Then representing $z$ by an integral formula (2.3) and proceeding by continuity on $\tau$, we can establish that $z(x, \tau)>0$ for all $x, \tau$. Applying this to (3.7) with $g \geqq 0$ replaced by $g+\delta$, and letting $\delta \rightarrow 0$, yields $z \geqq 0$ where $z$ is given by (3.6), and (3.5) is then proved by taking $n \rightarrow \infty$.
4. Additional estimates on $\boldsymbol{u}_{\mathrm{e}}$.

Lemma 4.1. Assume that for some positive constants $M, T$ the solution of $\left(P_{1}^{\varepsilon}\right)$ (established in Theorem 1.1) satisfies:

$$
\begin{equation*}
u_{\varepsilon}(x, t) \leqq M \quad \text { in } \mathbb{R} \times[0, T], \quad \text { for all small } \varepsilon . \tag{4.1}
\end{equation*}
$$

Then there exists a positive constant $C_{1}$ independent of $\varepsilon$ such that

$$
\begin{gather*}
u_{\varepsilon}(x, t)+\left|u_{\varepsilon, t}(x, t)\right| \leqq \frac{C_{1}}{(1+|x|)^{\alpha}} \quad \text { in } \mathbb{R} \times[0, T],  \tag{4.2}\\
\left|u_{\varepsilon, x}\right|+\left|u_{\varepsilon, t}\right|+\left|u_{\varepsilon, x x}\right|+\left|u_{\varepsilon, t x}\right|+\left|u_{\varepsilon, x x x}\right|+\left|u_{\varepsilon, t x x}\right| \leqq C_{1} \quad \text { in } \mathbb{R} \times[0, T] . \tag{4.3}
\end{gather*}
$$

Proof. Consider the function

$$
W_{\alpha}(x, t)=\frac{e^{A t}}{\left(1+x^{2}\right)^{\alpha / 2}}, \quad A>0 .
$$

For any $\boldsymbol{A}$ (no matter how large), if $\varepsilon$ is small enough then

$$
\mathscr{L}_{\varepsilon} W_{\alpha} \geqq \frac{A}{2} W_{\alpha} .
$$

On the other hand

$$
\mathscr{L}_{\varepsilon} u_{\varepsilon}=\tilde{F}\left(u_{\varepsilon}\right) u_{\varepsilon} \quad\left(\tilde{F}(v)=\frac{F(v)}{v}\right)
$$

and therefore the function $z=W-u_{\varepsilon}$ satisfies

$$
\mathscr{L}_{\varepsilon} z \geqq \frac{A}{2} W_{\alpha}-\tilde{F}\left(u_{\varepsilon}\right) u_{\varepsilon} \geqq \tilde{F}\left(u_{\varepsilon}\right) z \quad \text { if } t<T
$$

provided we choose $A$ such that $A>2 \tilde{F}(m)$. Noting that

$$
z(x, 0)>0, \quad z_{t}(x, 0)>0
$$

if $A$ is large, we can represent $z$ by the integral representation (2.3) and then deduce by continuity on $t$, that $z \geqq 0$ if $t<T$. Thus

$$
u_{\varepsilon} \leqq W_{\alpha}=\frac{e^{A T}}{\left(1+x^{2}\right)^{\alpha / 2}}
$$

Similarly, from the equation

$$
\mathscr{L}_{\varepsilon}\left(u_{\varepsilon, t}\right)=F^{\prime}\left(u_{\varepsilon}\right) u_{\varepsilon, t}
$$

and the fact that $\left|F^{\prime}\left(u_{\varepsilon}\right)\right| \leqq F^{\prime}(M)$ we can proceed as before to estimate $\boldsymbol{u}_{\varepsilon, t}$ from above by the same function $W$ (with a different constant $A$ ). The function $-u_{\varepsilon, t}$ is estimated similarly. Thus (4.2) is proved.

The function $u_{\varepsilon, x}$ is estimated similarly using the comparison function $W_{\alpha}$ with $\alpha=0$.

Next we differentiate $\mathscr{L}_{\varepsilon} u_{\varepsilon}=F$ once in $t$ and once in $x$ and obtain

$$
\mathscr{L}_{\varepsilon} u_{\varepsilon, t x}=F^{\prime}\left(u_{\varepsilon}\right) u_{\varepsilon, t x}+F^{\prime \prime}\left(u_{\varepsilon}\right) u_{\varepsilon,} u_{\varepsilon, x} .
$$

Noting that

$$
\left|F^{\prime \prime}\left(u_{\varepsilon}\right) u_{\varepsilon, t} u_{\varepsilon, x}\right| \leqq C,
$$

we can proceed as before to compare $u_{\varepsilon, t x}$ with $W_{0} \equiv e^{A t}$ provided $A$ is sufficiently large. We thus obtain the estimate

$$
\left|u_{\varepsilon, t x}\right| \leqq C_{1} ; \quad C_{1} \text { constant. }
$$

Similarly we establish the estimate

$$
\left|u_{\varepsilon, x x}\right| \leqq C_{1} .
$$

Differentiating $\mathscr{L}\left(u_{\varepsilon}\right)=F$ three times and using the estimates derived so far, we can again compare $u_{\varepsilon, x x x}$ and $u_{\varepsilon, t x x}$ with $W_{0}$ and thus complete the proof of (4.3).

Remark 4.1. Lemma 4.1 implies that any sequence $\varepsilon \rightarrow 0$ has a subsequence such that

$$
\begin{align*}
& u_{\varepsilon} \rightarrow u, \quad u_{\varepsilon, x} \rightarrow u_{x}, \quad u_{\varepsilon, x x} \rightarrow u_{x x} \\
& \text { uniformly in compact subsets of } \mathbb{R} \times[0, T] . \tag{4.4}
\end{align*}
$$

However, we cannot establish the boundedness of $u_{\varepsilon, t t}$ by the method of Lemma 4.1 (since $u_{\varepsilon, t t t}(x, 0)$ is unbounded as $\varepsilon \rightarrow 0$ ), and thus we cannot assert that

$$
\begin{equation*}
u_{\varepsilon, t} \rightarrow u_{t} \quad \text { uniformly in compact subsets of } \mathbb{R} \times[0, T] . \tag{4.5}
\end{equation*}
$$

Lemma 4.2. Under the assumption of Lemma 4.1

$$
\begin{equation*}
u_{\varepsilon}(x, t) \rightarrow u(x, t), \quad u_{\varepsilon, t}(x, t) \rightarrow u_{t}(x, t) \tag{4.6}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$, uniformly in compact subsets of $\mathbb{R} \times(0, T]$, where $u$ is a solution of (1.1).
Proof. Multiplying $\mathscr{L}_{\varepsilon}\left(u_{\varepsilon}\right)=F\left(u_{\varepsilon}\right)$ by $e^{t / \varepsilon}$ and integrating in $t$ we find that

$$
u_{\varepsilon, t}\left(x, t_{0}\right)=\frac{1}{\varepsilon} e^{-t / \varepsilon} g(x)+\frac{1}{\varepsilon} e^{-t / \varepsilon} \int_{0}^{t}\left[u_{\varepsilon, x x}(x, s)+F\left(u_{\varepsilon}(x, s)\right)\right] e^{s / \varepsilon} d s .
$$

Set

$$
H_{\varepsilon}=u_{\varepsilon, x x}+F\left(u_{\varepsilon}\right)
$$

and write

$$
\begin{align*}
u_{\varepsilon, t} & =\frac{1}{\varepsilon} e^{-t / \varepsilon} g(x)+\frac{1}{\varepsilon} \int_{0}^{t}\left[H_{\varepsilon}(x, s)-H(x, t)\right] e^{s / \varepsilon} d s+H_{\varepsilon}(x, t)\left[1-e^{t / \varepsilon}\right] \\
& \equiv J_{1}^{\varepsilon}+J_{2}^{\varepsilon}+J_{3}^{\varepsilon} . \tag{4.7}
\end{align*}
$$

Then

$$
\left|J_{1}^{\varepsilon}\right| \leqq \frac{c}{\varepsilon} e^{-t / \varepsilon} \rightarrow 0
$$

uniformly in $t \in[\delta, T]$.

Next, by Lemma 4.1, $\left|H_{\varepsilon, t}\right| \leqq C_{0}$ where $C_{0}$ is independent of $\varepsilon$. Hence

$$
\begin{aligned}
\left|J_{2}^{\varepsilon}\right| & \leqq \frac{C_{0}}{\varepsilon} \int_{0}^{t}(t-s) e^{(s-t) / \varepsilon} d s \\
& =C_{0} \varepsilon\left[-\frac{t}{\varepsilon} e^{-t / \varepsilon}-e^{-t / \varepsilon}+1\right] \leqq C_{0} \varepsilon
\end{aligned}
$$

Finally, by Remark 4.1, any sequence $\varepsilon \rightarrow 0$ has a subsequence such that (4.4) holds; therefore

$$
J_{3}^{e} \rightarrow u_{x x}+F(u) .
$$

Thus, by (4.7),

$$
u_{\varepsilon, t} \rightarrow u_{x x}+F(u)
$$

uniformly in compact subsets of $\mathbb{R} \times(0, T]$; the right-hand side must coincide with $u_{t}$ (since $u_{\varepsilon} \rightarrow u$ uniformly) and thus $u$ is a solution of (1.1).

Since $u$ is also continuous up to $t=0$ and $u(x, 0)=f(x)$, and since

$$
|u| \leqq M \quad \text { by }(4.1),
$$

$u$ is uniquely determined [9; Chap. 2]. It follows that (4.6) (and (4.4)) hold for the full range of the parameter $\varepsilon$.

Consider now the parabolic equation

$$
\begin{align*}
& u_{t}-u_{x x}=F(u)  \tag{4.8}\\
& u(x, 0)=f(x)
\end{align*}
$$

and set

$$
N(t) \equiv \sup _{0<s<t} \sup _{x \in \mathbb{R}} u(x, t) .
$$

Then there exists a largest $T_{0}$ such that

$$
N(t)<\infty \quad \forall t<T_{0} .
$$

We assume that $T_{0}<\infty ; T_{0}$ is then called the blow-up time for (4.8).
Lemma 4.3. If the assumptions of Lemma 4.1 hold with $T<T_{0}$, then

$$
\begin{equation*}
u_{\varepsilon}+\left|u_{\varepsilon, t}\right| \leqq A_{T} \quad \text { in } \mathbb{R} \times[0, T] \tag{4.9}
\end{equation*}
$$

for all $\varepsilon$ sufficiently small, where

$$
\begin{equation*}
A_{T}=\sup _{\mathbb{R} \times[0, T]}\left(u+\left|u_{t}\right|\right)+1 \tag{4.10}
\end{equation*}
$$

(which is a positive constant independent of $M$ ).
Proof. By Lemma 4.1, if $\rho$ is sufficiently large then

$$
u_{\varepsilon}(x, t)+\left|u_{\varepsilon, t}(x, t)\right|<1 \quad \text { if }|x|>\rho, 0 \leqq t \leqq T .
$$

On the other hand, if $|x| \leqq \rho, 0 \leqq t \leqq T$ then, by (4.2) and Lemma 4.2, (4.9) holds provided $\varepsilon$ is sufficiently small.

## 5. $\lim \inf \phi_{\varepsilon} \geqq \mathbf{T}_{0}$.

Theorem 5.1. Under the assumptions of Theorem 2.1, for any $T_{1}<T_{0}, \phi_{\varepsilon}(x)>T_{1}$ for all $x \in \mathbb{R}$ provided $\varepsilon$ is small enough, and

$$
\begin{equation*}
u_{\varepsilon} \rightarrow u \text { uniformly in } \mathbb{R} \times[0, T] \tag{5.1}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$.

Proof. From the proof of Theorem 2.1 we have that the conditions of Lemma 4.1 hold for some small $T$ (see (3.2)). Lemma 4.3 thus implies that $M$ in (4.1) can be replaced by the constant

$$
A=\sup _{\mathbb{R} \times\left[0, T_{1}\right]}\left(u+\left|u_{t}\right|\right)+1,
$$

provided $\varepsilon$ is small enough.
Let $v(t)$ be the solution of

$$
\begin{align*}
& \varepsilon v_{t t}+v_{t}=F(v), \\
& v(0)=A  \tag{5.2}\\
& v_{t}(0)=F(A) .
\end{align*}
$$

By (3.3), (3.4),

$$
\begin{equation*}
v(t)<2 A \quad \text { if } 0<t \leq \sigma, \tag{5.3}
\end{equation*}
$$

where $\sigma$ is a positive constant independent of $\varepsilon$.
We wish to compare $u_{\varepsilon}$ with $v(t-T+\delta$ ) (for any $\delta>0$ ) provided $\varepsilon$ is sufficiently small (so that (4.9) is valid) in order to deduce that $u_{\varepsilon}(x, t)$ exist in $\mathbb{R} \times[0, \tilde{T}]$ for $\tilde{T}=T-\delta+\sigma\left(\right.$ as long as $\left.\tilde{T} \leqq T_{1}\right)$, and

$$
u_{\varepsilon}(x, t) \leqq \tilde{M} \quad \text { in } \mathbb{R} \times[0, \tilde{T}] .
$$

To do this we work with the solutions $u^{n}$ of the truncated problems and proceed precisely as in the proof of Lemma 3.1, with $t=0$ replaced by $t=T-\delta$.

Since $\delta$ is arbitrary we deduce that the conditions of Lemma 4.1 hold with $T$ replaced by $T+\sigma$. We can proceed in this way step-by-step until we reach the value $t=T_{1}$.

Corollary 5.2. Under the assumptions of Theorem 2.1

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0}\left[\inf _{x} \phi_{\varepsilon}(x)\right] \geqq T_{0} . \tag{5.4}
\end{equation*}
$$

6. $\lim \sup \phi_{\varepsilon} \leqq T_{0}$.

Theorem 6.1. Let the assumptions of Theorem 2.1 hold and assume also that (1.14) holds. Then, for any $x \in \mathbb{R}$,

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \phi_{\varepsilon}(x) \leqq T_{0} . \tag{6.1}
\end{equation*}
$$

Remark 6.1. Baras and Cohen [0] proved that if one approximates $F(u)$ in (1.1) by uniformly bounded smooth functions $F_{n}(u)$, then the corresponding solutions $u_{n}(x, t)$ converge to $+\infty$ for $t>T_{0}$. Theorem 6.1 is a somewhat analogous result for a different type of approximation, namely, for the solutions of $\left(P_{\varepsilon}^{1}\right)$ as $\varepsilon \rightarrow 0$.

Proof. Suppose the assertion is not true. Then there exist $x_{0} \in \mathbb{R}$ and $\delta>0$ such that for a sequence $\varepsilon \rightarrow 0$,

$$
\phi_{\varepsilon}\left(x_{0}\right)>T_{0}+2 \delta .
$$

By (2.6) we then get, for any $\rho>0$,

$$
\begin{equation*}
\phi_{\varepsilon}(x)>T_{0}+\delta \quad \forall x \in(-\rho, \rho), \tag{6.2}
\end{equation*}
$$

provided $\varepsilon$ is small enough.
From the definition of $T_{0}$ it follows that there is a sequence $\left(x_{n}, \eta_{n}\right)$ with $\eta_{n} \downarrow 0$ such that

$$
u\left(x_{n}, T_{0}-\eta_{n}\right) \rightarrow \infty \quad \text { if } n \rightarrow \infty .
$$

Choose any large positive constant $M$ and let $n_{0}$ be such that

$$
u_{\varepsilon}\left(x_{n_{0}}, T_{0}-\eta_{n_{0}}\right)>M .
$$

By Theorem 3.2, $u_{\varepsilon}(x, t)$ is monotone increasing in $t$ and therefore

$$
\begin{equation*}
u_{\varepsilon}\left(x_{n_{0}}, t\right)>M \text { if } T_{0}-\eta_{n_{0}} \leqq t \leqq \phi_{\varepsilon}\left(x_{n_{0}}\right) . \tag{6.3}
\end{equation*}
$$

We choose $\rho$ in (6.2) such that $\rho>\left|x_{n_{0}}\right|+1$. Then

$$
\begin{equation*}
\phi_{\varepsilon}(x)>T_{0}+\delta \quad \text { if }\left|x-x_{n_{0}}\right| \leqq 1 . \tag{6.4}
\end{equation*}
$$

Introduce the function

$$
\psi(x)=\frac{\pi}{2} \sin \pi\left(x-x_{n_{0}}\right) .
$$

It satisfies

$$
\begin{align*}
& \psi^{\prime \prime}=-\pi^{2} \psi, \quad \psi>0 \quad \text { in } x_{n_{0}}<x<x_{n_{0}}+1, \\
& \psi\left(x_{n_{0}}\right)=\psi\left(x_{n_{0}}+1\right)=0,  \tag{6.5}\\
& \int_{x_{n_{0}}}^{x_{n_{0}}+1} \psi(x) d x=1 .
\end{align*}
$$

Multiplying $\mathscr{L}_{\varepsilon}\left(u_{\varepsilon}\right)=F\left(u_{\varepsilon}\right)$ by $\psi$ and integrating over $\left\{x_{n_{0}}<x<x_{n_{0}}+1\right\}$, we find that the function

$$
a(t)=\int_{x_{n_{0}}}^{x_{n_{0}+1}} u_{\varepsilon}\left(x, T_{0}-\eta_{n_{0}}+t\right) \psi(x) d x
$$

satisfies:

$$
\varepsilon a^{\prime \prime}+a^{\prime}=-\pi^{2} a+F(a)+\left[u_{\varepsilon}\left(x, T_{0}-\eta_{n_{0}}+t\right) \psi_{x}(x)\right]_{x_{n_{0}}}^{x_{n_{0}+1}} .
$$

Since

$$
\psi_{x}\left(x_{n_{0}}\right)=-c<0, \quad \psi_{x}\left(x_{n_{0}}+1\right)>0,
$$

it follows that

$$
\begin{equation*}
\varepsilon a^{\prime \prime}+a^{\prime} \geqq-\pi^{2} a+F(a)+c M \tag{6.6}
\end{equation*}
$$

where (6.3) was used; also

$$
\begin{equation*}
a(0)>0, \quad a^{\prime}(0) \geqq 0, \quad a^{\prime}(t) \geqq 0 . \tag{6.7}
\end{equation*}
$$

Lemma 6.2. The solution $a(t)$ of (6.6), (6.7) blows up in time $t \leqq \delta$ provided $M$ is sufficiently large and $\varepsilon$ is sufficiently small.

Assuming the lemma we conclude that

$$
\phi_{\varepsilon}(x)<T_{0}-\eta_{n_{0}}+\delta \quad \text { for some } x \in\left(x_{n_{0}}, x_{n_{0}+1}\right),
$$

which is a contradiction to (6.4).
Proof of Lemma 6.2. Let $b(t)$ denote the solution of

$$
\begin{gather*}
\varepsilon b^{\prime \prime}+b^{\prime}=c_{0}(F(b)+M),  \tag{6.8}\\
0 \leqq b(0)<a(0), \quad b^{\prime \prime}(0)=a^{\prime}(0) \tag{6.9}
\end{gather*}
$$

where

$$
\begin{equation*}
c_{0}=\min \left(\frac{1}{2}, \frac{c}{2}\right), \quad c \text { as in (6.6). } \tag{6.10}
\end{equation*}
$$

Writing (6.8) in the form

$$
\varepsilon\left(e^{t / \varepsilon} b^{\prime}\right)^{\prime}=c_{0} e^{t / \varepsilon}(F(b)+M) \geqq 0
$$

we see that $b^{\prime} \geqq 0$.
We claim that if $M$ is large enough then, for any $\varepsilon>0$,

$$
\begin{equation*}
b(t) \text { blows up in time } \leqq \delta . \tag{6.11}
\end{equation*}
$$

Indeed, suppose $b(t)$ exists for all $t \leqq \delta$. We claim that there exists a $t_{0}$ such that

$$
\begin{equation*}
t_{0} \in\left(0, \frac{\delta}{2}\right), \quad b^{\prime \prime}\left(t_{0}\right) \geqq 0 . \tag{6.12}
\end{equation*}
$$

Indeed, otherwise we have

$$
b^{\prime \prime}(t)<0 \quad \forall t \in(0, \delta / 2)
$$

and therefore, by (6.8),

$$
b^{\prime} \geqq c_{0}(F(b)+M) .
$$

Hence

$$
\int_{0}^{\delta / 2} \frac{b^{\prime}}{c_{0}(F(b)+M)} \geqq \frac{\delta}{2} .
$$

But the left-hand side is bounded above by

$$
\int_{a(0)}^{\infty} \frac{d s}{c_{0}(F(s)+M)}
$$

which is $<\delta / 2$ if $M$ is sufficiently large; this is a contradiction.
Having proved (6.12), we differentiate (6.8) in $t$ and obtain, after multiplying by $e^{t / \varepsilon}$,

$$
\varepsilon\left(e^{t / \varepsilon} b^{\prime \prime}\right)=c_{0} e^{t / \varepsilon} F^{\prime}(b) b^{\prime} \geqq 0 .
$$

Using (6.12) we deduce that

$$
b^{\prime \prime}(t) \geqq 0 \quad \text { if } t>t_{0} .
$$

Hence

$$
b^{\prime \prime}+b^{\prime}=c_{0}(F(b)+M)+(1-\varepsilon) b^{\prime \prime} \geqq c_{0}(F(b)+M) \quad \text { if } t \geqq t_{0} .
$$

Denoting by $\gamma(t)$ the solution of

$$
\begin{equation*}
\gamma^{\prime \prime}+\gamma^{\prime}=c_{0}(F(\gamma)+M), \quad \gamma\left(t_{0}\right)=b\left(t_{0}\right), \quad \gamma^{\prime}\left(t_{0}\right)=b^{\prime}\left(t_{0}\right), \tag{6.13}
\end{equation*}
$$

we deduce that

$$
\varepsilon\left(e^{t / \varepsilon}(b-\gamma)^{\prime}\right)^{\prime} \geqq 0, \quad(b-\gamma)\left(t_{0}\right)=(b-\gamma)^{\prime}\left(t_{0}\right)=0 .
$$

It follows that $b(t) \geqq \gamma(t)$. On the other hand, we can easily see that if $M$ is sufficiently large then $\gamma(t)$ blows up in time $t \leqq t_{0}+\gamma / 2$. Therefore

$$
\begin{equation*}
b(t) \text { blows up in time } t<\delta . \tag{6.14}
\end{equation*}
$$

To complete the proof of the lemma we compare $a(t)$ with $b(t)$. From (6.10) and (6.6), (6.8) we find that

$$
\varepsilon\left(e^{t / \varepsilon}(a-b)^{\prime}\right)^{\prime} \geqq c_{0} F^{\prime}(a-b) e^{t / \varepsilon}
$$

Also since $(a-b)(0)>0,(a-b)^{\prime}(0) \geqq 0$, we easily deduce that $a(t) \geqq b(t)$ for all $t$ for which $b(t)$ exists. It follows that $a(t)$ blows up in time $<\delta$.

## 7. Generalizations.

7.1. The results of this paper extend to the case where (1.7) is replaced by

$$
g=f_{x x}+F(f)+\varepsilon h
$$

provided $h$ satisfies

$$
\begin{gather*}
|h(x)| \leqq \frac{C}{(1+|x|)^{\alpha}} \quad \text { for some } \alpha>0,  \tag{7.1}\\
\sum_{i=1}^{3}\left|h^{(i)}(x)\right| \leqq C \tag{7.2}
\end{gather*}
$$

and

$$
\begin{equation*}
g \geqq 0 . \tag{7.3}
\end{equation*}
$$

These conditions ensure that (1.13) holds and that

$$
\sum_{i=1}^{3}\left|D_{x}^{i} u_{t t}^{e}(x, 0)\right| \leqq M<\infty,
$$

which is the only condition that $u_{t t}^{\varepsilon}(x, 0)$ needed to satisfy in the previous analysis.
7.2. The results of this paper extend to the case where $x$ is $N$-dimensional with $N=2$ or $N=3$, provided $F, f$ and $g$ satisfy the following additional conditions:

$$
\begin{equation*}
s F^{\prime}(s)-F(s) \leqq 0 \quad \forall s \geqq 0, \tag{7.4}
\end{equation*}
$$

$$
\begin{gather*}
\left(\frac{t}{2 \varepsilon}+1\right) f(x)+\operatorname{tg}(x) \geqq \frac{t}{\sqrt{\varepsilon}}|\nabla f(x)| \quad \forall t \geqq 0, x \in \mathbb{R}^{N}  \tag{7.5}\\
\frac{1}{2 \sqrt{\varepsilon}} f(x)+\sqrt{\varepsilon} g(x)-\lambda|\nabla f(x)|+\frac{t}{\sqrt{\varepsilon}}\left[g(x)+\frac{1}{4 \varepsilon} f(x)\right]-\lambda\left[\frac{1}{\sqrt{\varepsilon}}|\nabla f(x)|+\sqrt{\varepsilon}|\nabla g(x)|\right]
\end{gather*}
$$

$$
\begin{equation*}
\geqq \frac{t}{\sqrt{\varepsilon}}|\nabla g(x)|+\lambda \frac{t}{\sqrt{\varepsilon}}\left|\nabla^{2} f(x)\right| \quad \forall t \geqq 0, x \in \mathbb{R}^{N} \tag{7.6}
\end{equation*}
$$

where $\lambda>1$ ( $\lambda$ constant) (here $g=\Delta f+F(f)$ ). These conditions are satisfied if

$$
\begin{align*}
& F(s)=e^{\theta s}, \quad 0<\theta \leqq 1 \\
& f(x)=A+f_{1}(x), \quad\left|D^{\alpha} f_{1}(x)\right| \leqq \frac{C}{(1+|x|)^{\beta}} \tag{7.7}
\end{align*}
$$

for $0 \leqq|\alpha| \leqq 5$ and some $\beta>0$, and $A$ is a sufficiently large positive constant.
Under these conditions the existence and uniqueness of a solution $u_{\varepsilon}$ can be established using the formulation ( $P_{\varepsilon}^{3}$ ) and the approximating sequence considered in [5]. Condition (7.5) ensures that $u_{\varepsilon} \geqq 0$. The existence of $\phi_{\varepsilon}(x)$ and (2.5), (2.6) result from the inequality

$$
w_{\varepsilon, t} \geqq \lambda\left|\nabla w_{\varepsilon}\right|
$$

which is proved using the extension of the representation formula (2.3) to $N$ dimensions [5] and the conditions (7.4), (7.5). The results of $\S \S 4,5$ extend with minor changes to dimension $N$. Finally, in § 6 we need a stronger assumption than (1.14), namely,

$$
\begin{equation*}
g(x) \geqq \delta_{0}>0 \tag{7.8}
\end{equation*}
$$

Using this we can prove as in [5] that $\exists \delta_{1}>0$ such that

$$
u_{\varepsilon, t} \geqq \delta_{1}\left|\nabla u_{\varepsilon}\right| .
$$

This guarantees that, for any $t>T_{0}+\sigma / 2$ ( $\sigma$ arbitrarily small),

$$
u_{\varepsilon}(x, t)>M \text { for } x \text { in a fixed ball } B \text { of radius } \delta_{1} \sigma / 4
$$

## Introducing the function

$$
a(t)=\int_{B} u_{\varepsilon}\left(x, T_{0}+\frac{\sigma}{4}+t\right) \psi(x) d x
$$

where $\psi$ is the principal eigenfunction of $-\Delta$ in $B, \psi>0$ in $B, \int_{B} \psi=1$, we again derive (6.6), (6.7), and conclude that $a(t)$ blows up in time $\leqq T_{0}+\sigma$.
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# A STRONG MAXIMUM PRINCIPLE FOR A NONCOOPERATIVE ELLIPTIC SYSTEM* 
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#### Abstract

In this note it is shown that on a ball in $\mathbb{R}^{N}$, with $N>2$, a maximum principle holds for a special elliptic system. This system is such that the classical maximum principle is not applicable.
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Introduction and results. A linear elliptic system

$$
\begin{equation*}
-\Delta u_{\alpha}+\sum_{\beta=1}^{k} h_{\alpha \beta} u_{\beta}=f_{\alpha} \quad \text { with } \alpha \in\{1,2, \cdots, k\} \tag{1}
\end{equation*}
$$

is called cooperative (see [3]) if

$$
\begin{equation*}
h_{\alpha \beta} \leqq 0 \quad \text { for } \alpha \neq \beta . \tag{2}
\end{equation*}
$$

If, moreover,

$$
\begin{equation*}
\sum_{\beta=1}^{k} h_{\alpha \beta} \geqq 0 \quad \text { for } \alpha \in\{1,2, \cdots, k\} \tag{3}
\end{equation*}
$$

we can extend the results of the maximum principle to system (1) (see [4, p. 191]).
The motivation for this note was the question of whether or not the cooperative property is necessary for obtaining a maximum principle. Recent results for noncooperative systems have been obtained by De Figueiredo and Mitidieri [1], and Weinberger [5].

We consider an elliptic system, with Dirichlet boundary conditions, which is in some sense the simplest noncooperative system:

$$
\begin{array}{ll}
-\Delta u=f_{1}-\lambda v & \text { in } \Omega, \\
-\Delta v=f_{2} & \text { in } \Omega,  \tag{4}\\
u=v=0 & \text { on } \partial \Omega,
\end{array}
$$

where $\Omega$ is the unit ball in $\mathbb{R}^{N}, N>2$. The classical maximum principle gives the following positivity result, which is not uniform.

Lemma 1. Let $f_{1}, f_{2} \in C^{\gamma}(\bar{\Omega})$ for some $\gamma>0$ with $f_{1} \geqq 0$ and $f_{1} \neq 0$. Then there is $\lambda\left(f_{1}, f_{2}\right)>0$ such that for all $\lambda \in\left[0, \lambda\left(f_{1}, f_{2}\right)\right)$ the solution $u_{\lambda}$ of (4) satisfies

$$
\begin{equation*}
u_{\lambda}>0 \quad \text { in } \Omega . \tag{5}
\end{equation*}
$$

The classical maximum principle does not show that it is possible to find a uniform result for $f_{2} \leqq f_{1}$. Nevertheless, we prove for

$$
\begin{array}{ll}
-\Delta u=f-\lambda v & \text { in } \Omega \\
-\Delta v=f & \text { in } \Omega  \tag{6}\\
u=v=0 & \text { on } \partial \Omega
\end{array}
$$

the following theorem. (The same result holds for (4) if $f_{2} \leqq f_{1}$ and $f_{1}=f$.)

[^22]Theorem 2. (a) There is a largest $\lambda_{0}>0$ for which the following holds. For all $(u, v) \in C^{2}(\bar{\Omega}) \times C^{2}(\bar{\Omega})$ satisfying (6), such that $\lambda<\lambda_{0}, f \geqq 0$ and $f \neq 0$, we find that

$$
\begin{equation*}
u>0 \quad \text { in } \Omega . \tag{7}
\end{equation*}
$$

(b) $\lambda_{0} \leqq\left(\lambda_{1}^{-1}+\lambda_{2}^{-1}\right)^{-1}\left(<\lambda_{1}\right)$, where $\lambda_{1}, \lambda_{2}$ are, respectively, the first and second eigenvalue of

$$
\begin{array}{ll}
-\Delta \varphi=\lambda \varphi & \text { in } \Omega  \tag{8}\\
\varphi=0 & \text { on } \partial \Omega
\end{array}
$$

Remark 1. If $N=1$ then

$$
\begin{equation*}
u(x)=\int_{-1}^{1} \frac{1}{2}(1-|x-y|-x y)\left(1-\frac{\lambda}{6}\left(2+2|x-y|-x^{2}-y^{2}\right)\right) f(y) d y \tag{9}
\end{equation*}
$$

Since $\max \left\{\frac{1}{6}\left(2+2|x-y|-x^{2}-y^{2}\right) ;-1 \leqq x, y \leqq 1\right\}=\frac{2}{3}$ we find that $\lambda_{0}=3 / 2 \leqq\left(\lambda_{1}^{-1}+\lambda_{2}^{-1}\right)^{-1}$ $=\pi^{2} / 5 \approx 1.97$. A direct calculation shows that $\left(\lambda_{1}^{-1}+\lambda_{2}^{-1}+\lambda_{3}^{-1}+\cdots\right)^{-1}=3 / 2$. I cannot explain this similarity.

Remark 2. Let $H$ be a subspace of $C(\bar{\Omega})$ such that the inverse $B$ of $-\Delta$, with zero Dirichlet boundary condition, into $C^{2}(\bar{\Omega})$ is well defined. Theorem 2(a) then shows that

$$
\begin{equation*}
B(I-\lambda B) f>0 \quad \text { in } \Omega \tag{10}
\end{equation*}
$$

for all $\lambda<\lambda_{0}$ and $f \in H$ with $f \geqq 0, f \neq 0$.
Remark 3. The classical maximum principle [4, Thm. 2.2] shows that $B f>0$ for $f$ as in (10). If also $f\left(x_{0}\right)=0$ for some $x_{0} \in \Omega$, then

$$
\begin{equation*}
((I-\lambda B) f)\left(x_{0}\right)<0 \quad \text { for all } \lambda>0 . \tag{11}
\end{equation*}
$$

Remark 4. Consider the system

$$
\begin{array}{ll}
-\Delta u=f-\lambda^{2} v & \text { in } \Omega \\
-\Delta v=u & \text { in } \Omega \\
u=v=0 & \text { on } \partial \Omega
\end{array}
$$

Hence for $B$ as in Remark 2 and $\lambda<\lambda_{1}$

$$
u=\left(\sum_{k=0}^{\infty}\left(\lambda^{4} B^{4}\right)^{k}\right)(I+\lambda B)(I-\lambda B) B f .
$$

If $\lambda<\lambda_{0}$ as well, then Theorem 2(a) together with the classical maximum principle shows that if $f \geqq 0, f \neq 0$ then $u>0$ in $\Omega$. Both this system and (6) cannot be uncoupled as in [1, Remark 1.7] to find a maximum principle. Recent results concerning [1, Remark 1.7] can be found in [5].

Remark 5. Let $\Omega$ be an arbitrary domain, and let $\varphi_{1}, \varphi_{2}$ be the first and second eigenfunctions of (8), respectively. Set $H=\left\{c_{1} \varphi_{1}+c_{2} \varphi_{2} ; c_{1}, c_{2} \in \mathbb{R}\right\}$. We can prove that $B(I-\lambda B)$ from $H$ into $H$ is positive if and only if $\lambda \leqq \lambda_{0}=\left(\lambda_{1}^{-1}+\lambda_{2}^{-1}\right)^{-1}$. We can also hope that in general $\lambda_{0}=\left(\sum \lambda_{i}^{-1}\right)^{-1}$, with the summation over all eigenfunctions. However, direct but tedious computations show that with $\Omega=(0,1)$ and $H=$ $\left\{c_{1} \varphi_{1}+c_{2} \varphi_{2}+c_{3} \varphi_{3} ; c_{1} \in \mathbb{R}\right\}$ the following inequality holds:

$$
\lambda_{0}<\left(\lambda_{1}^{-1}+\lambda_{2}^{-1}+\lambda_{3}^{-1}\right)^{-1} .
$$

Proofs. Lemma 1 can be proved by a straightforward application of the classical strong maximum principle. Let $\varphi_{1}$ be the first eigenfunction of (8) with $\varphi_{1}>0$ in $\Omega$. Since $v=0$ on $\partial \Omega$ and $v \in C^{2}(\bar{\Omega})$, there is $c_{1}>0$ such that

$$
\begin{equation*}
v \leqq c_{1} \varphi_{1} \quad \text { in } \Omega \tag{12}
\end{equation*}
$$

Let $w \in C^{2}(\bar{\Omega})$ be the solution of

$$
\begin{array}{ll}
-\Delta w=v & \text { in } \Omega \\
w=0 & \text { on } \partial \Omega . \tag{13}
\end{array}
$$

The maximum principle, [4, Thm. 2.6], then shows that

$$
\begin{equation*}
w \leqq \frac{c_{1}}{\lambda_{1}} \varphi_{1} \quad \text { in } \Omega \tag{14}
\end{equation*}
$$

Since $-\Delta(u+\lambda w)=f_{1} \geqq 0$ and $f_{1} \neq 0$, the strong maximum principle [4, Thms. 2.6, 2.7] implies that $u+\lambda w>c_{2} \varphi_{1}$ in $\Omega$ for some $c_{2}>0$. Hence,

$$
\begin{equation*}
u>c_{2} \varphi_{1}-\lambda w \geqq c_{2} \varphi_{1}-\lambda \frac{c_{1}}{\lambda_{1}} \varphi_{1} \geqq 0 \quad \text { in } \Omega \text { if } \lambda \leqq \lambda_{1} \frac{c_{2}}{c_{1}} . \tag{15}
\end{equation*}
$$

Proof of Theorem 2(a, b). Equations (6) can be rewritten as

$$
\begin{align*}
u(x) & =\int_{\Omega} G(x, y)(f(y)-\lambda v(y)) d y \\
& =\int_{\Omega} G(x, y)\left(f(y)-\lambda \int_{\Omega} G(y, z) f(z) d z\right) d y  \tag{16}\\
& =\int_{\Omega}\left(G(x, y)-\lambda \int_{\Omega} G(x, z) G(z, y) d z\right) f(y) d y
\end{align*}
$$

where (see [2, eqs. (2.12), (2.13)]),

$$
\begin{align*}
& G(x, y)=g_{n}\left(|x-y|^{2-n}-\left|\left(|y| x-|y|^{-1} y\right)\right|^{2-n}\right), \quad y \neq 0  \tag{17}\\
& G(x, 0)=g_{n}\left(|x|^{2-n}-1\right)
\end{align*}
$$

The Euclidean norm is denoted by $|\cdot|$, and $g_{n}=\left(n(n-2) \omega_{n}\right)^{-1}$, where $\omega_{n}$ is the volume of the unit ball in $\mathbb{R}^{N}$.

To prove the theorem, it is sufficient to show that

$$
\begin{equation*}
M(x, y):=(G(x, y))^{-1} \int_{\Omega} G(x, z) G(z, y) d z<M \tag{18}
\end{equation*}
$$

for some $M<\infty$. We then find that $u>0$ for all $\lambda \leqq \lambda_{0}=M^{-1}$.
We will prove (18) by direct computations.
To simplify the notations we set

$$
(x y)=|x-y|, \quad(X Y)=\left|\left(|y| x-|y|^{-1} y\right)\right|, \text { etc. }
$$

Note that $(X Y)=\left(|y|^{2}|x|^{2}-2(x, y)+1\right)^{1 / 2}=(Y X)$, and hence

$$
\begin{align*}
(X Y)^{2}-(x y)^{2} & =|y|^{2}|x|^{2}+1-|x|^{2}-|y|^{2} \\
& =\left(1-|x|^{2}\right)\left(1-|y|^{2}\right)>0 \quad \text { for } x, y \in \Omega,  \tag{19}\\
(x y)^{-1}-(X Y)^{-1} & =\frac{\left(1-|x|^{2}\right)\left(1-|y|^{2}\right)}{(X Y)+(x y)}(x y)^{-1}(X Y)^{-1} \quad \text { for } x \neq y . \tag{20}
\end{align*}
$$

Using (17)-(20) we find that

$$
\begin{aligned}
& g_{n}^{-1} M(x, y)= \int_{\Omega} \frac{\left((x z)^{2-n}-(X Z)^{2-n}\right)\left((y z)^{2-n}-(Y Z)^{2-n}\right)}{(x y)^{2-n}-(X Y)^{2-n}} d z \\
&= \int_{\Omega} \frac{\left((x z)^{-1}-(X Z)^{-1} \sum_{k=0}^{n-3}(x z)^{3-n+k}(X Z)^{-k}\right.}{\left((x y)^{-1}-(X Y)^{-1}\right) \sum_{k=0}^{n-3}(x y)^{3-n+k}(X Y)^{-k}} \\
& \cdot \cdot\left((y z)^{-1}-(Y Z)^{-1}\right) \sum_{k=0}^{n-3}(y z)^{3-n+k}(Y Z)^{-k} d z \\
&= \int_{\Omega} \frac{\left(1-|x|^{2}\right)\left(1-|z|^{2}\right)}{1+(x z)(X Z)^{-1}} \frac{1+(x y)(X Y)^{-1}}{\left(1-|x|^{2}\right)\left(1-|y|^{2}\right)} \frac{\left(1-|y|^{2}\right)\left(1-|z|^{2}\right)}{1+(y z)(Y Z)^{-1}}
\end{aligned}
$$

$$
\begin{gather*}
\cdot \frac{\left(\sum_{k=0}^{n-3}(x z)^{2-n+k}(X Z)^{-2-k}\right)\left(\sum_{k=0}^{n-3}(y z)^{2-n+k}(Y Z)^{-2-k}\right)}{\sum_{k=0}^{n-3}(x y)^{2-n+k}(X Y)^{-2-k}} d z  \tag{21}\\
=(x y)^{n-2}(X Y)^{2}\left(\sum_{k=0}^{n-3}\left(\frac{(x y)}{(X Y)}\right)^{k}\right)^{-1} \int_{\Omega} \frac{\left(1-|z|^{2}\right)^{2}\left(1+(x y)(X Y)^{-1}\right)}{\left(1+(x z)(X Z)^{-1}\right)\left(1+(y z)(Y Z)^{-1}\right)} \\
\cdot\left(\sum_{k=0}^{n-3}\left(\frac{(x z)}{(X Z)}\right)^{k}\right)\left(\sum_{k=0}^{n-3}\left(\frac{(y z)}{(Y Z)}\right)^{k}\right)(y z)^{2-n}(x z)^{2-n}(Y Z)^{-2}(X Z)^{-2} d z \\
\leqq(x y)^{n-2}(X Y)^{2} \int_{\Omega}\left(1-|z|^{2}\right)^{2} 2(n-2)^{2}(y z)^{2-n}(x z)^{2-n}(Y Z)^{-2}(X Z)^{-2} d z .
\end{gather*}
$$

Assume $x \neq y$ and split $\Omega$ in $\Omega_{1}$ and $\Omega_{2}$, where

$$
\Omega_{1}=\{z \in \Omega ;|x-z|<|y-z|\}, \quad \Omega_{2}=\{z \in \Omega ;|x-z|>|y-z|\} .
$$

If $|x-z|<|y-z|$, then $|y-z| \geqq|y-x|-|x-z| \geqq|y-x|-|y-z|$ and

$$
\begin{aligned}
\left|\left(|y| x-|y|^{-1} y\right)\right| & \leqq|y||x-z|+\left|\left(|y| z-|y|^{-1} y\right)\right| \\
& \leqq|y-z|+\left|\left(|y| z-|y|^{-1} y\right)\right| .
\end{aligned}
$$

## Hence

$$
\begin{array}{ll}
(x y) \leqq 2(y z), & \text { and } \\
(X Y) \leqq 2(Y Z) & \text { for } z \in \Omega_{1} . \tag{23}
\end{array}
$$

By exchanging $x$ and $y$, respectively $X$ and $Y$, we find equivalent inequalities for $z \in \Omega_{2}$. Moreover,

$$
\begin{align*}
(X Z)^{2} & =|x|^{2}|z|^{2}-2(x, z)+1 \\
& \geqq|x|^{2}|z|^{2}-2|x||z|+1 \\
& =(1-|x||z|)^{2}  \tag{24}\\
& \geqq(1-|z|)^{2} \geqq \frac{1}{4}\left(1-|z|^{2}\right)^{2} \quad \text { for } z \in \Omega .
\end{align*}
$$

Combining (21)-(24) yields

$$
\begin{align*}
& M(x, y) \leqq 2(n-2)^{2} g_{n}\left(\int_{\Omega_{1}}\left(\frac{1-|z|^{2}}{(X Z)}\right)^{2}\left(\frac{(x y)}{(y z)}\right)^{n-2}\left(\frac{(X Y)}{(Y Z)}\right)^{2}(x z)^{2-n} d z\right. \\
&\left.\quad+\int_{\Omega_{2}}\left(\frac{1-|z|^{2}}{(Y Z)}\right)^{2}\left(\frac{(x y)}{(x z)}\right)^{n-2}\left(\frac{(X Y)}{(X Z)}\right)^{2}(y z)^{2-n} d z\right) \\
& \leqq 2^{n+3}(n-2)^{2} g_{n}\left(\int_{\Omega_{1}}(x z)^{2-n} d z+\int_{\Omega_{2}}(y z)^{2-n} d z\right)  \tag{25}\\
&<2^{n+4}(n-2)^{2} g_{n} \int_{2 \Omega}|z|^{2-n} d z=2^{n+5} \frac{(n-2) \omega_{n-1}}{n \omega_{n}},
\end{align*}
$$

which completes the proof of Theorem 2(a).
To prove Theorem 2(b) let $\varphi_{1}$ and $\varphi_{2}$ be, respectively, the first and second eigenfunctions of (8), with $\varphi_{1}>0$ in $\Omega$.

First note that $\lambda_{0} \leqq \lambda_{1}$. Indeed, if $\lambda>\lambda_{1}$ then $u=\lambda_{1}^{-1}\left(1-\lambda / \lambda_{1}\right) \varphi_{1}$ is a solution of (6) with $f=\varphi_{1}>0$ in $\Omega$, while $u<0$ in $\Omega$. Suppose $\left(\lambda_{1}^{-1}+\lambda_{2}^{-1}\right)^{-1}<\lambda \leqq \lambda_{1}$ and let $c>0$ be the largest constant such that

$$
\begin{equation*}
\varphi_{1}-c \varphi_{2} \geqq 0 \quad \text { in } \Omega . \tag{26}
\end{equation*}
$$

Let $U$ be the solution of (6) with $f=\varphi_{1}-c \varphi_{2}$. Then

$$
\begin{equation*}
U=\lambda_{1}^{-2}\left(\lambda_{1}-\lambda\right)\left(\varphi_{1}-c \varphi_{2}\right)-c\left(\lambda_{1}^{-2}-\lambda_{2}^{-2}\right)\left(\lambda-\left(\lambda_{1}^{-1}+\lambda_{2}^{-1}\right)^{-1}\right) \varphi_{2} . \tag{27}
\end{equation*}
$$

If $\lambda=\lambda_{1}$ then $U$ is negative somewhere in $\Omega$ since $\varphi_{2}$ changes sign. If $\lambda<\lambda_{1}$ then $U$ is negative somewhere since $c$ is the largest constant such that (26) holds, which is a contradiction.
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#### Abstract

The one-dimensional equations of semiconductor devices are presented and studied here as a singular perturbation problem. It is shown that the limit problem, for reverse-biased devices, is a variational inequality of double obstacle type, which justifies, in some sense, the so-called total depletion assumption often used by engineers. It is also proven that the solution is unique if the value of the singular perturbation parameter is small enough.
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1. Introduction. The basic equations governing carrier transport in semiconductor devices are [10]:

$$
\begin{align*}
& \operatorname{div}(\varepsilon \nabla \psi)=-q(D-n+p) \quad \text { in } \Omega \times[0, T],  \tag{1.1}\\
& \frac{\partial p}{\partial t}=\operatorname{div}\left(D_{p} \nabla p+\mu_{p} p \nabla \psi\right)+R \quad \text { in } \Omega \times[0, T],  \tag{1.2}\\
& \frac{\partial n}{\partial t}=\operatorname{div}\left(D_{n} \nabla n-\mu_{n} n \nabla \psi\right)+R \quad \text { in } \Omega \times[0, T], \tag{1.3}
\end{align*}
$$

suitable initial and boundary conditions,
where $\psi(t, x)$, the electric potential; $p(t, x)$, the concentration of positively charged holes; and $n(t, x)$, the concentration of negatively charged conduction electrons, are the unknowns. The function $D(x)$, the doping profile, is supposed to be known, as well as $\varepsilon(x)$, the permitivity of the semiconductor material. On the other hand, $\mu_{p}(\nabla \psi)$ and $\mu_{n}(\nabla \psi)$, the hole and electron mobilities, $D_{p}(\nabla \psi)$ and $D_{n}(\nabla \psi)$, the hole and the electron diffusion coefficients, and the generation-recombination term $R(p, n, \nabla \psi)$ are supposed to be known functions of $\nabla \psi$ and $p, n, \nabla \psi$, respectively. Finally $q$ is the charge of the electron.

In the present paper we study a simplified version of (1.1)-(1.4). In particular:
(1) We consider a one-dimensional case: $\Omega=]-a, b$ [ with $a, b>0$.
(2) We assume $\varepsilon, \mu_{p}, \mu_{n}, D_{p}, D_{n}$ to be constants.
(3) We consider the stationary case: $\partial p / \partial t=\partial n / \partial t=0$.
(4) We neglect the generation-recombination term: $R \equiv 0$; this makes sense at least for reverse-biased devices, such as those we will consider.
(5) We assume $D(x)$ to be of the form

$$
\begin{equation*}
D(x)=D_{0} \operatorname{sign} x, \quad\left(D_{0}>0\right) \tag{1.5}
\end{equation*}
$$

(in particular this implies that the junction is at $x=0$ ); in fact, to assume that $D(x)=D_{1}<0$ for $x<0$ and $D(x)=D_{2}>0$ for $x>0$ (which is far more realistic) would only complicate the notation, and would not change the results.

[^23]With assumptions (1)-(5), (1.1)-(1.3) can now be rewritten, after a suitable scaling, as follows:

$$
\begin{array}{ll}
\psi_{s}^{\prime \prime}=-D_{s}+n_{s}-p_{s} & \text { in }]-a, b[, \\
\left(\lambda p_{s}^{\prime}+p_{s} \psi_{s}^{\prime}\right)^{\prime}=0 & \text { in }]-a, b[, \\
\left(\lambda \psi_{s}^{\prime}-n_{s} \psi_{s}^{\prime}\right)^{\prime}=0 & \text { in }]-a, b\left[, q D_{0} ; D_{s}=D / D_{0}\right),  \tag{1.8}\\
\left(n_{s}=n / D_{0}\right) .
\end{array}
$$

Note that the same $\lambda$ appears in (1.7) and (1.8) because we assume Einstein's relations

$$
\begin{equation*}
D_{p} / \mu_{p}=D_{n} / \mu_{n}=k T / q \tag{1.9}
\end{equation*}
$$

hold (here $k$ is the Boltzmann constant and $T$ is the absolute temperature). The dependence of $\lambda$ on the other physical quantities is given by

$$
\begin{equation*}
\lambda=\varepsilon k T / q^{2} D_{0}, \tag{1.10}
\end{equation*}
$$

which shows that $[\lambda]=$ square meters. For a piece of silicon at room temperature and a doping $D_{0}=10^{23} / \mathrm{m}^{3}$, (1.10) gives $\lambda \simeq 10^{-16} \mathrm{~m}^{2}$. Let $d$ be the actual length of the device (a typical value would be $d=10^{-5} \mathrm{~m}$ ). By scaling the domain to one, we obtain $\lambda / d^{2} \simeq 10^{-16}(\mathrm{~m} / d)^{2}$, which is now a good dimensionless "stiffness parameter." From now on we will assume that $d$ is used as the unit for length. In particular, $b+a=1 d$. Hence, a typical value for $\lambda$ would be $\lambda \simeq 10^{-6} d^{2}$. Note that equations (1.6)-(1.8) are not dimensionless. In particular, $\left[\psi_{s}\right]=\left[d^{2}\right]=L^{2},\left[p_{s}\right]=[1],\left[n_{s}\right]=[1]$, and $[x]=[d]=L$.

It is natural to ask what is the limit of the solutions of (1.6)-(1.8) (with suitable boundary conditions) as $\lambda / d^{2}$ goes to zero. This has been done previously [2]-[4] with some additional simplifications. In particular, in [2] and [4] the unipolar case (say $D_{s} \equiv-1$ and $n_{s} \equiv 0$ ) has been studied for one-dimensional and two-dimensional domains (respectively), while in [3] the full set of three equations has been considered (in one dimension) but with simplified boundary conditions. In the present paper we consider the limit of $(1.6)-(1.8)$ for $\lambda / d^{2}$ going to zero with more realistic boundary conditions. More precisely, the physical boundary conditions are given (before scaling) by

$$
\begin{align*}
& p(-a)=D_{0}(1+\beta), \quad p(b)=D_{0} \beta  \tag{1.11}\\
& n(-a)=D_{0} \beta, \quad n(b)=D_{0}(1+\beta),  \tag{1.12}\\
& \psi(-a)=-V-\frac{k T}{2 q} \log \frac{1+\beta}{\beta}, \quad \psi(b)=V+\frac{k T}{2 q} \log \frac{1+\beta}{\beta} . \tag{1.13}
\end{align*}
$$

Here the externally applied potential is assumed to be $-V$ at $x=-a$ and $V$ at $x=b$ (reverse bias). In (1.11)-(1.13) $\beta$ is the solution of

$$
\begin{equation*}
\beta(1+\beta)=\nu_{i}^{2}=n_{i}^{2} / D_{0}^{2} \tag{1.14}
\end{equation*}
$$

with

$$
\begin{equation*}
n_{i}=2\left(2 \pi k T / h^{2}\right)^{3 / 2}\left(m_{n} m_{p}\right)^{3 / 4} e^{-W_{f} / 2 k T} \tag{1.15}
\end{equation*}
$$

( $h$ is Planck's constant, $m_{n}$ and $m_{p}$ are the effective mass of an electron and hole, respectively, and $W_{f}$ is the width of the semiconductor forbidden band). After scaling, (1.11)-(1.13) become

$$
\begin{align*}
& p_{s}(-a)=1+\beta, \quad p_{s}(b)=\beta  \tag{1.16}\\
& n_{s}(-a)=\beta, \quad n_{s}(b)=1+\beta  \tag{1.17}\\
& \psi_{s}(-a)=-\bar{\psi}=-\alpha-\gamma, \quad \psi_{s}(b)=\bar{\psi}=\alpha+\gamma, \tag{1.18}
\end{align*}
$$

with

$$
\begin{equation*}
\alpha=\frac{\varepsilon}{q D_{0}} V, \quad \gamma=\frac{\lambda}{2} \log \frac{1+\beta}{\beta} . \tag{1.19}
\end{equation*}
$$

In [3] the simplified boundary conditions

$$
\begin{array}{ll}
p_{s}(-a)=1, & p_{s}(b)=0, \\
n_{s}(-a)=0, & n_{s}(b)=1, \\
\psi_{s}(-a)=-\alpha, & \psi_{s}(b)=\alpha \tag{1.22}
\end{array}
$$

were assumed instead of (1.16)-(1.18).
If we want to study the limit of the problem (1.6)-(1.8) plus (1.16)-(1.18) for $\lambda$ going to zero, we should express the dependence on $\lambda$ of the boundary conditions (1.16)-(1.18) as well. Let us look again at (1.10). Since it is not reasonable to assume that $k$, $\varepsilon$, or $q$ can change, we may think either the temperature $T$ goes to zero or the doping $D_{0}$ goes to infinity. At first sight perhaps the second possibility looks physically more appealing, but it has the drawback that $D_{0}$ also enters in the scaling so that in the end we would not clearly understand the significance of the limit problem for the original unscaled variables. The first possibility does not have this drawback, and therefore we choose to let the temperature go to zero both in (1.10) (as was done first in [2] and then in [1], [3]) and in (1.15). Still we point out explicitly that the limit for $T \rightarrow 0$ has to be understood as just a mathematical "trick" in order to have better insight into the qualitative behavior of the solutions for the physical value of $\lambda$ (or, rather $\lambda / d^{2}$ ), which is actually very small.

If we assume that the variable parameter in (1.10) is the temperature $T$, we can then express the behavior of the boundary conditions (1.16)-(1.18) as a function of $\lambda$ as follows:

$$
\begin{align*}
& \beta=\frac{1}{2}\left(\sqrt{1+4 B \lambda^{3} e^{-A / \lambda}}-1\right),  \tag{1.23}\\
& \gamma=\frac{\lambda}{2} \log \left(\sqrt{1+4 B \lambda^{3} e^{-A / \lambda}}+1\right) /\left(\sqrt{1+4 B \lambda^{3} e^{-A / \lambda}}-1\right), \tag{1.24}
\end{align*}
$$

with

$$
\begin{align*}
& A=W_{f} \varepsilon / q^{2} D_{0}  \tag{1.25}\\
& B=4 D_{0}\left(2 \pi q^{2} / h^{2} \varepsilon\right)^{3}\left(m_{n} m_{p}\right)^{3 / 2} \tag{1.26}
\end{align*}
$$

Note that $A$ is the scaled value of the potential difference associated with the energy gap between valence and conduction band, which is a kind of built-in potential at $0^{\circ} \mathrm{K}$.

In the present paper we study the limit for $\lambda \rightarrow 0$ of (1.6)-(1.8) with the boundary conditions (1.16)-(1.18) and the relations (1.23)-(1.24). We show that as $\lambda \rightarrow 0$ the solutions of this problem tend to the solution of the double obstacle problem: find $\psi_{0} \in C^{1}([-a, b])$ such that

$$
\begin{align*}
& \psi_{0}(-a)=-(\alpha+A / 2), \quad \psi_{0}(b)=\alpha+A / 2,  \tag{1.27}\\
& \left.-(\alpha+A / 2) \leqq \psi_{0} \leqq \alpha+A / 2 \quad \text { in }\right]-a, b[  \tag{1.28}\\
& \psi_{0}^{\prime \prime} \leqq-D_{s}(x) \quad \text { when } \psi_{0}>-(\alpha+A / 2),  \tag{1.29}\\
& \psi_{0}^{\prime \prime} \leqq-D_{s}(x) \quad \text { when } \psi_{0}<\alpha+A / 2 . \tag{1.30}
\end{align*}
$$

Moreover, $p_{0}$ and $n_{0}$ are then the characteristic functions of the sets $\left\{\psi_{0}=-\alpha-A / 2\right\}$ and $\left\{\psi_{0}=\alpha+A / 2\right\}$, respectively. In some sense this justifies the so-called "total depletion assumption," which is often used for reverse-biased devices.

We also show that the solution of (1.6)-(1.8) plus (1.16)-(1.18) is unique for $\lambda$ small enough. To our knowledge, three techniques are available for proving the uniqueness of the solution of this problem.
(1) For $\lambda$ big enough, the nonlinearity of (1.7)-(1.8) becomes negligible and the uniqueness of the solution is trivial. However, this case is physically unreasonable.
(2) For $\alpha$ small enough we have a small perturbation of the nonlinear problem $\psi_{s}^{\prime \prime}=-D_{s}(x)-\nu_{i} e^{-\psi_{s} / \lambda}+\nu_{i} e^{\psi_{s} / \lambda}$ that is of monotone type. This approach is followed, for instance, in [9]. See also [7] for additional references.
(3) For $\lambda$ small enough, we can take advantage of the uniqueness of the limit for $\lambda \rightarrow 0$ of the solutions of the problem itself. This approach has been followed in [3] for the simplified boundary conditions.

Here the result is proved for the physical boundary conditions. However, we point out that uniqueness is not expected to hold in more general two-dimensional cases.

Finally, we remark that, although the difference between the simplified boundary conditions (1.20)-(1.22) and the physical ones (1.16)-(1.18) is very small (of order $10^{-10}$ or less for silicon at room temperature, for example), the qualitative behavior of the solutions changes. For instance, with the simplified boundary conditions we have, in general, $\psi_{s}^{\prime}(-a)<0$ and $\psi_{s}^{\prime}(b)<0$, while with the physical boundary conditions we have $\psi_{s}^{\prime}(x)>0$ everywhere. Similarly, we have $J_{p}:=\left(\lambda p_{s}^{\prime}+p_{s} \psi_{s}^{\prime}\right)<0$ with the simplified boundary conditions and $J_{p}>0$ with the "true" boundary conditions.

For a different scaling and a different asymptotic analysis see, for instance, [6], [7], and the references therein. For an analysis of the present scaling in some time-dependent problems, see [8].
2. An existence theorem. For the reader's convenience we rewrite the full problem in its scaled version here. We delete the subscript $s$.

Problem 1. Given the positive constants $a, b, \lambda, \alpha, A$, and $B$, find functions $\psi$, $p$, and $n$ such that

$$
\begin{array}{ll}
\psi^{\prime \prime}=-\operatorname{sign} x-p+n & \text { in }]-a, b[, \\
\mid\left(\lambda p^{\prime}+p \psi^{\prime}\right)^{\prime}=0 & \text { in }]-a, b[, \\
\left(\lambda n^{\prime}-n \psi^{\prime}\right)^{\prime}=0 & \text { in }]-a, b[, \\
\psi(-a)=-\bar{\psi}, & \psi(b)=\bar{\psi}, \\
p(-a)=1+\beta, & p(b)=\beta, \\
n(-a)=\beta, & n(b)=1+\beta \tag{2.6}
\end{array}
$$

where

$$
\begin{equation*}
\bar{\psi}=\alpha+\frac{\lambda}{2} \log \frac{1+\beta}{\beta}, \tag{2.7}
\end{equation*}
$$

and $\beta$ is the positive solution of

$$
\begin{equation*}
\beta(1+\beta)=B \lambda^{3} e^{-A / \lambda}=: \nu_{i}^{2} . \tag{2.8}
\end{equation*}
$$

In the following we use, as an abbreviation, the notation

$$
\begin{equation*}
D(x)=-\operatorname{sign} x . \tag{2.9}
\end{equation*}
$$

We also introduce the so-called Slotboom variables:

$$
\begin{align*}
& \rho(x)=p(x) \exp [(\psi-\bar{\psi}) / \lambda],  \tag{2.10}\\
& \sigma(x)=n(x) \exp [-(\bar{\psi}+\psi) / \lambda] . \tag{2.11}
\end{align*}
$$

We use them at once to show some interesting properties of the solutions of Problem 1 (if any exist). Substituting (2.10) and (2.11) into (2.2),(2.5) and (2.3),(2.6), respectively, we get

$$
\begin{align*}
& \left(\exp [-(\psi-\bar{\psi}) / \lambda] \rho^{\prime}\right)^{\prime}=0, \quad \rho(-a)=\beta \exp (-2 \alpha / \lambda), \quad \rho(b)=\beta  \tag{2.12}\\
& \left(\exp [(\psi+\bar{\psi}) / \lambda] \sigma^{\prime}\right)^{\prime}=0, \quad \sigma(-a)=\beta, \quad \sigma(b)=\beta \exp (-2 \alpha / \lambda) \tag{2.13}
\end{align*}
$$

From this and the maximum principle we obtain

$$
\begin{align*}
& \beta \exp (-2 \alpha / \lambda) \leqq \rho \leqq \beta,  \tag{2.14}\\
& \beta \exp (-2 \alpha / \lambda) \leqq \sigma \leqq \beta, \tag{2.15}
\end{align*}
$$

and moreover it follows that $\rho$ is a nondecreasing function and $\sigma$ is a nonincreasing function. Finally, from (2.10)-(2.15) we obtain the well-known properties (see, e.g. [9], [11])

$$
\begin{equation*}
\beta(\beta+1) \exp (-2 \alpha / \lambda) \leqq p n=\rho \sigma \exp (2 \bar{\psi} / \lambda) \leqq \beta(\beta+1) \exp (2 \alpha / \lambda) \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
p>0, \quad n>0, \tag{2.17}
\end{equation*}
$$

which are the properties we mentioned above. Let us remark also that solving (2.2) and (2.3) for $p$ and $n$, using the boundary conditions (2.4)-(2.6), we get, respectively,

$$
\begin{align*}
p(x)= & \exp [(\bar{\psi}-\psi) / \lambda] \beta\left\{e^{-2 \alpha / \lambda} \int_{x}^{b} e^{\psi / \lambda} / \int_{-a}^{b} e^{\psi / \lambda}\right.  \tag{2.18}\\
& \left.+\int_{-a}^{x} e^{\psi / \lambda} / \int_{-a}^{b} e^{\psi / \lambda}\right\}, \\
n(x)= & \exp [(\bar{\psi}+\psi) / \lambda] \beta\left\{e^{-2 \alpha / \lambda} \int_{-a}^{x} e^{-\psi / \lambda} / \int_{-a}^{b} e^{-\psi / \lambda}\right.  \tag{2.19}\\
& \left.+\int_{x}^{b} e^{-\psi / \lambda} / \int_{-a}^{b} e^{-\psi / \lambda}\right\}
\end{align*}
$$

and then we can write (2.2) and (2.3) in the form

$$
\begin{align*}
& \lambda p^{\prime}+p \psi^{\prime}=: C_{p}=\lambda \nu_{i}\left(e^{\alpha / \lambda}-e^{-\alpha / \lambda}\right) / \int_{-a}^{b} e^{\psi / \lambda}  \tag{2.20}\\
& \lambda n^{\prime}-n \psi^{\prime}=: C_{n}=\lambda \nu_{i}\left(e^{-\alpha / \lambda}-e^{\alpha / \lambda}\right) / \int_{-a}^{b} e^{-\psi / \lambda} \tag{2.21}
\end{align*}
$$

With these preliminaries we outline the proof of the following well-known result (see, for instance, [5], [7]).

Theorem 1. For every $\lambda>0$ there exists at least one solution $\{\psi, p, n\}$ of Problem 1.

Proof. Let

$$
\begin{equation*}
\chi=\left(1+\sqrt{1+4 \nu_{i}^{2} \exp (2 \alpha / \lambda)}\right) / 2 \tag{2.22}
\end{equation*}
$$

be the maximum root of the second-degree equation

$$
\begin{equation*}
\chi^{2}-\chi-\nu_{i}^{2} e^{2 \alpha / \lambda}=0 \tag{2.23}
\end{equation*}
$$

and consider the set

$$
\begin{equation*}
K_{\chi}=\{(p, n): 0 \leqq p \leqq \chi, 0 \leqq n \leqq \chi\} \subset\left(L^{\infty}(-a, b)\right)^{2} . \tag{2.24}
\end{equation*}
$$

Now we define on $K_{\chi}$ a mapping $T:(p, n) \rightarrow(\bar{p}, \bar{n})$ in the following way. For fixed ( $p, n) \in K_{\chi}$ let $\Psi$ be the solution of

$$
\begin{equation*}
\left.\Psi^{\prime \prime}=D-p+n \quad \text { in }\right]-a, b[, \quad \Psi(-a)=-\bar{\psi}, \quad \Psi(b)=\bar{\psi} \tag{2.25}
\end{equation*}
$$

and then let $P$ and $N$ be the solution of

$$
\begin{align*}
& \left.\lambda P^{\prime \prime}+P^{\prime} \Psi^{\prime}+P \Psi^{\prime \prime}=0 \quad \text { in }\right]-a, b[, \quad P(-a)=1+\beta, \quad P(b)=\beta,  \tag{2.26}\\
& \left.\lambda N^{\prime \prime}-N^{\prime} \Psi^{\prime}-N \Psi^{\prime \prime}=0 \quad \text { in }\right]-a, b[, \quad N(-a)=\beta, \quad N(b)=1+\beta \tag{2.27}
\end{align*}
$$

(which are given explicitly by (2.18) and (2.19), respectively, with $\Psi$ in the place of $\psi$ ). Now let us set

$$
\begin{equation*}
\bar{p}=\min (\chi, P), \quad \bar{n}=\min (\chi, N) . \tag{2.28}
\end{equation*}
$$

This defines the operator $T$. Obviously, $T$ maps $K_{\chi}$ into itself. On the other hand, $T$ is compact and therefore has a fixed point. Let ( $\tilde{p}, \tilde{n}$ ) be such a fixed point and $\tilde{\psi}$ the corresponding solution of (2.1). To prove that $(\tilde{p}, \tilde{n}, \tilde{\psi})$ is a solution of Problem 1, it is enough to show that the corresponding functions $\tilde{P}, \tilde{N}$ satisfy $\tilde{P} \leqq \chi, \tilde{N} \leqq \chi$. Suppose to the contrary that, e.g., $\tilde{P}$ has a maximum $\tilde{P}(\bar{x})>\chi$ at $\bar{x} \in]-a, b\left[\right.$. Then $\tilde{P}^{\prime \prime}(\bar{x}) \leqq 0$, $\tilde{P}^{\prime}(\bar{x})=0$, and from (2.26) it follows that $\tilde{P}(\bar{x}) \tilde{\Psi}^{\prime \prime}(\bar{x}) \geqq 0$, so that $\tilde{\Psi}^{\prime \prime}(\bar{x}) \geqq 0$. Now

$$
\begin{align*}
0 & \leqq \tilde{\Psi}^{\prime \prime}(\bar{x})=D(\bar{x})-\tilde{p}(\bar{x})+\tilde{n}(\bar{x})  \tag{2.29}\\
& \leqq 1-\chi+\tilde{N}(\bar{x}) \leqq 1-\chi+\nu_{i}^{2} e^{2 \alpha / \lambda} / \tilde{P}(\bar{x})<1-\chi+\nu_{i}^{2} e^{2 \alpha / \lambda} / \chi
\end{align*}
$$

(where we have used the fact that $\tilde{P}$ and $\tilde{N}$ satisfy (2.16)), and this contradicts the definition of $\chi$.

Finally, let us note, as follows from (2.1), (2.18), and (2.19), that any solution of Problem 1 is of class $C^{1}$ in $]-a, b[$ and analytic in $]-a, 0[$ and in $] 0, b[$.
3. Qualitative properties of the solutions. In this section we will study some qualitative properties of the solutions of Problem 1. The objective is twofold. On the one hand, we want to know the behavior of $p, n$, and $\psi$, which is of interest in itself, and on the other hand, the results obtained in this section will be used to prove an important a priori estimate in the next section.

Proposition 1. Let $\bar{x} \in[-a, b], \bar{x} \neq 0$. Then the following two assertions hold:
(a) If $p(\bar{x})-D(\bar{x})<n(\bar{x})$, then $p-D$ cannot have a minimum at $\bar{x}$ and $n$ cannot have a maximum at $\bar{x}$.
(b) If $p(\bar{x})-D(\bar{x})>n(\bar{x})$, then $p-D$ cannot have a maximum at $\bar{x}$ and $n$ cannot have a minimum at $\bar{x}$.

Proof. The result is an easy consequence of the maximum principle applied to (2.2) and (2.3).

Remark 1. Let $\bar{x} \in[-a, b]$. If $p(\bar{x})-D(\bar{x}-)<n(\bar{x})$ and $p^{\prime}(\bar{x})=0$, then $p$ cannot be decreasing in a left neighborhood of $\bar{x}$. To see this it is enough to calculate $\lim _{x \rightarrow \bar{x}-} p^{\prime \prime}(x)$. Mutatis mutandis we can state and prove several similar results (with $n$ instead of $p,>$ instead of $<$ and $\bar{x}+\operatorname{instead}$ of $\bar{x}-$ ).

Now let us define the following two functions:

$$
\begin{array}{ll}
M(x)=\max (p-1, n) & \text { in }[-a, 0] \\
m(x)=\min (p-1, n), & \text { in }[-a, 0] . \tag{3.2}
\end{array}
$$

Proposition 2. $M$ has no maxima and $m$ has no minima in $]-a, 0[$.
Proof. Let us suppose that $M$ has a maximum at $\bar{x} \in]-a, 0[$. From Proposition 1 , it follows at once that $p(\bar{x})-1=n(\bar{x})$ and therefore $M(\bar{x})=m(\bar{x})$. On the other
hand, we will have also $M^{\prime}(\bar{x})=m^{\prime}(\bar{x})=0$ and $p^{\prime}(\bar{x})=n^{\prime}(\bar{x})=0$. From this and (2.1)(2.3), we infer that $p^{\prime \prime}(\bar{x})=n^{\prime \prime}(\bar{x})=0$. Now, taking successive derivatives of (2.1)-(2.3), we conclude that all the derivatives of $p$ and $n$ vanish at $\bar{x}$. Since $p$ and $n$ are analytic we have $p=1+\beta$ and $n=\beta$ in $[-a, 0]$. Note that in this case we have $\psi^{\prime \prime}(0-)=0$. On the other hand, since $p(x)$ and $n(x)$ are continuous at $0,(2.1)$ implies $\psi^{\prime \prime}(0+)=-2$, so that, from (2.2) and (2.3), $p^{\prime \prime}(0+)>0$ and $n^{\prime \prime}(0+)<0$. Then in $[0, b] p-D$ is increasing near zero and $n$ is decreasing near zero. Since $p-D=2+\beta$ and $n=\beta$ at $0+$ while $p-D=1+\beta=n$ at $b$, we would contradict Proposition 1 in $[0, b]$. The same reasoning shows that $m$ cannot have a minimum in $]-a, 0[$.

Proposition 3. $\psi$ satisfies $\psi^{\prime}(-a)>0$ and $\psi^{\prime}(b)>0$.
Proof. The proofs of the two assertions are similar. Let us prove the first one. Assume to the contrary that $\psi^{\prime}(-a) \leqq 0$. Equations (2.20) and (2.21) imply that $p^{\prime}(-a)>0$ and $n^{\prime}(-a)<0$. Then $M=p-1$ and $m=n$ in [ $\left.-a, 0\right]$ and for every $x \in[-a, 0]$ we have $M^{\prime}(x)>0$ and $m^{\prime}(x)<0$ (otherwise Proposition 1 or Remark 1 would be contradicted). Hence $p-D>2+\beta$ at $0+$, with $p^{\prime}(0)>0, n^{\prime}(0)<0$, and $p(0)-1>n(0)$. This is impossible because of Proposition 1 and $p-D=1+\beta$ at $b$.

Proposition 4. If $m$ is decreasing in $[-a, 0]$, then $z:=n-p+1>0$ in $]-a, 0]$.
Proof. To the contrary assume first that $z$ has a negative minimum at $\bar{x} \in]-a, 0[$. Hence we have $z(\bar{x})<0, z^{\prime}(\bar{x})=0$, and $z^{\prime \prime}(\bar{x}) \geqq 0$. Since $z^{\prime}(\bar{x})=0$ we have $n^{\prime}(\bar{x})=p^{\prime}(\bar{x})$ and, since $m(x)$ is decreasing, $n^{\prime}(\bar{x})=p^{\prime}(\bar{x}) \leqq 0$. Inserting this in (2.20) we get $\psi^{\prime}(\bar{x})>0$. Now, subtracting (2.3) from (2.2), we get

$$
\begin{equation*}
-\lambda z^{\prime \prime}+\left(p^{\prime}+n^{\prime}\right) \psi^{\prime}+(p+n) z=0 \tag{3.3}
\end{equation*}
$$

which is impossible. Now assume that $z$ has a zero minimum at $\bar{y} \in]-a, 0[$. Hence we have $z(\bar{y})=0, z^{\prime}(\bar{y})=0$, and $z^{\prime \prime}(\bar{y}) \geqq 0$, and therefore $p^{\prime}(\bar{y})=n^{\prime}(\bar{y}) \leqq 0$ and $\psi^{\prime}(\bar{y})>0$. Because of (3.3), $z^{\prime \prime}(\bar{y})=0$ and $p^{\prime}(\bar{y})=n^{\prime}(\bar{y})=0$. This implies, according to the reasoning given in the proof of Proposition 2, that $p=1+\beta$ and $n=\beta$ in $]-a, 0[$, which is impossible. Hence we have shown that $z$ cannot have a nonpositive minimum in $]-a, 0[$. To conclude the proof we must show that $z(0)>0$. Let us assume that this is not true, i.e., $z(0) \leqq 0$, that is $n(0) \leqq p(0)-1$ and $z(0)<z(x)$ for all $x \in[-a, 0]$. This and the hypothesis on $m$ imply that $n(0)<\beta$ and $n^{\prime}(0) \leqq 0$, which contradicts Propositions 1 and 2 (or Remark 1) because $p(0+)-D(0+)>2>n(0+)$ and $n(b)=p(b)-D(b)=$ $1+\beta$.

Proposition 5. If $m$ is decreasing in $[-a, 0]$ then we have the following:
(i) $m=p-1<M=n$ in $]-a, 0]$;
(ii) $m=p-1$ is strictly decreasing in $[-a, 0]$;
(iii) $M=n$ has at most one minimum (and here $n<\beta$ ) in ]-a, 0];
(iv) If there exists $\bar{x} \in]-a, 0]$ such that $n(\bar{x})>\beta$, then $n^{\prime}(\bar{x})>0$.

Proof. Assertions (i) and (ii) follow from Proposition 4 and the hypothesis. Assertion (iii) follows from Proposition 2. Finally Proposition 1 (or Remark 1) gives (iv).

Analogous results hold in $[0, b]$ for the functions

$$
\begin{array}{ll}
\bar{M}(x)=\max (p, n-1) & \text { in }[0, b], \\
\bar{m}(x)=\min (p, n-1) & \text { in }[0, b] . \tag{3.5}
\end{array}
$$

More precisely we have the following propositions.
Proposition 6. If $\bar{m}$ is increasing in $[0, b]$, then $z:=n-p-1<0$ in $[0, b[$.
Proposition 7. If $\bar{m}$ is increasing in $[0, b]$, then we have the following:
(i) $\bar{m}=n-1<\bar{M}=p$, in $[0, b[$;
(ii) $\bar{m}=n-1$ is strictly increasing in $[0, b]$;
(iii) $\bar{M}=p$ has at most one minimum (and here $p<\beta$ ) in $[0, b[$;
(iv) If there exists $\bar{y} \in\left[0, b\left[\right.\right.$ such that $p(\bar{y})>\beta$, then $p^{\prime}(\bar{y})<0$.

We now verify the hypotheses on $m$ and $\bar{m}$.
Proposition 8. The function $m$ is decreasing in $[-a, 0]$.
Proof. If $m$ is not decreasing, we must have $m^{\prime}(-a) \geqq 0$ by Proposition 2. Hence $p^{\prime}(-a) \geqq 0$ and $n^{\prime}(-a) \geqq 0$. Now, adding (2.20) and (2.21), we get

$$
\begin{equation*}
\lambda\left(p^{\prime}+n^{\prime}\right)=C_{p}+C_{n}+(n-p) \psi^{\prime} \tag{3.6}
\end{equation*}
$$

This yields, for $x=-a$,

$$
\begin{equation*}
\lambda\left(p^{\prime}(-a)+n^{\prime}(-a)\right)=C_{p}+C_{n}-\psi^{\prime}(-a) \geqq 0 \tag{3.7}
\end{equation*}
$$

so that, by Proposition 3,

$$
\begin{equation*}
C_{p}+C_{n}>0 . \tag{3.8}
\end{equation*}
$$

On the other hand, (3.6) for $x=b$ yields

$$
\begin{equation*}
\lambda\left(p^{\prime}(b)+n^{\prime}(b)\right)=C_{p}+C_{n}+\psi^{\prime}(b)>0 \tag{3.9}
\end{equation*}
$$

from which it follows that $p^{\prime}(b)>0$ and/or $n^{\prime}(b)>0$, so that $\bar{m}^{\prime}(b)>0$. Hence, again by the obvious analogy of Proposition 2, $\bar{m}$ is increasing in $[0, b]$, so that, by Proposition $7, n-1=\bar{m}<\bar{M}=p$ in $[0, b[$ and $n$ is strictly increasing in $[0, b]$. Now, let us consider the two following cases: (I) $m$ is increasing in [ $-a, 0$ ]; (II) $m$ has a maximum at $\bar{x} \in]-a, 0[$. Next we prove that both (I) and (II) are impossible, and in this way we prove the proposition. In fact, (I) implies that $M$ is increasing in [ $-a, 0$ ] also; hence $p^{\prime}(x) \geqq 0$ and $n^{\prime}(x) \geqq 0$ in $[-a, 0]$, so that $p(0)-1>\beta$ and $n(0)>\beta$. Then $\bar{M}^{\prime}(0) \geqq 0$ and $\bar{M}(0)>\beta+1$. On the other hand, $\bar{M}(b)=\beta$, so that $\bar{M}$ has a maximum in $[0, b[$, which contradicts Proposition 2. Let us consider case (II) now. If $m$ has a maximum at $\bar{x} \in]-a, 0[$, then $M$ is increasing in $[-a, 0]$ and $m$ is decreasing in $[\bar{x}, 0]$, with $m^{\prime}(x)<0$ and $M^{\prime}(x)>0$ in ] $\bar{x}, 0$ ] (see Remark 1). Moreover, $m=p-1$ in $[\bar{x}, 0]$, since otherwise $\bar{M}$ would have a maximum. Summing up, we can say that: (1) $n^{\prime}>0$ and $\beta<n<1+\beta$ in $] \bar{x}, b\left[\right.$; (2) $p^{\prime}<0$ in $\left.] \bar{x}, 0\right]$ and, due to Proposition 7 , in $[0, b[$ $p(x)=\bar{M}(x)$ has at most one minimum where $p<\beta$, and $p^{\prime}<0$ where $p>\beta$. From (1) and (2) it follows that the equation $p(x)-n(x)=0$ has a unique root $\left.x^{*} \in\right] \bar{x}, b[$ and $p\left(x^{*}\right)=n\left(x^{*}\right)>\beta$. Let us now consider the function $p n$. Since $p$ and $n$ are increasing in $[-a, \bar{x}]$, we have $(p n)(\bar{x})>(p n)(-a)=\beta(1+\beta)$ and also $(p n)^{\prime}(\bar{x}) \geqq 0$. On the other hand, multiplying (2.20) by $n$, (2.21) by $p$, and adding we obtain

$$
\begin{equation*}
\lambda(p n)^{\prime}=C_{p} n+C_{n} p \tag{3.10}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\lambda(p n)^{\prime \prime}=C_{p} n^{\prime}+C_{n} p^{\prime} \tag{3.11}
\end{equation*}
$$

Now, by definition of $x^{*}$ we have $n \geqq p$ in $\left[x^{*}, b\right]$, which together with (3.8) and (3.10) yields ( $p n)^{\prime}>0$ in $\left[x^{*}, b\right]$. Yet, from (3.11) and $C_{p}>0, C_{n}<0, n^{\prime}>0$ and $p^{\prime}<0$, we get $(p n)^{\prime \prime}>0$ in $\left[\bar{x}, x^{*}[\right.$. Therefore $p n$ is strictly increasing in $[\bar{x}, b]$, so that $(1+\beta) \beta=$ $(p n)(b)>(p n)(\bar{x})>\beta(1+\beta)$. This concludes the proof.

The proof of the following result is entirely analogous.
Proposition 9. The function $\bar{m}$ is increasing in $[0, b]$.
Finally we can prove that $\psi$ is monotone. More precisely we have the following proposition.

Proposition 10. The function $\psi$ is such that $\psi^{\prime}>0$ in $[-a, b]$.
Proof. From Propositions 8 and 5 it follows that $p^{\prime} \leqq 0$ in $[-a, 0]$. Hence from (2.20) we get $p \psi^{\prime}=-\lambda p^{\prime}+C_{p}>0$, and therefore $\psi^{\prime}>0$ in [ $-a, 0$ ], The proof that $\psi^{\prime}>0$ in $[0, b]$ is completely analogous.

Summary. Summing up the results of this section, we can say that the solutions ( $\psi, p, n$ ) of Problem 1 have the following qualitative behavior. In $[-a, 0] p$ is decreasing, $n$ has at most one minimum, and $\psi$ is convex. In $[0, b] n$ is increasing, $p$ has at most one minimum, and $\psi$ is concave. In $[-a, b] p$ and $n$ are positive functions bounded above by $1+\beta$ and $\psi$ is an increasing function.
4. A convergence theorem. In this section we study the behavior of the solutions of Problem 1 as $\lambda$ tends to zero. It is convenient to write explicitly the dependence of such solutions on $\lambda$, and therefore from now on we denote by ( $\psi_{\lambda}, p_{\lambda}, n_{\lambda}$ ) a solution of the problem for a given $\lambda$. Our study is based on the following a priori estimate that follows at once from the results of the previous section.

Theorem 2. There exists a constant $C$ independent of $\lambda$ such that for every $\lambda>0$

$$
\begin{equation*}
\left\|\psi_{\lambda}\right\|_{w^{2, \infty}}+\left\|p_{\lambda}\right\|_{w^{1,1}}+\left\|n_{\lambda}\right\|_{w^{1,1}} \leqq C . \tag{4.1}
\end{equation*}
$$

Proof. In the following $C$ denotes several constants, all independent of $\lambda$. Since $p_{\lambda}$ is decreasing in $[-a, 0]$ and has no maxima in $] 0, b\left[\right.$ it follows that $0<p_{\lambda} \leqq 1+\beta$. Analogously, we obtain $0<n_{\lambda} \leqq 1+\beta$. Hence $\left\|p_{\lambda}\right\|_{L^{1}} \leqq C$ and $\left\|n_{\lambda}\right\|_{L^{1}} \leqq C$. However, since $p_{\lambda}$ and $n_{\lambda}$ have at most one minimum in $]-a, b\left[\right.$, we obtain $\left\|p_{\lambda}^{\prime}\right\|_{L^{1}} \leqq C$ and $\left\|n_{\lambda}^{\prime}\right\|_{L^{1}} \leqq C$. Therefore, $\left\|p_{\lambda}\right\|_{W^{1,1}} \leqq C$ and $\mid n_{\lambda} \|_{W^{1,1}} \leqq C$.

From these estimates and (2.1) it follows that $\left\|\psi_{\lambda}^{\prime \prime}\right\|_{L^{\infty}} \leqq C$. From the monotonicity of $\psi_{\lambda}$ it follows that $\left\|\psi_{\lambda}\right\|_{L^{\infty}} \leqq C$. Finally, we obtain $\left\|\psi_{\lambda}^{\prime}\right\|_{L^{\infty}} \leqq C$, and therefore $\left\|\psi_{\lambda}\right\|_{w^{2, \infty} \leqq C}$.

Before turning to the convergence thereom, which is in a certain sense the central result of the paper, we prove the following lemma.

Lemma 1. There exists a constant $C$ independent of $\lambda$ such that

$$
\begin{align*}
& 0<C_{p}(\lambda) \leqq C \beta  \tag{4.2}\\
& -C \beta \leqq C_{n}(\lambda)<0, \tag{4.3}
\end{align*}
$$

where $C_{p}(\lambda)$ and $C_{n}(\lambda)$ are given by (2.20) and (2.21), respectively. In particular,

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} C_{p}(\lambda)=\lim _{\lambda \rightarrow 0} C_{n}(\lambda)=0 . \tag{4.4}
\end{equation*}
$$

Proof. Let us prove (4.2), since the proof of (4.3) is similar. From (2.7) it follows that

$$
\begin{align*}
& e^{\alpha / \lambda}=e^{\bar{\psi} / \lambda} \sqrt{\beta /(1+\beta)},  \tag{4.5}\\
& e^{-\alpha / \lambda}=e^{-\bar{\psi} / \lambda} \sqrt{(\beta+1) / \beta}, \tag{4.6}
\end{align*}
$$

and from this and (2.20) we get

$$
\begin{equation*}
C_{p}=\left(\lambda \beta e^{\bar{\psi} / \lambda}-\lambda(1+\beta) e^{-\bar{\psi} / \lambda}\right) / \int_{-a}^{b} e^{\psi / \lambda} . \tag{4.7}
\end{equation*}
$$

Now, introducing

$$
\begin{equation*}
\phi:=e^{\psi / \lambda}, \tag{4.8}
\end{equation*}
$$

we can write

$$
\begin{equation*}
C_{p}=\left(\lambda \beta \int_{-a}^{b} \phi^{\prime}-\lambda \phi(-a)\right) / \int_{-a}^{b} \phi \leqq \lambda \beta \int_{-a}^{b} \phi^{\prime} / \int_{-a}^{b} \phi, \tag{4.9}
\end{equation*}
$$

and since

$$
\begin{equation*}
\phi^{\prime}=\frac{\psi^{\prime}}{\lambda} \phi \tag{4.10}
\end{equation*}
$$

we have

$$
\begin{equation*}
\int_{-a}^{b} \phi^{\prime}=\frac{\psi^{\prime}(\theta)}{\lambda} \int_{-a}^{b} \phi \tag{4.11}
\end{equation*}
$$

with $\theta \in]-a, b[$. From (4.11), (4.9) and (4.1), (4.2) follows at once.
Theorem 3. Every sequence $\left\{\psi_{\lambda}, p_{\lambda}, n_{\lambda}\right\}_{\lambda>0}$ of solutions of Problem 1 converges, as $\lambda \rightarrow 0$, to the solution $\left\{\psi_{0}, p_{0}, n_{0}\right\}$ of the following double obstacle problem.

Problem 2. Find $\psi_{0} \in C^{1}([-a, b])$ and $\xi_{p}, \xi_{n}$ such that $-a \leqq-\xi_{p}<\xi_{n} \leqq b$,

$$
\begin{array}{ll}
\psi_{0}=-\left(\alpha+\frac{A}{2}\right) & \text { in }\left[-a,-\xi_{p}\right] \\
\psi_{0}^{\prime \prime}=-\operatorname{sign} x & \text { in }]-\xi_{p}, \xi_{n}[ \\
\psi_{0}=\alpha+\frac{A}{2} & \text { in }\left[\xi_{n}, b\right] \tag{4.14}
\end{array}
$$

and define

$$
\left.\begin{array}{lll}
p_{0}=1 & \text { in }]-a,-\xi_{p}[, & p_{0}=0 \\
\text { in }]-\xi_{p}, b[,  \tag{4.16}\\
n_{0}=0 & \text { in }]-a, \xi_{n}[, & n_{0}=1
\end{array} \text { in }\right] \xi_{n}, b[.
$$

Proof. By Theorem 2 there exists a subsequence of $\left\{\psi_{\lambda}, p_{\lambda}, n_{\lambda}\right\}$ —which we denote in the same way-such that

$$
\begin{align*}
& \psi_{\lambda} \rightarrow \psi_{0} \text { in } H^{2}(-a, b) \text { weak, }  \tag{4.17}\\
& p_{\lambda} \rightarrow p_{0} \text { in } L^{2}(-a, b),  \tag{4.18}\\
& n_{\lambda} \rightarrow n_{0} \text { in } L^{2}(-a, b), \tag{4.19}
\end{align*}
$$

when $\lambda \rightarrow 0$. To prove Theorem 3 we show that these limit functions verify (4.12)-(4.16). Taking the limit as $\lambda \rightarrow 0$ in (2.1), (2.4), we can write, thanks to (4.17)-(4.19) and taking into account (2.7) and (2.8),

$$
\begin{array}{ll}
\psi_{0}^{\prime \prime}=-\operatorname{sign} x-p_{0}+n_{0} & \text { in }]-a, b[ \\
\psi_{0}(-a)=-\left(\alpha+\frac{A}{2}\right), & \psi_{0}(b)=\alpha+\frac{A}{2} \tag{4.21}
\end{array}
$$

However, again by Theorem 2, we have

$$
\begin{align*}
& \lambda p_{\lambda}^{\prime} \rightarrow 0 \quad \text { in } L^{1}(-a, b)  \tag{4.22}\\
& \lambda n_{\lambda}^{\prime} \rightarrow 0 \quad \text { in } L^{1}(-a, b) \tag{4.23}
\end{align*}
$$

when $\lambda \rightarrow 0$. Now taking the limit as $\lambda \rightarrow 0$ in (2.20)-(2.21), we deduce from (4.17)-(4.19) and (4.22)-(4.23) and using Lemma 1 , that

$$
\begin{array}{ll}
p_{0} \psi_{0}^{\prime}=0 & \text { in }]-a, b[, \\
n_{0} \psi_{0}^{\prime}=0 & \text { in }]-a, b[. \tag{4.25}
\end{array}
$$

Moreover, from the results of $\S 3$ we get that

$$
\begin{align*}
& \psi_{0}^{\prime}(x) \geqq 0 \quad \text { in }[-a, b],  \tag{4.26}\\
& \left.\psi_{0}^{\prime \prime}(x) \geqq 0 \quad \text { in }\right]-a, 0\left[, \quad \psi_{0}^{\prime \prime}(x) \leqq 0 \quad \text { in }\right] 0, b[ \tag{4.27}
\end{align*}
$$

and we have also that

$$
\begin{array}{ll}
0 \leqq p_{0} \leqq 1 & \text { in }]-a, b[, \\
0 \leqq n_{0} \leqq 1 & \text { in }]-a, b[. \tag{4.29}
\end{array}
$$

Now let us set

$$
\begin{align*}
& -\xi_{p}=\inf \left\{x \mid-a \leqq x \leqq b, \psi_{0}^{\prime}(x)>0\right\},  \tag{4.30}\\
& \xi_{n}=\sup \left\{x \mid-a \leqq x \leqq b, \psi_{0}^{\prime}(x)>0\right\} . \tag{4.31}
\end{align*}
$$

From (4.26)-(4.27) it follows that $\xi_{n}, \xi_{p}>0$. Hence we have (1) $\psi_{0}^{\prime}>0$ in $]-\xi_{p}, \xi_{n}[$ and, (2) $\psi_{0}^{\prime}=0$ in $]-a,-\xi_{p}[$ and in $] \xi_{n}, b[$. From (1), (4.24)-(4.25) and (4.20) it follows that $\psi_{0}$ satisfies (4.13) and $p_{0}=n_{0}=0$ in $]-\xi_{p}, \xi_{n}[$, and from (2) and (4.21) it follows that $\psi_{0}$ satisfies (4.12) and (4.14). On the other hand, if $-a<-\xi_{p}$ we have $n_{0}=0$ and $p_{0}=1$ in $\left[-a,-\xi_{p}\right.$ [ because, from (4.20) and (4.28)-(4.29), $1 \geqq p_{0}=n_{0}+1 \geqq 1$. In a similar way we prove that, if $\xi_{n}<b, p_{0}=0$ and $n_{0}=1$ in $\left.] \xi_{n}, b\right]$. Since the limit is unique, by standard arguments we then deduce that the whole sequence $\left(\psi_{\lambda}, p_{\lambda}, n_{\lambda}\right)$ converges to $\left(\psi_{0}, p_{0}, n_{0}\right)$.

Remark 2. It is well known that (4.12)-(4.14) (which is clearly equivalent to (1.27)-(1.30)) can also be written as a minimum problem: Set

$$
\begin{align*}
& \mathbb{K}=\left\{\phi(x) \in H^{1}(-a, b): \phi(-a)=-\left(\alpha+\frac{A}{2}\right),\right. \\
&  \tag{4.32}\\
& \left.\quad \phi(b)=\alpha+\frac{A}{2},-\left(\alpha+\frac{A}{2}\right) \leqq \phi(x) \leqq \alpha+\frac{A}{2} \mathrm{in}\right]-a, b[ \} ;
\end{align*}
$$

then $\psi_{0}(x)$ is the unique minimum in $\mathbb{K}$ of the functional

$$
\begin{equation*}
J(\phi)=\frac{1}{2} \int_{-a}^{b}\left(\phi^{\prime}\right)^{2} d x+\int_{-a}^{b} \phi \operatorname{sign} x d x . \tag{4.33}
\end{equation*}
$$

5. A uniqueness theorem. As we said in the Introduction, we are not able to prove that the solution of Problem 1 is unique for every $\lambda>0$. In this section we prove that the solution is unique provided that $\lambda$ is small enough. The proof is similar to that contained in [3] but is somewhat more involved.

Theorem 4. There exists $\lambda^{*}$ such that the solution of Problem 1 is unique provided $\lambda<\lambda^{*}$.

Proof. The scheme of the proof is the following one (as usual $C$ denotes different constants independent of $\lambda$ ). First we remark that from Theorems 2 and 3 it follows that there exists a $\bar{\lambda}$ such that every solution ( $\psi_{\lambda}, p_{\lambda}, n_{\lambda}$ ) of Problem 1 satisfies

$$
\begin{equation*}
\left\|\psi_{\lambda}-\psi_{0}\right\|_{L^{\infty}} \leqq \alpha \tag{5.1}
\end{equation*}
$$

whenever $\lambda<\bar{\lambda}$. Next we suppose that there exist two solutions $\left(\psi_{1 \lambda}, p_{1 \lambda}, n_{1 \lambda}\right)$, ( $\psi_{2 \lambda}, p_{2 \lambda}, n_{2 \lambda}$ ) and set

$$
\begin{equation*}
\delta_{\lambda}:=\psi_{2 \lambda}-\psi_{1 \lambda} . \tag{5.2}
\end{equation*}
$$

Then from the previous remark we can say that for $\lambda<\bar{\lambda}$

$$
\begin{equation*}
\left\|\delta_{\lambda}\right\|_{L^{\infty}} \leqq 2 \alpha \tag{5.3}
\end{equation*}
$$

From this estimate we will obtain the following:

$$
\begin{equation*}
\left\|\delta_{\lambda}^{\prime}\right\|_{L^{2}}^{2} \leqq \frac{C \beta}{\lambda}\left\|\delta_{\lambda}\right\|_{L^{\infty}} \tag{5.4}
\end{equation*}
$$

From (5.4), since

$$
\begin{equation*}
\left\|\delta_{\lambda}\right\|_{L^{\infty}} \leqq C\left\|\delta_{\lambda}^{\prime}\right\|_{L^{2}} \tag{5.5}
\end{equation*}
$$

(remark that $\left.\delta_{\lambda}(-a)=\delta_{\lambda}(b)=0\right)$, we get that

$$
\begin{equation*}
\left\|\delta_{\lambda}^{\prime}\right\|_{L^{2}} \leqq \frac{C \beta}{\lambda} \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\delta_{\lambda}\right\|_{L^{\infty}} \leqq \frac{C \beta}{\lambda} \tag{5.7}
\end{equation*}
$$

This last estimate is an improvement on (5.3). Actually from (1.23) we have $\beta=0\left(\lambda^{3}\right)$, so that (5.7) can be written as

$$
\begin{equation*}
\left\|\delta_{\lambda}\right\|_{L^{\infty}} \leqq C \lambda^{2} \tag{5.8}
\end{equation*}
$$

From (5.8) we will obtain the estimate

$$
\begin{equation*}
\left\|\delta_{\lambda}^{\prime}\right\|_{L^{2}}^{2} \leqq C_{\bar{\lambda}^{2}}^{\beta}\left\|\delta_{\lambda}\right\|_{L^{\infty}}^{2} \quad \text { for } \lambda \leqq \hat{\lambda} \leqq \bar{\lambda}, \tag{5.9}
\end{equation*}
$$

which will enable us to conclude the proof. Indeed from (5.5) and (1.23) we can write, using (5.9),

$$
\begin{equation*}
\left\|\delta_{\lambda}\right\|_{L^{\infty}}^{2} \leqq C \lambda e^{-A / \lambda}\left\|\delta_{\lambda}\right\|_{L^{\infty}}^{2}, \tag{5.10}
\end{equation*}
$$

or

$$
\begin{equation*}
\left.\left\|\delta_{\lambda}\right\|_{L^{\infty}(1-C \lambda}^{2} e^{-A / \lambda}\right) \leqq 0 \tag{5.11}
\end{equation*}
$$

Now, since there exists $\tilde{\lambda}$ such that $1-C \lambda e^{-A / \lambda}>0$ whenever $\lambda \leqq \tilde{\lambda}$, we get $\left\|\delta_{\lambda}\right\|_{L^{\infty}}=0$, i.e., $\psi_{1 \lambda}=\psi_{2 \lambda}$ for $\lambda<\lambda^{*}=\min \{\hat{\lambda}, \tilde{\lambda}\}$. From (2.18), (2.19) we get at once $p_{1 \lambda}=p_{2 \lambda}$, $n_{1 \lambda}=n_{2 \lambda}$.

Now it remains to prove first that (5.3) implies (5.4) and then to prove that (5.8) implies (5.9).

Proof of (5.4.). In the following we delete the subscript $\lambda$ to simplify the notation. Let ( $\psi_{1}, p_{1}, n_{1}$ ) and ( $\psi_{2}, p_{2}, n_{2}$ ) be two solutions and let $\delta=\psi_{2}-\psi_{1}$. From (2.10), (2.11) we write $p_{i}=\rho_{i} \exp \left[\left(\bar{\psi}-\psi_{i}\right) / \lambda\right], n_{i}=\sigma_{i} \exp \left[\left(\bar{\psi}+\psi_{i}\right) / \lambda\right]$ for $i=1,2$, so that from the equation

$$
\begin{equation*}
\delta^{\prime \prime}=p_{1}-p_{2}+n_{2}-n_{1} \tag{5.12}
\end{equation*}
$$

we get

$$
\begin{align*}
& -\delta^{\prime \prime}+\rho_{1} \exp \left[\left(\bar{\psi}-\psi_{1}\right) / \lambda\right](1-\exp (-\delta / \lambda))-\sigma_{1} \exp \left[\left(\bar{\psi}+\psi_{1}\right) / \lambda\right](1-\exp (\delta / \lambda))  \tag{5.13}\\
& =\exp \left[\left(\bar{\psi}-\psi_{2}\right) / \lambda\right]\left(\rho_{2}-\rho_{1}\right)+\exp \left[\left(\bar{\psi}+\psi_{2}\right) / \lambda\right]\left(\sigma_{1}-\sigma_{2}\right) .
\end{align*}
$$

From (2.18) and (2.19) we can write $\rho_{i}$ and $\sigma_{i}$ for $i=1,2$ in terms of $\psi_{i}$ as follows:

$$
\begin{array}{ll}
\rho_{i}=\beta \exp (-2 \alpha / \lambda)\left(1-r_{i}\right)+\beta r_{i} & \text { with } r_{i}=\frac{\int_{-a}^{x} \exp \left(\psi_{i} / \lambda\right)}{\int_{-a}^{b} \exp \left(\psi_{i} / \lambda\right)}, \\
\sigma_{i}=\beta \exp (-2 \alpha / \lambda)\left(1-s_{i}\right)+\beta s_{i} & \text { with } s_{i}=\frac{\int_{x}^{b} \exp \left(-\psi_{i} / \lambda\right)}{\int_{-a}^{b} \exp \left(-\psi_{i} / \lambda\right)} \tag{5.15}
\end{array}
$$

Then we insert (5.14) and (5.15) in (5.13), multiply by $\delta$, and integrate, to obtain

$$
\begin{align*}
\left\|\delta^{\prime}\right\|_{L^{2}}^{2}+\int_{-a}^{b} \delta & \exp \left[\left(\bar{\psi}-\psi_{1}\right) / \lambda\right] \rho_{1}(1-\exp (-\delta / \lambda))  \tag{5.16}\\
& \quad-\int_{-a}^{b} \delta \exp \left[\left(\bar{\psi}+\psi_{1}\right) / \lambda\right] \sigma_{1}(1-\exp (\delta / \lambda)) \\
=\int_{-a}^{b} \delta & \exp \left[\left(\bar{\psi}-\psi_{2}\right) / \lambda\right] \beta \exp (-2 \alpha / \lambda)\left(r_{1}-r_{2}\right) \\
& +\int_{-a}^{b} \delta \exp \left[\left(\bar{\psi}-\psi_{2}\right) / \lambda\right] \beta\left(r_{2}-r_{1}\right) \\
& +\int_{-a}^{b} \delta \exp \left[\left(\bar{\psi}+\psi_{2}\right) / \lambda\right] \beta \exp (-2 \alpha / \lambda)\left(s_{2}-s_{1}\right) \\
& +\int_{-a}^{b} \delta \exp \left[\left(\bar{\psi}+\psi_{2}\right) / \lambda\right] \beta\left(s_{1}-s_{2}\right)=\mathrm{I}+\mathrm{II}+\mathrm{III}+\mathrm{IV} .
\end{align*}
$$

Let us estimate the term I; for this we write

$$
\begin{gathered}
\mathrm{I}=\beta e^{-2 \alpha / \lambda}\left[\frac{\exp (\bar{\psi} / \lambda)}{\int_{-a}^{b} \exp \left(\psi_{1} / \lambda\right)} \int_{-a}^{b}\left(\delta \exp (-\delta / \lambda) \exp \left(-\psi_{1} / \lambda\right) \int_{-a}^{x} \exp \left(\psi_{1} / \lambda\right)\right)\right. \\
\left.-\frac{\exp (\bar{\psi} / \lambda)}{\int_{-a}^{b} \exp \left(\psi_{2} / \lambda\right)} \int_{-a}^{b}\left(\exp \left(-\psi_{2} / \lambda\right) \int_{-a}^{x} \exp \left(\psi_{2} / \lambda\right)\right)\right] .
\end{gathered}
$$

Since $\psi_{1}$ and $\psi_{2}$ are increasing in $[-a, b]$, it follows that

$$
\begin{equation*}
\exp \left[-\psi_{i}(x) / \lambda\right] \int_{-a}^{x} \exp \left(\psi_{i}(t) / \lambda\right) d t \leqq x+a . \tag{5.17}
\end{equation*}
$$

Hence (5.3) and (5.17) yield

$$
\begin{equation*}
\mathrm{I} \leqq \beta\|\delta\|_{L^{\infty}} \frac{(b+a)^{2}}{2} \exp (\bar{\psi} / \lambda)\left[\frac{1}{\int_{-a}^{b} \exp \left(\psi_{1} / \lambda\right)}+\frac{\exp (-2 \alpha / \lambda)}{\int_{-a}^{b} \exp \left(\psi_{2} / \lambda\right)}\right] \tag{5.18}
\end{equation*}
$$

Let us now estimate $\int_{-a}^{b} \exp \left(\psi_{i} / \lambda\right)$. Working as in the proof of Lemma 1 (see (4.8) and (4.11)), we have, for suitable $\left.\theta_{i} \in\right]-a, b[$,

$$
\begin{equation*}
\frac{1}{\int_{-a}^{b} \exp \left(\psi_{i} / \lambda\right)}=\frac{\psi_{i}^{\prime}\left(\theta_{i}\right) \exp (-\bar{\psi} / \lambda)}{\lambda(1-\exp (-2 \bar{\psi} / \lambda))} \leqq \frac{C}{\lambda} \exp (-\bar{\psi} / \lambda) \tag{5.19}
\end{equation*}
$$

so that the following bound holds:

$$
\begin{equation*}
\mathrm{I} \leqq C \frac{\beta}{\lambda}\|\delta\|_{L^{\infty}} . \tag{5.20}
\end{equation*}
$$

For the next term we obtain

$$
\begin{aligned}
\mathrm{II}=\beta & \exp (\bar{\psi} / \lambda) \int_{-a}^{b} \delta\left[\exp \left(-\psi_{2} / \lambda\right) r_{2}-\exp \left(-\psi_{1} / \lambda\right) r_{1}\right] \\
& +\beta \exp (\bar{\psi} / \lambda) \int_{-a}^{b} \delta(1-\exp (-\delta / \lambda)) \exp \left(-\psi_{1} / \lambda\right) r_{1}
\end{aligned}
$$

and, using (5.14), (5.17), and (5.19), we have

$$
\begin{equation*}
\mathrm{II} \leqq C \frac{\beta}{\lambda}\|\delta\|_{L^{\infty}+\beta} \int_{-a}^{b} \delta(1-\exp (-\delta / \lambda)) \exp \left(\left(\bar{\psi}-\psi_{1}\right) / \lambda\right) r_{1} \tag{5.21}
\end{equation*}
$$

Analogously, we have

$$
\begin{equation*}
\exp \left[\psi_{i}(x) / \lambda\right] \int_{x}^{b} \exp \left(-\psi_{i}(t) / \lambda\right) d t \leqq b-x \tag{5.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{\int_{-a}^{b} \exp \left(-\psi_{i} / \lambda\right)} \leqq \frac{C}{\lambda} \exp (-\bar{\psi} / \lambda) \tag{5.23}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mathrm{III} \leqq C \frac{\beta}{\lambda}\|\delta\|_{L^{\infty}} \tag{5.24}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{IV} \leqq C \frac{\beta}{\lambda}\|\delta\|_{L^{\infty}}+\beta \int_{-a}^{b} \delta \exp \left(\left(\bar{\psi}+\psi_{1}\right) / \lambda\right)(\exp (\delta / \lambda)-1) s_{1} \tag{5.25}
\end{equation*}
$$

Summarizing (5.16), (5.20), (5.21), (5.24), and (5.25), and recalling (5.14) and (5.15), we have

$$
\begin{aligned}
& \left\|\delta^{\prime}\right\|_{L^{2}}^{2}+\int_{-a}^{b} \delta \exp \left(\left(\bar{\psi}-\psi_{1}\right) / \lambda\right) \beta \exp (-2 \alpha / \lambda)\left(1-r_{1}\right)(1-\exp (-\delta / \lambda)) \\
& \quad \quad+\int_{-a}^{b} \delta \exp \left(\left(\bar{\psi}+\psi_{1}\right) / \lambda\right) \beta \exp (-2 \alpha / \lambda)\left(1-s_{1}\right)(\exp (\delta / \lambda)-1) \\
& \\
& \leqq C \frac{\beta}{\lambda}\|\delta\|_{L^{\infty}} .
\end{aligned}
$$

Hence (5.4) follows, since $\delta(\exp (\delta / \lambda)-1) \geqq 0, \delta(1-\exp (-\delta / \lambda)) \geqq 0,1-r_{1} \geqq 0$, $1-s_{1} \geqq 0$.

Proof of (5.9). From (2.20) and (2.21) we obtain

$$
\begin{align*}
& \lambda\left(p_{2}-p_{1}\right)^{\prime}+\psi_{2}^{\prime}\left(p_{2}-p_{1}\right)=c_{1}-p_{1} \delta^{\prime},  \tag{5.26}\\
& \lambda\left(n_{2}-n_{1}\right)^{\prime}-\psi_{2}^{\prime}\left(n_{2}-n_{1}\right)=c_{2}+n_{1} \delta^{\prime} . \tag{5.27}
\end{align*}
$$

Solving for $p_{2}-p_{1}$ in (5.26) and for $n_{2}-n_{1}$ in (5.27), we obtain

$$
\begin{align*}
& p_{2}-p_{1}=\frac{\exp \left(-\psi_{2} / \lambda\right)}{\lambda}\left(r_{2} \int_{-a}^{b} \exp \left(\psi_{2} / \lambda\right) p_{1} \delta^{\prime}-\int_{-a}^{x} \exp \left(\psi_{2} / \lambda\right) p_{1} \delta^{\prime}\right)  \tag{5.28}\\
& n_{2}-n_{1}=\frac{\exp \left(\psi_{2} / \lambda\right)}{\lambda}\left(s_{2} \int_{-a}^{b} \exp \left(-\psi_{2} / \lambda\right) n_{1} \delta^{\prime}-\int_{x}^{b} \exp \left(-\psi_{2} / \lambda\right) n_{1} \delta^{\prime}\right) \tag{5.29}
\end{align*}
$$

After integrating by parts in (5.28) and (5.29), we substitute them in (5.12), multiply by $\delta$, and integrate, to obtain

$$
\begin{aligned}
\left\|\delta^{\prime}\right\|_{L^{2}}^{2}= & \int_{-a}^{b}\left(\frac{\delta}{\lambda} \exp \left(\left(\bar{\psi}-\psi_{2}\right) / \lambda\right)\left[-r_{2} \int_{-a}^{b} \delta\left(\exp (\delta / \lambda) \rho_{1}\right)^{\prime}+\int_{-a}^{x} \delta\left(\exp (\delta / \lambda) \rho_{1}\right)^{\prime}\right]\right) \\
& +\int_{-a}^{b}\left(\frac{\delta}{\lambda} \exp \left(\left(\bar{\psi}+\psi_{2}\right) / \lambda\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.\times\left[s_{2} \int_{-a}^{b} \delta\left(\exp (-\delta / \lambda) \sigma_{1}\right)^{\prime}-\int_{x}^{b} \delta\left(\exp (-\delta / \lambda) \sigma_{1}\right)^{\prime}\right]\right)  \tag{5.30}\\
& -\frac{1}{\lambda} \int_{-a}^{b} \delta^{2}\left(p_{1}+n_{1}\right) \\
= & \mathrm{V}+\mathrm{VI}+\mathrm{VII}+\mathrm{VIII}-\frac{1}{\lambda} \int_{-a}^{b} \delta^{2}\left(p_{1}+n_{1}\right) .
\end{align*}
$$

Then from the definition of $\rho_{1}((5.14))$, we have

$$
\begin{aligned}
\mathrm{V}= & -\frac{\exp (\bar{\psi} / \lambda)}{\lambda} \int_{-a}^{b} \delta \exp \left(-\psi_{2} / \lambda\right) r_{2} \int_{-a}^{b} \delta \beta(1-\exp (-2 \alpha / \lambda)) \frac{\exp \left(\psi_{2} / \lambda\right)}{\int_{-a}^{b} \exp \left(\psi_{1} / \lambda\right)} \\
& -\frac{\exp (\bar{\psi} / \lambda)}{\lambda^{2}} \int_{-a}^{b} \delta \exp \left(-\psi_{2} / \lambda\right) r_{2} \int_{-a}^{b} \delta \delta^{\prime} \exp (\delta / \lambda) \rho_{1} .
\end{aligned}
$$

Since $0 \leqq \rho_{1} \leqq \beta$, from (2.14), and since (5.17), (5.19) hold, we have

$$
\begin{align*}
\mathrm{V} & \leqq C \frac{\beta}{\lambda^{2}}\|\delta\|_{L^{\infty}}^{2}+C \frac{\beta}{\lambda^{3}}\|\delta\|_{L^{\infty}}^{2} \int_{-a}^{b}\left|\delta^{\prime}\right| \exp (\delta / \lambda) \\
& \leqq C \frac{\beta}{\lambda^{2}}\|\delta\|_{L^{\infty}}^{2}, \tag{5.31}
\end{align*}
$$

where we also used the Cauchy-Schwarz inequality and (5.6), (5.7). Let us integrate by parts the following term:

$$
\begin{aligned}
\mathrm{VI} & =\int_{-a}^{b}\left(\frac{\delta}{\lambda} \exp \left(\left(\bar{\psi}-\psi_{2}\right) / \lambda\right)\left[\int_{-a}^{x} \delta \exp (\delta / \lambda) \rho_{1}^{\prime}+\int_{-a}^{x} \delta \frac{\delta^{\prime}}{\lambda} \exp (\delta / \lambda) \rho_{1}\right]\right) \\
& =\int_{-a}^{b}\left(\frac { \delta } { \lambda } \operatorname { e x p } ( ( \overline { \psi } - \psi _ { 2 } ) / \lambda ) \left[\int_{-a}^{x} \delta \exp (\delta / \lambda) \rho_{1}^{\prime}+\frac{\delta^{2}}{2 \lambda} \exp (\delta / \lambda) \rho_{1}\right.\right. \\
& \left.\left.\quad-\int_{-a}^{x} \frac{\delta^{2}}{2 \lambda}\left(\exp (\delta / \lambda) \rho_{1}\right)^{\prime}\right]\right) \\
& =\mathrm{VI}_{1}+\int_{-a}^{b} \frac{\delta^{3}}{2 \lambda^{2}} p_{1}+\mathrm{VI}_{2} .
\end{aligned}
$$

We estimate separately $\mathrm{VI}_{1}$ and $\mathrm{VI}_{2}$. For the former, recalling the definition of $\rho_{1}$ and (5.17), (5.19), we get

$$
\begin{aligned}
\mathrm{VI}_{1} & \leqq\|\delta\|_{L^{\infty}}^{2} \frac{\beta}{\lambda}(1-\exp (-2 \alpha / \lambda)) \frac{\exp (\bar{\psi} / \lambda)}{\int_{-a}^{b} \exp \left(\psi_{1} / \lambda\right)} \int_{-a}^{b}\left(\exp \left(-\psi_{2} / \lambda\right) \int_{-a}^{x} \exp \left(\psi_{2} / \lambda\right)\right) \\
& \leqq C \frac{\beta}{\lambda^{2}}\|\delta\|_{L^{\infty}}^{2} .
\end{aligned}
$$

Analogously, considering also (5.6) and (5.7), we have

$$
\begin{aligned}
& \mathrm{VI}_{2} \leqq \frac{\beta}{2 \lambda^{2}}(1-\exp (-2 \alpha / \lambda))\|\delta\|_{L^{\infty}}^{3} \frac{\exp (\bar{\psi} / \lambda)}{\int_{-a}^{b} \exp \left(\psi_{1} / \lambda\right)} \int_{-a}^{b}\left(\exp \left(-\psi_{2} / \lambda\right) \int_{-a}^{x} \exp \left(\psi_{2} / \lambda\right)\right) \\
&+\frac{1}{2 \lambda^{3}}\|\delta\|_{L^{\infty}}^{3} \int_{-a}^{b}\left(\exp \left(\left(\bar{\psi}-\psi_{2}\right) / \lambda\right) \int_{-a}^{x}\left|\delta^{\prime}\right| \exp (\delta / \lambda) \rho_{1}\right) \\
& \leqq C \frac{\beta}{\lambda^{3}}\|\delta\|_{L^{\infty}}^{3}+\frac{1}{2 \lambda^{3}}\|\delta\|_{L^{\infty}}^{3} \int_{-a}^{b} \int_{-a}^{x}\left|\delta^{\prime}\right| \exp \left(\left(\psi_{2}(t)-\psi_{2}(x)\right) / \lambda\right) p_{1} d t d x .
\end{aligned}
$$

Finally, since $0 \leqq p_{1} \leqq 1+\beta \leqq 2$ and $\psi_{2}$ is increasing, we get the following estimate for the term VI, using (5.6), (5.7) once more:

$$
\begin{equation*}
\mathrm{VI} \leqq C \frac{\beta}{\lambda^{2}}\|\delta\|_{L^{\infty}}^{2}+\int_{-a}^{b} \frac{\delta^{3}}{2 \lambda^{2}} p_{1} \tag{5.32}
\end{equation*}
$$

Analogously,

$$
\begin{equation*}
\mathrm{VII} \leqq C \frac{\beta}{\lambda^{2}}\|\delta\|_{L^{\infty}}^{2} \tag{5.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{VIII} \leqq C \frac{\beta}{\lambda^{2}}\|\delta\|_{L^{\infty}-}^{2} \int_{-a}^{b} \frac{\delta^{3}}{2 \lambda^{2}} n_{1} \tag{5.34}
\end{equation*}
$$

Gathering (5.30)-(5.34), we obtain

$$
\left\|\delta^{\prime}\right\|_{L^{2}}^{2} \leqq C \frac{\beta}{\lambda^{2}}\|\delta\|_{L^{\infty}}^{2}-\frac{1}{\lambda^{2}} \int_{-a}^{b} \delta^{2} p_{1}\left(\lambda-\frac{\delta}{2}\right)-\frac{1}{\lambda^{2}} \int_{-a}^{b} \delta^{2} n_{1}\left(\lambda+\frac{\delta}{2}\right) .
$$

Since (5.8) holds there exists $\hat{\lambda} \leqq \bar{\lambda}$ such that for $\lambda \leqq \hat{\lambda}$, the two last integrals are positive; hence we obtain (5.9).
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#### Abstract

The concept of persistence reflects the survival of all components of a model ecosystem. Most of the results to date are restricted to ordinary differential equations or to dynamics on locally compact spaces. The concept is investigated here in the setting of a $C^{0}$-semigroup which is asymptotically smooth. Since the equations of population dynamics often involve delays or diffusion this seems the appropriate setting. Conditions are placed on the flow on the boundary which, given the presence of a global attractor provided by the assumption of dissipativeness and asymptotic smoothness, are necessary and sufficient for persistence.
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1. Introduction. The notion of persistence (defined below) captures a basic idea in ecology by expressing the ultimate survival of the component populations of a model ecosystem. Most of the applications have been to autonomous systems of ordinary differential equations and thus make use of dynamics in Euclidean spaces. (Exceptions are: Dunbar, Rybakowski, and Schmitt [5] and Hutson and Moran [11], who apply this idea to reaction diffusion equations; Gatica and So [6], who work with nonautonomous ordinary differential equations; and Burton and Hutson [2], who work with delay equations.) The notion of persistence is basically a dynamic one and has been explored in the context of locally compact metric spaces in [3] and [4]. However, many of the models of population dynamics naturally involve such concepts as delays or diffusion resulting in functional differential equations or partial differential equations. There is still a natural setting for the application of the ideas of dynamical systems [7], [10] but it is in spaces that are not locally compact.

The purpose of this note is to develop this idea of persistence under a reasonable set of hypotheses so that it can be applied to biological problems with delays or diffusion. The general setting is that of a semigroup and the basic hypothesis is that of being asymptotically smooth, a notion that has been helpful in developing the dynamics in infinite-dimensional systems. The work blends the ideas of [7] and [3].

The hypotheses naturally are more difficult to check in this setting. The basic one involves knowledge of the attracting set (defined below), which is difficult to obtain in an infinite-dimensional system. Nevertheless, we feel that this is the natural and proper setting for the concept of persistence and that the theorems may be useful when specific equations are studied.
2. Preliminaries. In this section we give some background material on dynamical systems and the existence of global attractors. Let $X$ be a complete metric space (with metric $d$ ) and suppose that $T(t): X \rightarrow X, t \geqq 0$, is a $C^{0}$-semigroup on $X$; that is, $T(0)=I, T(t+s)=T(t) T(s)$ for $t, s \geqq 0$, and $T(t) x$ is continuous in $t, x$. The positive

[^24]orbit $\gamma^{+}(x)$ through $x$ is defined as $\gamma^{+}(x)=\bigcup_{t \geqslant 0}\{T(t) x\}$. The $\omega$-limit set is defined as
$$
\omega(x)=\bigcap_{\tau \geqq 0} \mathrm{Cl} \bigcup_{t \geqq \tau}\{T(t) x\}
$$

This is equivalent to saying that $y \in \omega(x)$ if and only if there is a sequence $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$ such that $T\left(t_{n}\right) x \rightarrow y$ as $n \rightarrow \infty$. If $B$ is a subset of $X$, we define the $\omega$-limit set of $B$ as

$$
\omega(B)=\bigcap_{\tau \geqq 0} \mathrm{Cl} \bigcup_{t \geqq \tau} T(t) B,
$$

where

$$
T(t) B=\bigcup_{x \in B}\{T(t) x\} .
$$

This is equivalent to saying that $y \in \omega(B)$ if and only if there are sequences $t_{n} \rightarrow \infty$, $x_{n} \in B$ such that $T\left(t_{n}\right) x_{n} \rightarrow y$ as $n \rightarrow \infty$. Note that double sequences are needed to define $\omega(B)$.

It is important to make another remark about $\omega(B)$. It is tempting to consider the set

$$
\bigcup_{x \in B} \omega(x)
$$

as a candidate for the limiting behavior of the set $B$ since it contains the $\omega$-limit set of each point. This set is generally much smaller than the set $\omega(B)$. In fact, $\omega$-limit sets of points in $B$ could be disconnected even when $\omega(B)$ is connected. From the point of view of the qualitative behavior of the dynamics generated by the semigroup $T(t)$, it is necessary to consider the sets $\omega(B)$ defined above.

If the points $x$ or the sets $B$ have negative orbits, we can define the $\alpha$-limit set $\alpha(x)$ of $x$ and $\alpha$-limit set $\alpha(B)$ of $B$ in a similar manner taking into account the possibility of multiple backward orbits. When the points or sets belong to an invariant set $A$, we will restrict the backward orbits to those remaining in the invariant set and denote this by $\alpha_{A}(x)$. Sometimes it is convenient to have the alpha limit set of a specific full orbit, $\gamma(x)$ through a point $x$. We denote this by $\alpha_{\gamma}(x)$.

A set $B$ in $X$ is said to be invariant if $T(t) B=B$ for $t \geqq 0$; that is, the mapping $T(t)$ takes $B$ onto $B$ for each $t \geqq 0$. This implies, in particular, that there is a negative orbit through each point of an invariant set.

A nonempty invariant subset $M$ of $X$ is called an isolated invariant set if it is the maximal invariant set of a neighborhood of itself. The neighborhood is called an isolating neighborhood. The stable (or attracting) set of a compact invariant set $A$ is denoted by $W^{s}$ and is defined as

$$
W^{s}(A)=\{x \mid x \in X, \omega(x) \neq \phi, \omega(x) \subset A\} .
$$

The unstable (or repelling) set, $W^{u}$ is defined by $W^{u}(A)=\left\{x \mid x \in X\right.$, there exists a backward orbit $\gamma^{-}(x)$ such that $\left.\alpha_{\gamma}(x) \neq \phi, \alpha_{\gamma}(x) \subset A\right\}$. The weakly stable and unstable sets are defined as follows:

$$
\begin{aligned}
& W_{w}^{s}(A)=\{x \mid x \in X, \omega(x) \neq \phi, \omega(x) \cap A \neq \phi\} \\
& W_{w}^{u}(A)=\{x \mid x \in X, \alpha(x) \neq \phi, \alpha(x) \cap A \neq \phi\} .
\end{aligned}
$$

A set $A$ in $X$ is said to be a global attractor if it is compact, invariant and, for any bounded set $B$ in $X, \delta(T(t) B, A) \rightarrow 0$ as $t \rightarrow \infty$, where $\delta(B, A)$ is the distance from the set $B$ to the set $A$ :

$$
\delta(B, A)=\sup _{y \in B} \inf _{x \in A} d(y, x) .
$$

In particular, this implies $\omega(B)$ exists and belongs to $A$. A global attractor is always a maximal compact invariant set. The semigroup $T(t)$ is said to be asymptotically smooth [9] if for any bounded subset $B$ of $X$, for which $T(t) B \subset B$ for $t \geqq 0$, there exists a compact set $K$ such that $\delta(T(t) B, K) \rightarrow 0$ as $t \rightarrow \infty$. In particular, $\omega(B) \subset K$. The semigroup $T(t)$ is said to be point dissipative in $X$ if there is a bounded nonempty set $B$ in $X$ such that, for any $x \in X$, there is a $t_{0}=t_{0}(x, B)$ such that $T(t) x \in B$ for $t \geqq t_{0}$.

A basic result on the existence of global attractors is the following theorem.
Theorem 2.1 [7] [8]. If
(i) $T(t)$ is asymptotically smooth,
(ii) $T(t)$ is point dissipative in $X$,
(iii) $\gamma^{+}(U)$ is bounded in $X$ if $U$ is bounded in $X$, then there is a nonempty global attractor $A$ in $X$.

If there is a $t_{0} \geqq 0$ such that $T(t)$ is compact for $t>t_{0}$ then $T(t)$ is asymptotically smooth. In this case we can dispense with hypothesis (iii) of Theorem 2.1 and prove Theorem 2.2.

Theorem 2.2 [1]. If
(i) there is a $t_{0} \geqq 0$ such that $T(t)$ is compact for $t>t_{0}$,
(ii) $T(t)$ is point dissipative in $X$,
then there is a nonempty global attractor $A$ in $X$.
3. Persistence. In this section we consider a particular system motivated by biological considerations. We will assume that the metric space $X$ is the closure of an open set $X^{0}$; that is, $X=X^{0} \cup \partial X^{0}$, where $\partial X^{0}$ (assumed to be nonempty) is the boundary of $X^{0}$. We will also suppose that the $C^{0}$-semigroup $T(t)$ on $X$ satisfies

$$
\begin{equation*}
T(t): X^{0} \rightarrow X^{0}, \quad T(t): \partial X^{0} \rightarrow \partial X^{0} \tag{3.1}
\end{equation*}
$$

and let $T_{0}(t)=\left.T(t)\right|_{X^{0}}, T_{\partial}(t)=\left.T(t)\right|_{\partial X^{0}}$.
The set $\partial X^{0}$ is a complete metric space (with metric $d$ ). Therefore, if $T(t)$ satisfies the conditions of Theorem 2.1 in $X$, then $T_{\partial}$ will satisfy the same conditions in $\partial X^{0}$. Therefore there will be a global attractor $A_{\partial}$ in $\partial X^{0}$.

When $T(t)$ satisfies the conditions of Theorem 2.1 or Theorem 2.2, it may not be the case that $T_{0}(t)$ even has a maximal compact invariant set in $X^{0}$. There may be points $x$ in $X^{0}$ for which $\omega(x) \cap \partial X^{0} \neq \phi$. In this case, there is clearly no maximal compact invariant set in $X^{0}$. It can also happen that $\omega(x) \cap \partial X^{0}=\phi$ for all $x$ and there does not exist a maximal compact invariant set in $X^{0}$, for example, a simple predator prey model with families of periodic orbits. From the biological point of view, these concepts are important for they are related to the coexistence of populations.

The concept of persistence is introduced to assist in the understanding of these last remarks. The semigroup $T(t)$ is said to be persistent if for any $x \in X^{0}$, $\lim \inf _{t \rightarrow \infty} d\left(T(t) x, \partial X^{0}\right)>0$. The semigroup $T(t)$ is said to be uniformly persistent if there is an $\eta>0$ such that, for any $x \in X^{0}, \lim _{\inf _{t \rightarrow \infty}} d\left(T(t) x, \partial X^{0}\right) \geqq \eta$. If $T(t)$ is persistent, it need not be uniformly persistent [4].

To obtain an equivalent formulation of persistence in terms of attractors, it is convenient to introduce two definitions. We say that a set $U$ in $X^{0}$ is strongly bounded in $X^{0}$ if it is bounded in $X$ and there is an $\eta>0$ such that $d\left(x, \partial X^{0}\right) \geqq \eta$ for $x$ in $U$. When we restrict the semigroup $T(t)$ to $X^{0}$ we can think of $\partial X^{0}$ as being part of "infinity." The "bounded" sets in $X^{0}$ should then be the strongly bounded sets in $X$. We say that $T(t)$ is strongly point dissipative in $X^{0}$ if there exists a strongly bounded set $B$ in $X^{0}$ such that for any $x \in X^{0}$, there is a $t_{0}=t_{0}(x, B)$ such that $T(t) x \in B$ for $t \geqq t_{0}$. The following proposition is obvious.

Proposition 3.1. Suppose that $T(t)$ is point dissipative in $X$. Then we have the following:
(i) $T(t)$ is persistent if and only if $\omega(x)$ is strongly bounded for each $x \in X^{0}$.
(ii) $T(t)$ is uniformly persistent if and only if $T(t)$ is strongly point dissipative in $X^{0}$.

We need the following definition. $A_{0}$ is said to be a global attractor for $T(t)$ in $X^{0}$ relative to strongly bounded sets if $A_{0} \subset X^{0}$ is compact, invariant, and $\delta\left(T(t) U, A_{0}\right) \rightarrow$ 0 as $t \rightarrow \infty$ for all strongly bounded sets $U$. In particular, $\omega(U) \subset A_{0}$ for each strongly bounded set $U$ in $X^{0}$. In the case in which $X$ is a finite-dimensional Banach space (or when there is a $t_{0} \geqq 0$ such that $T(t)$ is a compact for $t \geqq t_{0}$ and $T(t)$ is strongly point dissipative in $X^{0}$ ) we can use the same arguments as in the proof of Theorem 2.2 to obtain the existence of a global attractor in $X^{0}$. We can also prove Theorem 3.2.

Theorem 3.2. Suppose $T(t)$ satisfies (3.1) and we have the following:
(i) There is a $t_{0} \geqq 0$ such that $T(t)$ is compact for $t>t_{0}$;
(ii) $T(t)$ is point dissipative in $X$;
(iii) $T(t)$ is uniformly persistent.

Then there are global attractors $A$ in $X$ and $A_{\partial}$ in $\partial X^{0}$ and a global attractor $A_{0}$ in $X^{0}$ relative to strongly bounded sets. Furthermore,

$$
A=A_{0} \cup W^{u}\left(A_{\partial}\right)
$$

where

$$
W^{u}\left(A_{\partial}\right)=\left\{x \in A \mid \alpha_{A}(x) \subset A_{\partial}\right\} .
$$

Proof. Theorem 2.2 implies the existence of the global attractor in $X$ and $\partial X^{0}$. With the interpretation of $\partial X^{0}$ as part of infinity for $X^{0}$ the existence of the attractor in $X^{0}$ follows from the proof of Theorem 2.2. It remains to prove that $A$ has the specific representation stated in the theorem. Suppose $x \in A \backslash A_{0}$. Then there exists a full orbit $\omega(x)$ in $A$. Since $A$ is compact, it follows that $\alpha_{\gamma}(x)$ exists, is compact, invariant, and belongs to $A$. Since $A_{0}$ is uniformly asymptotically stable, there is a $\delta>0$ such that distance $d\left(y, A_{0}\right) \geqq \delta$ for $y \in \alpha(x)$. If $y \notin \partial X^{0}$, then $\omega(y) \subset A_{0}$. However, the previous inequality implies that this is impossible. Therefore, $\alpha(x) \subset \partial X^{0}$. Since $\alpha(x)$ is compact and invariant, it follows that $\alpha(x) \subset A_{\partial}$. The theorem is proved.

The first hypothesis in Theorem 3.2 has little to do with the global properties of orbits. For example, it is generally satisfied for delay equations with finite delay or systems of parabolic equations. Hypothesis (ii) is a global property of the orbits, but it is expected to hold for most systems, since it essentially says that infinity is unstable. The most difficult hypothesis to verify is (iii), the uniform persistence.

We would like to verify uniform persistence by discussing only properties of the flow in a neighborhood of $\partial X^{0}$. The Lyapunov approach is an attractive way to do this, and this approach has been used in [5] and [11]. In [11] a type of Lyapunov function has been employed to show that the corresponding semigroup $T(t)$ is strongly point dissipative in $X^{0}$. Thus, a global attractor in $X^{0}$ exists from Theorem 3.2; this is a stronger conclusion that the one asserted in [11]. In the next section we give another method for obtaining uniform persistence.

If the map $T(t)$ is only asymptotically smooth then the analogue of Theorem 3.2 is Theorem 3.3.

Theorem 3.3. Suppose $T(t)$ satisfies (3.1) and we have the following:
(i) $T(t)$ is asymptotically smooth;
(ii) $T(t)$ is point dissipative in $X$;
(iii) $\gamma^{+}(U)$ is bounded if $U$ is bounded in $X$;
(iv) $T(t)$ is uniformly persistent;
(v) $\gamma^{+}(V)$ is strongly bounded in $X^{0}$ if $V$ is strongly bounded in $X^{0}$.

Then the conclusions of Theorem 3.2 are valid.
4. Chains and uniform persistence. In this section we give characterizations of uniform persistence in terms of the behavior of the flow on $\partial X^{0}$. We need some additional definitions.

Let $M, N$ be isolated invariant sets (not necessarily distinct). $M$ is said to be chained to $N$, written $M \rightarrow N$, if there exists an element $x, x \notin M \cup N$ such that $x \in W^{u}(M) \cap W^{s}(N)$. A finite sequence $M_{1}, M_{2}, \cdots, M_{k}$ of isolated invariant sets will be called a chain if $M_{1} \rightarrow M_{2} \rightarrow \cdots \rightarrow M_{k}\left(M_{1} \rightarrow M_{1}\right.$, if $\left.k=1\right)$. The chain will be called a cycle if $M_{k}=M_{1}$.

The particular invariant sets of interest are

$$
\begin{equation*}
\tilde{A}_{\partial}=\bigcup_{x \in A_{\partial}} \omega(x) . \tag{4.1}
\end{equation*}
$$

$\tilde{A}_{\partial}$ is isolated if there exists a covering $M=\bigcup_{i=1}^{k} M_{k}$ of $\tilde{A}_{\partial}$ by pairwise disjoint, compact, isolated invariant sets $M_{1}, M_{2}, \cdots, M_{k}$ for $T_{\partial}$ such that each $M_{i}$ is also an isolated invariant set for T. $M$ is called an isolated covering. $\tilde{A}_{\partial}$ will be called acyclic if there exists some isolated covering $M=\cup_{i=1}^{k} M_{i}$ of $\tilde{A}_{\partial}$ such that no subset of the $M_{i}$ 's forms a cycle. An isolated covering satisfying this condition will be called acyclic.

The principal result on persistence can now be stated.
Theorem 4.1. Suppose $T(t)$ satisfies (3.1) and we have the following:
(i) There is a $t_{0} \geqq 0$ such that $T(t)$ is compact for $t>t_{0}$;
(ii) $T(t)$ is point dissipative in $X$;
(iii) $\tilde{A}_{\partial}$ is isolated and has an acyclic covering $M$.

Then $T(t)$ is uniformly persistent if and only if for each $M_{i} \in M$

$$
\begin{equation*}
W^{s}\left(M_{i}\right) \cap X^{0}=\phi . \tag{4.2}
\end{equation*}
$$

For the case in which $T(t)$ is only asymptotically smooth, we have the following theorem.

Theorem 4.2. Suppose $T(t)$ satisfies (3.1) and we have the following:
(i) $T(t)$ is asymptotically smooth;
(ii) $T(t)$ is point dissipative in $X$;
(iii) $\gamma^{+}(U)$ is bounded in $X$ if $U$ is bounded in $X$;
(iv) $\tilde{A}_{\partial}$ is isolated and has an acyclic covering.

Then the conclusions of Theorem 4.1 are valid.
For the proof we need the following lemma.
Lemma 4.3. Assume that $T$ satisfies (i)-(iii) of Theorem 4.2. Let $\gamma_{n}^{+}$be a sequence of precompact semiorbits, with $\omega$-limit sets $\omega_{n}$. Suppose that $M$ is a compact, isolated invariant set with $\omega_{n} \cap M=\phi$ for $n$ large. If $p_{n} \in \omega_{n}$ is such that $d\left(p_{n}, M\right) \rightarrow 0$, then there exist sequences $\left\{q_{n}\right\},\left\{r_{n}\right\}, q_{n}, r_{n} \in \omega_{n}$ and elements $q \in W^{s}(M) \backslash M, r \in W^{u}(M) \backslash M$ with $\lim _{n \rightarrow \infty} q_{n}=q$ and $\lim _{n \rightarrow \infty} r_{n}=r$. The $q$ and $r$ can be found in an arbitrarily small neighborhood of $M$.

Proof. Let us first prove that the set $\left\{\omega_{n}\right\}$ contains a subsequence that converges in the Hausdorff metric to an invariant set $\omega$. The omega-limit set of a semiorbit $\gamma^{+}$ consists of full orbits and belongs to the global attractor $A$ for $T(t)$. Let $K$ be the set of nonempty compact subsets of $\Omega=\mathrm{Cl} \cup_{x \in X} \omega(x)$ with Hausdorff metric $\rho$. The subsets $\omega_{n}$ are uniformly bounded compact subsets of $\Omega$. Since each element of $K$ is a subset of $A$ which is compact, there is a subsequence, which we again label $\omega_{n}$ such that $\rho\left(\omega_{n}, \omega\right) \rightarrow 0, \omega \in K$. Clearly $\omega$ is invariant.

Let $U$ be an isolating neighborhood of $M$ and $V$ an open set such that $M \subset V \subset$ $\mathrm{Cl}(V) \subset U$. Then $p_{n} \in V$ for large $n$. Since $p_{n} \in \omega_{n}$, which is invariant, there is a full orbit through $p_{n}$. Since $p_{n} \in V$, there is a corresponding $y_{n} \in \partial V$, with $T\left(\tau_{n}\right) p_{n}=y_{n}$ and $T(t) p_{n} \in V$, for $0>t>\tau_{n}$. Since $y_{n} \in \Omega$ we may select a convergent subsequence, again called $y_{n}$, such that $\lim _{n \rightarrow \infty} y_{n}=y \in \partial V \cap \omega$ and, in particular, $y \notin M$.

If $\left\{\tau_{n}\right\}$ were bounded, we could select a convergent subsequence $\tau_{n} \rightarrow \tau$ which, by continuity, makes $T(\tau) y \in M$. Hence $T(t) y \in M$ for $t>\tau$, and $y \in W^{s}(M) \backslash M$. Thus we may assume that $\tau_{n} \rightarrow-\infty$. This has the consequence that $\gamma^{+}(y) \subset V$ or $y \in W^{s}(M)$.

Since $y \in \omega$ we may select the $q_{n}$ 's as stated. The proof for the $r_{n}$ 's follows similarly, taking into account the possibility of multiple backward orbits. (Note that in this case we need only one backward orbit to remain in $V$.) This completes the proof of the lemma.

Remark 4.4. If, in Lemma 4.3, there is a single orbit $\gamma^{+}(x)$, with $p_{n} \in \gamma^{+}(x)$ and $\lim _{t \rightarrow \infty} d\left(p_{n}, M\right)=0$, and $x \notin W^{s}(M)$, the proof provides similar sequences $\left\{r_{n}\right\}$ and $\left\{q_{n}\right\}$ on $\gamma^{+}(x)$ (see [3, Thm. 4.1] and [5, Thm. 2.2]).

Proof of Theorem 4.2. The necessity of (4.2) is clear. Suppose (4.2) holds and $T(t)$ is not uniformly persistent. There are two cases to be considered in the proof. There is a sequence of points $p_{n}$ with either $p_{n}=\gamma^{+}\left(t_{n}\right)$ for some orbit $\gamma^{+}(x), x \in X^{0}$ or $p_{n} \in \omega_{n}$ for some sequence of omega limits sets, such that $d\left(p_{n}, \partial X^{0}\right) \rightarrow 0$ as $n \rightarrow \infty$. Choose a subsequence such that $p_{n} \rightarrow q$ and, if in the second case, such that $\omega_{n} \rightarrow \omega$ as in the proof of Lemma 4.3. Let $\Omega$ be $\omega(x)$ in the first case or the $\omega$ of Lemma 4.3 in the second. Clearly, $\gamma^{+}(q) \subset \partial X^{0}$ and $q \in W_{w}^{s}\left(M_{i}\right)$ for some $M_{i}$, say for $M_{1}$. By Lemma 4.3 (or Remark 4.4), there exists a point $q_{1} \in W^{s}\left(M_{1}\right) \cap \Omega$. Since $\Omega$ is invariant, there exists a full orbit $\gamma\left(q_{1}\right)$ through $q_{1}$ that lies in $\Omega$. $\alpha_{\gamma}\left(q_{1}\right)$ exists, and, since $\alpha_{\gamma}\left(q_{1}\right)$ is invariant, $\alpha_{\gamma}\left(q_{1}\right) \cap W_{w}^{u}\left(M_{j}\right) \neq \phi$, say for $j=2$. If $\alpha_{\gamma}\left(q_{1}\right) \subset M_{2}$, then $M_{2}$ is chained to $M_{1}$. Clearly we can choose a new sequence of points $p_{n}$ either on the sets $\omega_{n}$ or on the orbit $\gamma^{+}(x)$ whose distance from $M_{2}$ tends to zero. Using Lemma 4.3 or Remark 4.4, choose $q_{2}$ and repeat the argument. If $\alpha_{\gamma}\left(p_{1}\right)$ is not a proper subset of $M_{2}$, then we proceed essentially as in the proof of [3, Thm. 3.1] to reach a contradiction of the no cycle condition. The proof now follows the general scheme of the proof of Theorem 3.1 of [3], keeping in mind the two cases mentioned above and taking care to use a full orbit when constructing the alpha limit sets needed to chain sets. The reference in the proof in [3], [4], however, is not needed in view of the statement of Lemma 4.3.
5. An example. Suppose that $x(t)$ and $y(t)$ represent populations that grow according to the delayed logistic equation

$$
x^{\prime}(t)=r_{1} x(t)(1-x(t-1)), \quad y^{\prime}(t)=r_{2} y(t)(1-y(t-1))
$$

If $r_{1}$ and $r_{2}$ are sufficiently small, each population grows to the carrying capacity [12, p. 14]-in this case, to one. Suppose that each produces a metabolic product or a toxin that inhibits the growth of the other, i.e., each reduces the current intrinsic growth rate of its competitor. The equations then take the form

$$
\begin{equation*}
x^{\prime}(t)=r_{1} x(t)\left[1-x(t-1)-\mu_{1} y(t)\right], \quad y^{\prime}(t)=r_{2} y(t)\left[1-y(t-1)-\mu_{2} x(t)\right] . \tag{5.1}
\end{equation*}
$$

This is one of a large variety of possible competition equations with delays that may be modeled on the Lotka-Volterra equations. We show that if, in addition to the above assumption on the $r_{i}$ 's, $\mu_{1}$ and $\mu_{2}$ are less than one, the system is persistent.

The appropriate space $X$ is the positive cone of $C[0,1] \times C[0,1]$. The form of the system of (5.1) insures that solutions corresponding to positive initial conditions (positive functions on $[-1,0]$ ) remain positive, i.e., the positive cone $X$ is invariant.

For any pair of initial functions $(\phi, \psi) \in X$, let $x(t, \phi, \psi)$ be the solution of (5.1) and define $T(t)(\phi, \psi) \in X, \quad t \geqq 0, \quad$ by $\quad T(t)(\phi, \psi)(\theta)=(x(t+\theta, \phi, \psi), \quad y(t+\theta, \phi, \psi))$, $-1 \leqq \theta \leqq 0$.
Then $T(t)$ is completely continuous for $t>1$. Simple comparison arguments show that $T(t)$ is point dissipative. There are three constant solutions on the boundary of $X$ corresponding to $x(t)=0$ and $y(t)=0, x(t)=1$ and $y(t)=0$, and $x(t)=0$ and $y(t)=1$. The origin is clearly unstable. Let us linearize around $(0,1)$ to find

$$
h_{1}^{\prime}(t)=r_{1} h_{1}(t)\left(1-\mu_{1}\right), \quad h_{2}^{\prime}(t)=r_{2}\left[-h_{2}(t-1)-\mu_{2} h_{1}(t)\right] .
$$

The characteristic equation factors as

$$
\left[\lambda-r_{1}\left(1-\mu_{1}\right)\right]\left[\lambda+r_{2} e^{-\lambda}\right]=0 .
$$

There is a unique positive (since $\mu_{1}<1$ ) eigenvalue corresponding to the first square bracket being set equal to zero. This corresponds to an eigenvector of the form $[1,0]^{T}$. The eigenvalues from the second square bracket can be shown to have negative real parts. These correspond to an eigenvector of the form $[0,1]^{T}$, and hence correspond to solutions that remain in the part of the boundary of $X$ given by $x(t) \equiv 0$. Thus the stable set of this constant solution does not intersect the interior of the cone $X$. A similar argument applies at the constant solutions $x(t)=1, y(t)=0$, when $\mu_{2}<1$. Since the origin is unstable, $\tilde{A}_{\partial}$ is just the union of the constant solutions. Taking the $M_{i}$ 's to be these constant solutions, there are no cycles in the boundary of $X$. The constant solutions are also isolated invariant sets. Hence (5.1) is uniformly persistent, and there is a global attractor in the interior of $C[0,1] \times C[0,1]$.

When the number of equilibrium points is small (as expected in population equations) and the dimension of the unstable manifolds is small, we can anticipate checking the chain condition directly as in the example by letting the sets $M_{i}$ be the equilibrium points. The results, however, allow for greater flexibility in the choice of the cover. For example, if one face had three equilibria $P_{i}, i=1,2,3$, and connecting orbits $\gamma_{i j}$ for $(i, j) \in I=\{(1,2),(2,3),(3,1)\}$, connecting $P_{i}$ to $P_{j}$, then we could select as an element of the cover the three points and the connecting orbits. We would then need to show that the attracting set of this element of the cover does not intersect the interior of the space. Often there can be a good biological reason that prevents cycles. In the example above, the instability of the origin (common for competition problems) precludes the connection of invariant sets in the two faces ( $x, 0$ ) and ( $0, y$ ), $x, y \in C[0,1]$. In predator-prey problems there are no compact invariant sets on the predator axis (corresponding to extinction in the absence of prey), which is often helpful. There are obvious difficulties when the limit sets are more complex than equilibria or periodic orbits. Ideally we would like to devise a criterion that would make the sets $\tilde{A}_{\partial}$ "uniformly repelling." $\tilde{A}_{\partial}$, of course, if it is isolated, is a one-element cover so, in principle, the theorem can be applied directly to it.
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#### Abstract

A class of interface problems is considered where the solutions of one Helmholtz equation in the upper half-plane $x_{2}>0$ and of another in the lower half-plane $x_{2}<0$, respectively, are related by two transmission conditions on the line $x_{2}=0$. One of these is of the first kind, the other one of the second kind, and they are different for $x_{1}>0$ and $x_{1}<0$, respectively. In general, there appears a coupled system of Wiener-Hopf equations. Necessary and sufficient conditions for the correctness of the problem in a Sobolev space setting are presented as well as explicit formulas for a factorization of the Fourier symbol matrix of the one-medium problem, the solution in closed form, and its asymptotics near the origin.
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1. Introduction. We investigate a certain class of diffraction problems $\mathscr{P}$ leading to simultaneous $2 \times 2$ systems of Wiener-Hopf equations. These can be considered in two ways, which we combine in this paper.

First, the classical Wiener-Hopf technique, represented by Noble [17], for instance, centers around a function theoretic factorization of the Fourier symbol matrix function $\sigma(\xi), \xi \in \mathbb{R}$, i.e., an explicit representation $\sigma=\sigma_{-} \sigma_{+}$with upper/lower holomorphic matrix functions $\sigma_{ \pm}(\xi)$ for $\operatorname{Im} \xi \gtrless 0$ with algebraic behavior at infinity. In contrast to factoring rational matrices [1], this is a very subtle problem (see Heins [6], [7], Daniele [2], [3], Rawlins [19], Khrapkov [10], and others [8], [9], [13], [14], [23]), and it seems to be the only method for obtaining a closed form solution.

On the other hand, we may be interested in finding a function space setting such that $\mathscr{P}$ is well posed. This is equivalent to a certain operator factorization type in a more general context (see Devinatz and Shinbrot [4], Mikhlin and Prössdorf [16], and Speck [21]) where some invariant subspaces are involved.

For the one-medium problems we will find a class of symbol matrices $\sigma$ depending on a parameter $\lambda$ that can be factored by Daniele's method-provided $\lambda$ is not exceptional (see Theorem 3.1). It is remarkable that this factorization does not correspond to a factorization of a bounded operator into bounded operators (Lemma 4.1); for only a small subclass of problems (a parameter subset $(0,1) \subset \mathbb{C}$ of measure zero) can this be achieved by rearrangement (Theorem 4.4). For the majority of problems there exists only a generalized factorization corresponding to an operator factorization into unbounded operators (Corollary 4.6), which is best understood in the theory of systems of Cauchy type singular integral equations (see [16]). However, it helps to solve the well-posed problem (Corollary 5.1), to find the asymptotic behavior (Theorem 5.2) and to illuminate the various structures of $\mathscr{P}_{\lambda}$ in a function space setting based on the energy norm (Theorem 2.1 and Corollary 4.6).

[^25]We now formulate problem $\mathscr{P}$. Find

$$
\begin{align*}
& u \in L^{2}\left(\mathbb{R}^{2}\right), \\
& u_{\mid \Omega^{ \pm} \in H^{1}\left(\Omega^{ \pm}\right),} \quad \Omega^{ \pm}: x_{2} \gtrless 0,  \tag{1.1}\\
& \left(\Delta+k_{1}^{2}\right) u=0 \quad \text { in } \Omega^{+}, \\
& \left(\Delta+k_{2}^{2}\right) u=0 \quad \text { in } \Omega^{-}
\end{align*}
$$

where $\operatorname{Im} k_{j}>0$ holds and the Dirichlet data $u_{0}^{ \pm}=u_{\mid x_{2}= \pm 0}$ and the Neumann data $u_{1}^{ \pm}=\partial u / \partial x_{\left.2\right|_{x_{2}= \pm 0}}$ satisfy

$$
\begin{align*}
& a_{0} u_{0}^{+}+b_{0} u_{0}^{-}=h_{0} \\
& a_{1} u_{1}^{+}+b_{1} u_{1}^{-}=h_{1}  \tag{1.2}\\
& a_{0}^{\prime} u_{0}^{+}+b_{0}^{\prime} u_{0}^{-}=h_{0}^{\prime} \\
& a_{1}^{\prime} u_{1}^{+}+b_{1}^{\prime} u_{1}^{-}=h_{1}^{\prime}
\end{align*} \text { on } \mathbb{R}_{+},
$$

with known constant coefficients $a_{0}, \ldots, b_{1}^{\prime} \in \mathbb{C}$ and $h_{0} \in H^{1 / 2}\left(\mathbb{R}_{+}\right), h_{1} \in H^{-1 / 2}\left(\mathbb{R}_{+}\right)$, $h_{0}^{\prime} \in H^{1 / 2}\left(\mathbb{R}_{-}\right), h_{1}^{\prime} \in H^{-1 / 2}\left(\mathbb{R}_{-}\right)$.

The following facts are known from [22], which is used for reference.
Let $1_{ \pm}$denote the characteristic function of $\mathbb{R}_{ \pm}, F$ the Fourier transformation, $\hat{u}\left(\xi_{1}, \xi_{2}\right)=F u\left(x_{1}, x_{2}\right)=\int \exp \left(i\left(\xi_{1} x_{1}+\xi_{2} x_{2}\right)\right) u\left(x_{1}, x_{2}\right) d\left(x_{1}, x_{2}\right)$ and $t_{j}\left(\xi_{1}\right)=\left(\xi_{1}^{2}-k_{j}^{2}\right)^{1 / 2}$, $j=1,2$, with branch cuts $\pm k_{j} \pm i \tau, \tau \geqq 0$, and $t_{j}\left(\xi_{1}\right) \sim \xi_{1}$ at $+\infty$. For brevity $\xi_{1}$ is replaced by $\xi$ in what follows.

First, any solution of (1.1) satisfies the representation formula

$$
\begin{align*}
u\left(x_{1}, x_{2}\right) & =G\binom{u_{0}^{+}}{u_{0}^{-}}\left(x_{1}, x_{2}\right) \\
& =F_{\xi \rightarrow x_{1}}^{-1}\left\{e^{-x_{2} t_{1}(\xi)} \hat{u}_{0}^{+}(\xi) 1_{+}\left(x_{2}\right)+e^{x_{2} t_{1}(\xi)} \hat{u}_{0}^{-}(\xi) 1_{-}\left(x_{2}\right)\right\} . \tag{1.3}
\end{align*}
$$

Second, we introduce the boundary operators

$$
\begin{align*}
& B_{ \pm}: H^{1 / 2}(\mathbb{R})^{2} \rightarrow H^{1 / 2}(\mathbb{R}) \times H^{-1 / 2}(\mathbb{R}), \\
& B_{+}=F^{-1}\left(\begin{array}{cc}
a_{0} & b_{0} \\
-a_{1} t_{1} & b_{1} t_{2}
\end{array}\right) \cdot F=F^{-1} \sigma_{B_{+}} \cdot F,  \tag{1.4}\\
& B_{-}=F^{-1}\left(\begin{array}{cc}
a_{0}^{\prime} & b_{0}^{\prime} \\
-a_{1}^{\prime} t_{1} & b_{1}^{\prime} t_{2}
\end{array}\right) \cdot F=F^{-1} \sigma_{B_{-}} \cdot F,
\end{align*}
$$

which correspond to (1.2) but act on functions living on the whole axis. Problem $\mathscr{P}$ is said to be of normal type, if $\sigma_{B_{ \pm}}(\xi)$ are regular for $\xi \in \mathbb{R}$ and both are stable at infinity:

$$
\begin{equation*}
\left[\operatorname{det} \sigma_{B_{ \pm}}(\xi)\right]^{ \pm 1}=O\left(|\xi|^{ \pm 1}\right), \quad|\xi| \rightarrow \infty \tag{1.5}
\end{equation*}
$$

This assumption is equivalent to the bijectivity of $B_{ \pm}$and can also be written in the following form:

$$
\begin{array}{r}
a_{0} b_{1} t_{2}(\xi)+b_{0} a_{1} t_{1}(\xi) \neq 0, \quad \xi \in \mathbb{R}, \\
a_{0} b_{1}+b_{0} a_{1} \neq 0 \tag{1.6}
\end{array}
$$

supplemented by analogous conditions for the primed coefficients.
Third, there is the following theorem.
Equivalence Theorem. Let $\mathscr{P}$ be of normal type (or only $B_{-}$invertible). Then $u$ solves Problem $\mathscr{P}$, if and only if (i) $u$ is represented by (1.3) where $u_{0}^{ \pm}$are given by

$$
\begin{equation*}
\binom{u_{0}^{+}}{u_{0}^{-}}=B_{-}^{-1}\left\{\binom{v_{+}}{w_{+}}+\binom{l_{e} h_{0}^{\prime}}{l_{o} h_{1}^{\prime}}\right\} \tag{1.7}
\end{equation*}
$$

with even or odd extension of the data onto the whole axis and (ii) the functions (more precisely: functionals) $v_{+}, w_{+}$are solutions of the Wiener-Hopf system

$$
\begin{align*}
& W\binom{v_{+}}{w_{+}}=\binom{h_{0}}{h_{1}}-1_{+} \cdot B_{+} B_{-}^{-1}\binom{l_{e} h_{0}^{\prime}}{l_{o} h_{1}^{\prime}}=\binom{h_{0}^{*}}{h_{1}^{*}}, \\
& W=1_{+} \cdot F^{-1} \sigma \cdot F: \tilde{H}^{1 / 2}\left(\mathbb{R}_{+}\right) \times \tilde{H}^{-1 / 2}\left(\mathbb{R}_{+}\right) \rightarrow H^{1 / 2}\left(\mathbb{R}_{+}\right) \times H^{-1 / 2}\left(\mathbb{R}_{+}\right),  \tag{1.8}\\
& \sigma=\sigma_{B_{+}} \sigma_{B_{-}-1}^{-1} .
\end{align*}
$$

Note that $\tilde{H}^{s}\left(\mathbb{R}_{+}\right)$is defined to be the closed subspace of $H^{s}=H^{s}(\mathbb{R})$ functions supported on $\overline{\mathbb{R}_{+}}$(the natural embedding into $H^{s}\left(\mathbb{R}_{+}\right)$is not closed with respect to the $H^{s}\left(\mathbb{R}_{+}\right)$topology for $\left.s=\frac{1}{2} \bmod 1\right)$. This space is sometimes denoted by $H_{00}^{s}\left(\mathbb{R}_{+}\right)$for $s=\mu+\frac{1}{2}, \mu \in \mathbb{N}_{0}[12], H_{s}^{+}[5], \tilde{W}^{s, 2}\left(\mathbb{R}_{+}\right)$, or $H_{s, 2}^{+}(\mathbb{R})$ [20]. The multiplication operator $1_{+}$acts on distributions as a restriction on test functions supported on $\overline{\mathbb{R}_{+}}$. Other (continuous) extensions instead of $l_{e}, l_{o}$ are admissible.

## 2. The structure of Wiener-Hopf operators corresponding to problem $\mathscr{P}$.

Theorem 2.1. Let $\mathscr{P}$ be of normal type. The operator $W$ given by (1.8) is Fredholm, if and only if the elements of the matrix

$$
\left(\begin{array}{ll}
a & b  \tag{2.1}\\
c & d
\end{array}\right)=\frac{1}{a_{0}^{\prime} b_{1}^{\prime}+b_{0}^{\prime} a_{1}^{\prime}}\left(\begin{array}{cc}
a_{0} b_{1}^{\prime}+b_{0} a_{1}^{\prime} & -a_{0} b_{0}^{\prime}+b_{0} a_{0}^{\prime} \\
-a_{1} b_{1}^{\prime}+b_{1} a_{1}^{\prime} & a_{1} b_{0}^{\prime}+b_{1} a_{0}^{\prime}
\end{array}\right)
$$

satisfy the conditions

$$
\begin{equation*}
a d=0, \quad b c \neq 0 \tag{2.2}
\end{equation*}
$$

or

$$
\begin{equation*}
a d \neq 0, \quad \lambda^{-1}=b c / a d \notin[0,1] . \tag{2.3}
\end{equation*}
$$

In both cases, the analytical index of $W$ equals zero (we call $\lambda=a d / b c$ the characteristic parameter of $\mathscr{P}$ ).

Proof. The symbol matrix $\sigma$ reads explicitly

$$
\sigma=\frac{1}{a_{0}^{\prime} b_{1}^{\prime} t_{2}+b_{0}^{\prime} a_{1}^{\prime} t_{1}}\left(\begin{array}{cc}
a_{0} b_{1}^{\prime} t_{2}+b_{0} a_{1}^{\prime} t_{1} & -a_{0} b_{0}^{\prime}+b_{0} a_{0}^{\prime}  \tag{2.4}\\
\left(-a_{1} b_{1}^{\prime}+b_{1} a_{1}^{\prime}\right) t_{1} t_{2} & a_{1} b_{0}^{\prime} t_{1}+b_{1} a_{0}^{\prime} t_{2}
\end{array}\right) .
$$

Now put $t(\xi)=\left(\xi^{2}-k^{2}\right)^{1 / 2}$ with an auxiliary wave number $k$ (that we only need in the case $k_{1} \neq k_{2}$ ) and

$$
\begin{equation*}
t(\xi)=t_{-}(\xi) t_{+}(\xi)=(\xi-k)^{1 / 2}(\xi+k)^{1 / 2} \tag{2.5}
\end{equation*}
$$

with the usual choice of branches, see above. It is known [5, Thm. 4.4, Lemma 4.6], [22] that the mappings

$$
\begin{align*}
& F^{-1} t_{+}^{r} \cdot F: \tilde{H}^{s}\left(\mathbb{R}_{+}\right) \rightarrow \tilde{H}^{s-r / 2}\left(\mathbb{R}_{+}\right), \\
& 1_{+} \cdot F^{-1} t_{-}^{r} \cdot F l: H^{s}\left(\mathbb{R}_{+}\right) \rightarrow H^{s-r / 2}\left(\mathbb{R}_{+}\right) \tag{2.6}
\end{align*}
$$

are bijective for any extension $l$ and arbitrary $r, s \in \mathbb{R}$. Therefore $W$ is equivalent to (coincides up to invertible factors with) the lifted operator

$$
\begin{equation*}
W_{0}=1_{+} \cdot F^{-1} \sigma_{0} \cdot F: L^{2}\left(\mathbb{R}_{+}\right)^{2} \rightarrow L^{2}\left(\mathbb{R}_{+}\right)^{2} \tag{2.7}
\end{equation*}
$$

where the lifted matrix

$$
\begin{align*}
\sigma_{0} & =\left(\begin{array}{cc}
t_{-} & 0 \\
0 & t_{-}^{-1}
\end{array}\right) \sigma\left(\begin{array}{cc}
t_{+}^{-1} & 0 \\
0 & t_{+}
\end{array}\right) \\
& =\frac{1}{a_{0}^{\prime} b_{1}^{\prime} t_{2}+b_{0}^{\prime} a_{1}^{\prime} t_{1}}\left(\begin{array}{cc}
\left(a_{0} b_{1}^{\prime} t_{2}+b_{0} a_{1}^{\prime} t_{1}\right)\left(t_{-} / t_{+}\right) & \left(-a_{0} b_{0}^{\prime}+b_{0} a_{0}^{\prime}\right) t \\
\left(-a_{1} b_{1}^{\prime}+b_{1} a_{1}^{\prime}\right)\left(t_{1} t_{2} / t\right) & \left(a_{1} b_{0}^{\prime} t_{1}+b_{1} a_{0}^{\prime} t_{2}\right)\left(t_{+} / t_{-}\right)
\end{array}\right) \tag{2.8}
\end{align*}
$$

is also invertible in $C(\mathbb{R})^{2 \times 2}$ and tends to

$$
\sigma_{0}( \pm \infty)=\left(\begin{array}{cc} 
\pm a & b  \tag{2.9}\\
c & \pm d
\end{array}\right)
$$

at infinity, i.e., $\sigma_{0}$ is piecewise continuous on the (one-point-)compactified axis $\mathbb{R}$.
The theory of systems of Cauchy-type singular integral equations on the unit circle, which can be transferred to the real line case by the stereographic projection (or Cayley transformation) [16, Chaps. V, IV.6], implies that the Fredholm property of $W_{0}$ (and thus of $W$ ) is equivalent to

$$
\begin{align*}
& \operatorname{det} \sigma_{0}(\xi) \neq 0, \quad \xi \in \mathbb{R},  \tag{2.10}\\
& \operatorname{det}\left[\mu \sigma_{0}(-\infty)+(1-\mu) \sigma_{0}(+\infty)\right] \neq 0, \quad \mu \in[0,1] .
\end{align*}
$$

This can easily be rewritten in the form (2.2)-(2.3). Furthermore, we obtain the index formula

$$
\text { Ind } \begin{align*}
W & =\operatorname{dim} N(W)-\operatorname{codim} R(W) \\
& =\operatorname{Ind} W_{0}=- \text { ind } \operatorname{det} \sigma_{0}=0 \tag{2.11}
\end{align*}
$$

where the winding number of det $\sigma_{0}$ vanishes, since

$$
\text { det } \begin{align*}
\sigma_{0}(\xi) & =\operatorname{det} \sigma(\xi)=\operatorname{det} \sigma_{B_{+}}(\xi) / \operatorname{det} \sigma_{B_{-}}(\xi) \\
& =\left(a_{0} b_{1} t_{2}(\xi)+b_{0} a_{1} t_{1}(\xi)\right) /\left(a_{0}^{\prime} b_{1}^{\prime} t_{2}(\xi)+b_{0}^{\prime} a_{1}^{\prime} t_{1}(\xi)\right) \tag{2.12}
\end{align*}
$$

is an even function in $\xi$.
Corollary 2.2. There exists a generalized factorization [16, V.5-6] in $L^{2}(\mathbb{R})^{2}$

$$
\sigma_{0}(\xi)=\sigma_{0-}(\xi)\left(\begin{array}{cc}
\left(\frac{\xi-i}{\xi+i}\right)^{\kappa_{1}} & 0  \tag{2.13}\\
0 & \left(\frac{\xi-i}{\xi+i}\right)^{\kappa_{2}}
\end{array}\right) \sigma_{0+}(\xi),
$$

i.e., with $\kappa_{1}, \kappa_{2} \in \mathbb{Z}, \sigma_{0 \pm}^{ \pm 1} \in L^{2}(\mathbb{R}, \rho)^{2 \times 2}$ are holomorphically extendable into the upper/lower complex half-plane where $\rho(\xi)=\left(\xi^{2}+1\right)^{-1 / 2}$ holds (the elements of $\rho \sigma_{0 \pm}^{ \pm 1}$ belong to $L^{2}(\mathbb{R})$ where $\sigma_{0 \pm}^{-1}$ denote the inverse matrices), if and only if $\mathscr{P}$ is of normal type and (2.2)-(2.3) are satisfied. This also yields Ind $W=-\kappa_{1}-\kappa_{2}=0$.

Remarks 2.3. (1) There corresponds a bounded operator factorization $A_{0}=$ $F^{-1} \sigma_{0} \cdot F=A_{0-} C A_{0+}, A_{0 \pm}, C \in \mathscr{L}\left(L^{2}(\mathbb{R})^{2}\right)$, with (2.13), if and only if the matrix functions are bounded invertible, i.e., $\sigma_{0 \pm}^{ \pm 1} \in L^{\infty}(\mathbb{R})^{2 \times 2}$. This is also called a cross factorization in the context of general Wiener-Hopf operators [21], which yields a generalized inverse of $W_{0}$ (cf. [16, Thm. 4.2].). If the additional factors satisfy $\sigma_{0 \pm} \in$ $C(\dot{\mathbb{R}})^{2 \times 2}$, then (2.13) is said to be a right canonical (matrix) factorization [16, V.3.2.]. But here this is not true in general according to discontinuities at infinity (see (2.9)).
(2) So far we do not know about $\kappa_{1}=\kappa_{2}=0$ and the invertibility of $W$. The previous result is not constructive.
(3) Obviously, the system decomposes, i.e., $\sigma$ is triangular (see (2.4)) if and only if (i) the vectors $\left(a_{0}, b_{0}\right)$ and ( $a_{0}^{\prime}, b_{0}^{\prime}$ ) or the vectors ( $a_{1}, b_{1}$ ) and ( $a_{1}^{\prime}, b_{1}^{\prime}$ ) are parallel, which means that the corresponding data are given along the full line, or (ii) $a_{0}=a_{1}^{\prime}=0$ (or similar) according to a pure boundary value problem for the lower (or upper) half-plane, which can be treated separately, or (iii) in the case $t_{1}=t_{2}$ only: the vectors ( $a_{0}, b_{0}$ ) and ( $a_{1}^{\prime}, b_{1}^{\prime}$ ) or ( $a_{1}, b_{1}$ ) and ( $a_{0}^{\prime}, b_{0}^{\prime}$ ) are antiparallel. The first case (i) $b c=0$ is excluded by (2.2)-(2.3). The range of $W$ is not closed in $H^{1 / 2}\left(\mathbb{R}_{+}\right) \times H^{-1 / 2}\left(\mathbb{R}_{+}\right)$;
there appear compatibility conditions and problems that are well-posed in other space settings where at most a single Wiener-Hopf equation must be solved. The other two cases do not disturb the conditions (2.2)-(2.3) and we have an invertible system according to two isolated equations of the type that appears for Sommerfeld's half-plane problem. All these cases have been discussed in [22].
3. The explicit function theoretic factorization for one-medium problems. We consider the nondecomposing case of a normal type problem $\mathscr{P}$ with $t_{1}=t_{2}=t$ and write $\sigma$ from (2.4) in the standard form

$$
\sigma=\left(\begin{array}{cc}
a & b t^{-1}  \tag{3.1}\\
c t & d
\end{array}\right) \rightarrow\left(\begin{array}{cc}
1 & t^{-1} \\
\lambda^{-1} t & 1
\end{array}\right)
$$

after some elementary transformations.
The following factorization of this nonrational matrix function is based on the work of Daniele [2] and others (see above). Only the case $\lambda=-1$ corresponding to the mixed Dirichlet-Neumann problem

$$
\begin{align*}
& u_{0}^{+}=h_{0}, \quad u_{1}^{-}=h_{1} \quad \text { on } \mathbb{R}_{+}, \\
& u_{0}^{+}-u_{0}^{-}=u_{1}^{+}-u_{1}^{-}=0 \quad \text { on } \mathbb{R}_{-} \tag{3.2}
\end{align*}
$$

has been solved before [7], [14], [18]. The exceptional (decomposing) case $\lambda=0$ or $\infty$ is excluded here, $\lambda=1$ is nonnormal and $\lambda=2$ corresponds to the strange reference problem where, for instance, $u_{0}^{+}, u_{1}^{+}-u_{1}^{-} \in \mathbb{R}_{+}$and $u_{1}^{-}, u_{0}^{+}-u_{0}^{-}$on $\mathbb{R}_{-}$are given, (see [22]) and where $W_{0}$ is not Fredholm in our ( $L^{p}, p=2$ ) setting (see (2.3)).

Theorem 3.1. For any $\lambda \in \mathbb{C}, 0 \neq \lambda \neq 1$, a factorization $\sigma=\sigma_{-} \sigma_{+}$into lower/upper holomorphic function matrices is given by

$$
\begin{align*}
\sigma_{ \pm}=\left(1-\lambda^{-1}\right)^{1 / 4}\{ & \cosh \left[C \cdot \log \gamma_{ \pm}\right]\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \\
& \left.-\sinh \left[C \cdot \log \gamma_{ \pm}\right]\left(\begin{array}{cc}
0 & \sqrt{\lambda} / t \\
t / \sqrt{\lambda} & 0
\end{array}\right)\right\} \tag{3.3}
\end{align*}
$$

with

$$
\begin{equation*}
C=\frac{i}{\pi} \log \frac{\sqrt{\lambda}+1}{\sqrt{\lambda}-1}, \quad \gamma_{ \pm}(\xi)=\frac{\sqrt{k \pm \xi}+i \sqrt{k \mp \xi}}{\sqrt{2 k}} \tag{3.4}
\end{equation*}
$$

and algebraic behavior as $\xi \rightarrow \pm \infty$ (e.g., put $\arg \sqrt{\lambda} \in[0, \pi)$, $\arg (\sqrt{\lambda}+1) /(\sqrt{\lambda}-1) \in$ $[-\pi, 0], \operatorname{Re} C \in[0,1], \arg \sqrt{k}=\frac{1}{2} \arg k$ and branch cuts as before $)$.

Proof. To construct $\sigma_{ \pm}$we write [2]

$$
\sigma=\left(\begin{array}{ll}
1 & 0  \tag{3.5}\\
0 & 1
\end{array}\right)+\frac{1}{\lambda t}\left(\begin{array}{cc}
0 & \lambda \\
t^{2} & 0
\end{array}\right)
$$

where the latter matrix has polynomial elements and find a matrix $M=\log \sigma$ in the sense of $\sigma=\exp M$ (which is defined as a series) by putting

$$
\log \sigma=\frac{1}{2} \log g\left(\begin{array}{ll}
1 & 0  \tag{3.6}\\
0 & 1
\end{array}\right)+\frac{1}{2} \tau\left(\begin{array}{cc}
0 & \frac{\lambda}{2} \\
t^{2} & 0
\end{array}\right)
$$

with

$$
\begin{equation*}
g=\operatorname{det} \sigma=1-\lambda^{-1}, \quad \tau=\frac{-1}{\sqrt{\lambda} t} \log \frac{\sqrt{\lambda}+1}{\sqrt{\lambda}-1} . \tag{3.7}
\end{equation*}
$$

Surely, $\tau$ does not depend on the branch of $\sqrt{\lambda}$. An additive decomposition

$$
\begin{align*}
\frac{1}{t(\xi)} & =\frac{-2 i}{\pi t(\xi)}\left\{\log \frac{\sqrt{k+\xi}+i \sqrt{k-\xi}}{\sqrt{2 k}}+\log \frac{\sqrt{k-\xi}+i \sqrt{k+\xi}}{\sqrt{2 k}}\right\}  \tag{3.8}\\
& =\frac{-2 i}{\pi t(\xi)}\left\{\log \gamma_{+}(\xi)+\log \gamma_{-}(\xi)\right\}
\end{align*}
$$

( $\gamma_{ \pm}$are not upper/lower functions themselves) yields

$$
\begin{equation*}
\tau=\tau_{+}+\tau_{-}, \quad \tau_{ \pm}(\xi)=\frac{2 C}{\sqrt{\lambda} t(\xi)} \log \gamma_{ \pm}(\xi) \tag{3.9}
\end{equation*}
$$

where $\tau_{ \pm}$are holomorphic in $\operatorname{Im} \xi>-\operatorname{Im} k$ and $\operatorname{Im} \xi<\operatorname{Im} k$, respectively. A factorization of $g=g_{-} g_{+}, g_{ \pm}=\left(1-\lambda^{-1}\right)^{1 / 2}$ is trivial here.

Associating

$$
(\log \sigma)_{ \pm}=\frac{1}{2} \log g_{ \pm}\left(\begin{array}{ll}
1 & 0  \tag{3.10}\\
0 & 1
\end{array}\right)+\frac{1}{2} \tau_{ \pm}\left(\begin{array}{cc}
0 & \lambda \\
t^{2} & 0
\end{array}\right)
$$

which obviously commute with each other, we have

$$
\begin{equation*}
\sigma_{ \pm}=\exp (\log \sigma)_{ \pm} \tag{3.11}
\end{equation*}
$$

in coincidence with (3.3). It is also possible to check (3.3) directly.
The behavior at infinity is determined by

$$
\begin{align*}
& \gamma_{+}(\xi) \sim \begin{cases}\sqrt{k} \xi^{-1 / 2}, & \xi \rightarrow+\infty, \\
\sqrt{2 / k} i|\xi|^{1 / 2}, & \xi \rightarrow-\infty,\end{cases} \\
& \gamma_{-}(\xi) \sim \begin{cases}(i / \sqrt{k}) \xi^{1 / 2}, & \xi \rightarrow+\infty, \\
\sqrt{k / 2}|\xi|^{-1 / 2}, & \xi \rightarrow-\infty .\end{cases} \tag{3.12}
\end{align*}
$$

Thus the arguments of $\gamma_{ \pm}$are bounded and the entries of exponential type in $\sigma_{ \pm}$ behave as

$$
\begin{align*}
\left|\exp \left[C \cdot \log \gamma_{ \pm}(\xi)\right]\right| & =O\left(\exp \left\{\operatorname{Re} C \cdot \log \left|\gamma_{ \pm}(\xi)\right|\right\}\right) \\
& = \begin{cases}O\left(|\xi|^{\mp \operatorname{Re} C / 2}\right), & \xi \rightarrow+\infty \\
O\left(|\xi|^{ \pm \operatorname{Re} C / 2}\right), & \xi \rightarrow-\infty .\end{cases} \tag{3.13}
\end{align*}
$$

Note that this is bounded (the hyperbolic terms oscillate), if and only if $C \in i \mathbb{R}$ holds or equivalently $\lambda>1$ corresponding to the case that was excluded in (2.3).
4. How to find a generalized factorization. To end up with the inverse of $W$ we try to consider (3.3) as a factorization in the sense of (2.13)—after the lifting process described in (2.6)-(2.8).

It will be seen that this is not possible without an additional modification: the splitting-off of a polynomial matrix in the middle of (3.3). In our opinion this phenomenon is typical of problems with more general boundary or transmission conditions.

Furthermore, we will see that here usually (in contrast to the scalar Dirichlet or Neumann problems) the plus/minus factors correspond to unbounded operators on $L^{2}(\mathbb{R})^{2}$, i.e., $\sigma_{0 \pm} \in L^{\infty}(\mathbb{R})^{2 \times 2}$ holds only in "exceptional cases," which makes the interpretation in the spirit of singular equations [16] most important.

For a better understanding of the (linear) operator theoretical structure of the factorization, we consider $W_{0}$ in (2.7) rather on the whole scale of $L^{p}$ spaces $L^{p}(\mathbb{R})^{2}$, $1 \leqq p \leqq \infty$ (the elements occurring in (2.8) are $L^{p}$ multipliers [11]), or at least for $1<p<\infty$ (because of relations to singular integral operators). This, in fact, means that we seek $u_{\mid \Omega^{ \pm} \in} W^{s, p}\left(\Omega^{ \pm}\right)$with $s-1 / p=\frac{1}{2}$, i.e., $s=\frac{1}{2}+1 / p$, which is physically less important.

It is known that the Fredholm property of $W_{0}$ on $L^{p}\left(\mathbb{R}_{+}\right)^{2}$ is equivalent to a factorization (2.13) with upper/lower function matrices

$$
\begin{gather*}
\sigma_{0-}, \sigma_{0+}^{-1} \in L^{p}\left(\mathbb{R}, \rho^{2 / p}\right)^{2 \times 2}, \\
\sigma_{0+}, \sigma_{0-}^{-1} \in L^{q}\left(\mathbb{R}, \rho^{2 / q}\right)^{2 \times 2}, \quad 1 / p+1 / q=1 \tag{4.1}
\end{gather*}
$$

(see [16, V, Thm. 5.2]). Further note that $\varphi(\xi)=|\xi-k|^{\mu}, \xi \in \mathbb{R}$, implies

$$
\begin{equation*}
\varphi \in L^{p}\left(\mathbb{R}, \rho^{2 / p}\right) \Leftrightarrow \mu p<1 . \tag{4.2}
\end{equation*}
$$

We call ord $\varphi=\mu$ the exact order of $\varphi$ (at $\pm \infty$ ), and the order of a matrix function is defined elementwise.

Now we are able to test whether the lifted function theoretic factorization defined by

$$
\tilde{\sigma}_{0-} \tilde{\sigma}_{0+}=\left(\begin{array}{cc}
t_{-} & 0  \tag{4.3}\\
0 & t_{-}^{-1}
\end{array}\right) \sigma_{-} \cdot \sigma_{+}\left(\begin{array}{cc}
t_{+}^{-1} & 0 \\
0 & t_{+}
\end{array}\right)
$$

is a generalized factorization with trivial middle term ( $\kappa_{1}=\kappa_{2}=0$ ).
Lemma 4.1. Formula (4.3) is not a generalized factorization for any $p \in(1, \infty)$ and any parameter $\lambda \in \mathbb{C}$.

Proof. From (3.3), (3.13), and (4.3) we obtain for $0 \neq \lambda \neq 1$ and $\delta=\operatorname{Re} C \in[0,1]$ (see the Appendix)

$$
\begin{align*}
& \text { ord } \tilde{\sigma}_{0-}=\operatorname{ord} \tilde{\sigma}_{0+}^{-1}=\left(\begin{array}{ll}
\frac{1}{2}(\delta+1) & \frac{1}{2}(\delta-1) \\
\frac{1}{2}(\delta+1) & \frac{1}{2}(\delta-1)
\end{array}\right),  \tag{4.4}\\
& \text { ord } \tilde{\sigma}_{0+}=\operatorname{ord} \tilde{\sigma}_{0-}^{-1}=\left(\begin{array}{ll}
\frac{1}{2}(\delta-1) & \frac{1}{2}(\delta-1) \\
\frac{1}{2}(\delta+1) & \frac{1}{2}(\delta+1)
\end{array}\right)
\end{align*}
$$

with regard to ord det $\sigma_{ \pm}=0$.
Thus (4.1)-(4.2) cannot be satisfied for any $p$, since $\mu=\frac{1}{2}(\delta+1), 1 / p>\mu \geqq \frac{1}{2}$ and $1 / q>\mu \geqq \frac{1}{2}$ contradicts $1 / p+1 / q=1$.

Lemma 4.2. For $\delta=\operatorname{Re} C=\operatorname{Re}(i / \pi) \log (\sqrt{\lambda}+1) /(\sqrt{\lambda}-1) \in[0,1)$ and $\left|1 / p-\frac{1}{2}\right|>$ $\delta / 2$, a generalized factorization reads

$$
\begin{align*}
\sigma_{0} & =\sigma_{0-}\left(\begin{array}{cc}
((\xi-i) /(\xi+i))^{\kappa_{1}} & 0 \\
0 & ((\xi-i) /(\xi+i))^{\kappa_{2}}
\end{array}\right) \sigma_{0+} \\
& = \begin{cases}\tilde{\sigma}_{0-}\left(\begin{array}{cc}
(\xi-i)^{-1} & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
(\xi-i) /(\xi+i) & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\xi+i & 0 \\
0 & 1
\end{array}\right) \tilde{\sigma}_{0+}, & p<\frac{2}{1+\delta} \\
\tilde{\sigma}_{0-}\left(\begin{array}{cc}
1 & 0 \\
0 & \xi-i
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & (\xi+i) /(\xi-i)
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & (\xi+i)^{-1}
\end{array}\right) \tilde{\sigma}_{0+}, & p>\frac{2}{1-\delta} .\end{cases} \tag{4.5}
\end{align*}
$$

Thus the index of $W_{0}$ acting on $L^{p}\left(\mathbb{R}_{+}\right)^{2}$ is given by

$$
\begin{equation*}
\text { Ind } W_{0}=-\left(\kappa_{1}+\kappa_{2}\right)=\mp 1 \tag{4.6}
\end{equation*}
$$

for $p<2 /(1+\delta)$ and $p>2 /(1-\delta)$, respectively, and a left/right inverse is given by

$$
\begin{equation*}
W_{0}^{-}=A_{0+}^{-1} 1_{+} \cdot U^{-1} 1_{+} \cdot A_{0-1}^{-1} \|_{L^{p}\left(\mathbb{R}_{+}\right)^{2}} \tag{4.7}
\end{equation*}
$$

with $A_{0 \pm}=F^{-1} \sigma_{0 \pm} \cdot F$ and $U=F^{-1}\left(((\xi-i) /(\xi+i))^{\kappa_{j}} \delta_{j k}\right) \cdot F$.
Proof. It is easy to verify the properties (4.1), since all elements of $\sigma_{0-}$ and $\sigma_{0+}$ are of order $\frac{1}{2}(\delta-1)$ and $\frac{1}{2}(\delta+1)$. Since ord det $\sigma_{0-}=-1$ in the first case (see (2.8), (3.3), (4.5) (det $\sigma_{ \pm}=$const!)), we have ord $\sigma_{0-}^{-1}=+1+\frac{1}{2}(\delta-1)=\frac{1}{2}(\delta+1)$ in any place etc., which yields the corresponding properties (4.1) of the inverse matrices. Thus (4.5) represents a generalized factorization and the following conclusions are standard [16], [21].

Remark 4.3. This trick obviously does not work for $1 / p \in\left[\frac{1}{2}(1-\delta), \frac{1}{2}(1+\delta)\right]$, and in particular not for $p=2$ where Ind $W_{0}=0$ holds.

For $\delta=\operatorname{Re} C=0$, i.e., $\lambda \in(1, \infty)$, see the Appendix, where only the case $p=2$ is excluded (cf. the remark after (3.13)).

For $\delta=1$, i.e., $\lambda \in(0,1)$, we do not have any result so far.
Theorem 4.4. For $\delta \in(0,1]$, and $\left|1 / p-\frac{1}{2}\right|<\delta / 2$, a generalized factorization reads

$$
\sigma_{0}=\sigma_{0-} \cdot \sigma_{0+}=\tilde{\sigma}_{0-}\left(\begin{array}{cc}
1 & 0  \tag{4.8}\\
\xi_{1} / \sqrt{\lambda} & 1
\end{array}\right) \cdot\left(\begin{array}{cc}
1 & 0 \\
-\xi_{1} / \sqrt{\lambda} & 1
\end{array}\right) \tilde{\sigma}_{0+} .
$$

Thus $W_{0}$ and $W$ are invertible and

$$
\begin{equation*}
W_{0}^{-1}=\left.A_{0+1}^{-1} 1_{+} \cdot A_{0-}^{-1}\right|_{L^{p}\left(\mathbb{R}_{+}\right)^{2}} \tag{4.9}
\end{equation*}
$$

holds according to this factorization.
Proof. The following cancellation in the asymptotic behavior of the terms in (3.3) becomes most important. Abbreviating the hyperbolic terms there by $c_{ \pm}, s_{ \pm}$, and the exponential by $e_{ \pm}$we obtain

$$
\begin{align*}
c_{+} \xi+s_{+} t & =e_{+}(\xi+t)+e_{+}^{-1}(\xi-t) \\
& = \begin{cases}O\left(|\xi|^{\delta / 2+1}\right)+O\left(|\xi|^{\delta / 2-1}\right), & \xi \rightarrow+\infty \\
O\left(|\xi|^{\delta / 2-1}\right)+O\left(|\xi|^{\delta / 2+1}\right), & \xi \rightarrow-\infty\end{cases}  \tag{4.10}\\
& =O\left(|\xi|^{1-\delta / 2}\right), \quad|\xi| \rightarrow \infty
\end{align*}
$$

according to (3.13), $\delta \in(0,1]$ and

$$
\begin{equation*}
\xi-t=\frac{k^{2}}{\xi+t}=O\left(\xi^{-1}\right), \quad \xi \rightarrow+\infty \tag{4.11}
\end{equation*}
$$

By analogy, there holds

$$
\begin{equation*}
c_{-} t-s_{-} t=O\left(|\xi|^{1-\delta / 2}\right), \quad|\xi| \rightarrow \infty \tag{4.12}
\end{equation*}
$$

in contrast to

$$
\begin{equation*}
c_{+} \xi-s_{+} t, c_{-} t+s_{-} \xi=O\left(|\xi|^{1+\delta / 2}\right) \tag{4.13}
\end{equation*}
$$

Thus we obtain the following lifted modified factors and their orders:

$$
\begin{align*}
\sigma_{0+} & =\left(\begin{array}{cc}
1 & 0 \\
-\xi / \sqrt{\lambda} & 1
\end{array}\right) \sigma_{+}\left(\begin{array}{cc}
t_{+}^{-1} & 0 \\
0 & t_{+}
\end{array}\right) \\
& =\left(1-\lambda^{-1}\right)^{1 / 4}\left(\begin{array}{cc}
c_{+} & -s_{+} \sqrt{\lambda} / t \\
-c_{+} \xi / \sqrt{\lambda}-s_{+} t / \sqrt{\lambda} & s_{+} \xi / t+c_{+}
\end{array}\right)\left(\begin{array}{cc}
t_{+}^{-1} & 0 \\
0 & t_{+}
\end{array}\right),  \tag{4.14}\\
\text {ord } \sigma_{0+} & =\left(\begin{array}{ll}
\frac{1}{2}(\delta-1) & \frac{1}{2}(\delta-1) \\
\frac{1}{2}(1-\delta) & \frac{1}{2}(1-\delta)
\end{array}\right)
\end{align*}
$$

and

$$
\begin{align*}
\sigma_{0-} & =\left(\begin{array}{cc}
t_{-} & 0 \\
0 & t_{-}^{-1}
\end{array}\right) \sigma_{-}\left(\begin{array}{cc}
1 & 0 \\
\xi / \sqrt{\lambda} & 1
\end{array}\right) \\
& =\left(1-\lambda^{-1}\right)^{1 / 4}\left(\begin{array}{cc}
t_{-} & 0 \\
0 & t_{-}^{-1}
\end{array}\right)\left(\begin{array}{cc}
c-s_{-} \xi / t & -s_{-} \sqrt{\lambda} / t \\
-s_{-} t / \sqrt{\lambda}+c_{-} \xi / \sqrt{\lambda} & c_{-}
\end{array}\right),  \tag{4.15}\\
\operatorname{ord} \sigma_{0-} & =\left(\begin{array}{cc}
\frac{1}{2}(1-\delta) & \frac{1}{2}(\delta-1) \\
\frac{1}{2}(1-\delta) & \frac{1}{2}(\delta-1)
\end{array}\right) .
\end{align*}
$$

Now we ask to which $L^{p}\left(\mathbb{R}, \rho^{2 / p}\right)$ spaces the elements $\varphi$ of $\sigma_{0 \pm}^{ \pm 1}$ belong. Obviously,

$$
\begin{equation*}
\operatorname{ord} \varphi=\mu \leqq \max \left\{\frac{1}{2}(1-\delta), \frac{1}{2}(\delta-1)\right\}=\frac{1}{2}(1-\delta) \tag{4.16}
\end{equation*}
$$

holds for $\delta \in(0,1]$. So $p$ is determined by, see (4.1)-(4.2)

$$
\begin{equation*}
1 / p>\frac{1}{2}(1-\delta) \tag{4.17}
\end{equation*}
$$

and the same condition must be satisfied for $1 / q=1-1 / p$, i.e., $\left|1 / p-\frac{1}{2}\right|<\delta / 2$.
Remark 4.5. The operators $A_{0 \pm}^{ \pm 1}$ are not bounded for $\delta \neq 1$ but the composition $A_{0-1}^{-1} 1_{+} \cdot A_{0-}$ is (see [16, V.5]).

Corollary 4.6. In terms of the characteristic parameter $\lambda=a d / b c$ (see Theorem 2.1) we obtain the following alternative conclusions for the $p=2$ theory of $W_{0}$.
(1) $\lambda=0: \sigma_{0}$ is triangular. $W_{0}$ decomposes into two single Wiener-Hopf equations that are invertible (see [22]).
(2) $\lambda=1: \sigma_{0}$ degenerates, and $R\left(W_{0}\right)$ is not closed (for any $p$ ).
(3) $\lambda \in(1, \infty): \sigma_{0}$ admits a function theoretic factorization, but not a generalized factorization in $L^{2}\left(\mathbb{R}_{+}\right)^{2}$ (but in $L^{p}\left(\mathbb{R}_{+}\right)^{2}, p \neq 2 /(1 \pm \delta)$ ), and $W_{0}$ is not Fredholm for $p=2$.
(4) $\lambda \in(0,1): \sigma_{0}$ admits a bounded factorization due to $\delta=\operatorname{Re} C=1$, and $W_{0}$ is invertible (for every $p \in(1, \infty)$ ).
(5) $\lambda \notin[0, \infty): \sigma_{0}$ admits an unbounded factorization due to $\delta<1$ with vanishing partial indices, and $W_{0}$ is invertible (also for $p \in(2 /(1+\delta), 2 /(1-\delta))$ and one-sided invertible for $p$ outside the closed interval).
5. The explicit solution and its asymptotics. We continue with the one-medium case and assume $\sigma$ to have standard form (3.1), which leads to the one-parameter family of reference problems $\mathscr{P}_{\lambda}$ :

$$
\begin{array}{ll}
\left(\Delta+k^{2}\right) u=0 & \text { in } \Omega^{+} U \\
-2 u_{0}^{-}=h_{0} & \text { on } \mathbb{R}_{+}, \\
\left(1-\lambda^{-1}\right) u_{1}^{+}-\left(1+\lambda^{-1}\right) u_{1}^{-}=h_{1} & \text { on } \mathbb{R}_{+},  \tag{5.1}\\
u_{0}^{+}-u_{0}^{-}=h_{0}^{\prime} & \text { on } \mathbb{R}_{-}, \\
u_{1}^{+}-u_{1}^{-}=h_{1}^{\prime} & \text { on } \mathbb{R}_{-}
\end{array}
$$

(see (1.1)-(1.2) and (2.4)). Other realizations for the same parameter are available.
Corollary 5.1. $\mathscr{P}_{\lambda}$ is well-posed (with respect to the space setting in (1.1)-(1.2)), if and only if $\lambda^{-1} \in \mathbb{C} \backslash[0,1]$ holds. The solution is then given by (1.3), (1.7) where the unique solution of the Wiener-Hopf system (1.8) must be inserted. This reads

$$
\begin{align*}
\binom{v_{+}}{w_{+}} & =W^{-1}\binom{h_{0}^{*}}{h_{1}^{*}} \\
& =A_{+}^{-1} 1_{+} \cdot A_{-}^{-1}\binom{l_{e} h_{0}^{*}}{l_{o} h_{1}^{*}} \tag{5.2}
\end{align*}
$$

where the Fourier symbols $\Phi_{ \pm}$of $A_{ \pm}$are represented by

$$
\Phi_{+}=\left(\begin{array}{cc}
1 & 0  \tag{5.3}\\
-\xi / \sqrt{\lambda} & 1
\end{array}\right) \sigma_{+}, \quad \Phi_{-}=\sigma_{-}\left(\begin{array}{cc}
1 & 0 \\
\xi / \sqrt{\lambda} & 1
\end{array}\right)
$$

(see (4.14)-(4.15)). Again, $A_{ \pm}$are not bounded operators in $\mathscr{L}\left(H^{1 / 2} \times H^{-1 / 2}, L^{2} \times L^{2}\right)$ and $\mathscr{L}\left(L^{2} \times L^{2}, H^{1 / 2} \times H^{-1 / 2}\right)$, respectively, for $\delta \neq 1$. But there hold (despite the unboundedness)

$$
\begin{gather*}
A_{-}^{-1} 1_{+} \cdot A_{-} \in \mathscr{L}\left(L^{2} \times L^{2}\right), \\
W^{-1} \in \mathscr{L}\left(H^{1 / 2}\left(\mathbb{R}_{+}\right) \times H^{-1 / 2}\left(\mathbb{R}_{+}\right), \tilde{H}^{1 / 2}\left(\mathbb{R}_{+}\right) \times \tilde{H}^{-1 / 2}\left(\mathbb{R}_{+}\right)\right) . \tag{5.4}
\end{gather*}
$$

Theorem 5.2. If the data $h_{0}^{*}, h_{1}^{*}$ in problem $\mathscr{P}_{\lambda}$ are sufficiently smooth and rapidly decreasing (like $e^{-x_{1}} 1_{+}\left(x_{1}\right)$ ), the singular behavior of the solution is described by

$$
\begin{equation*}
\nabla u(x) \sim \text { const } \cdot|x|^{\delta / 2-1}, \quad|x| \rightarrow 0 \tag{5.5}
\end{equation*}
$$

with $\delta=\operatorname{Re}(i / \pi) \log (\sqrt{\lambda}+1) /(\sqrt{\lambda}-1) \in(0,1]$ provided $\lambda \notin[1, \infty)$.
Proof. By standard arguments [5], [6], [17] the singular behavior depends on the maximal order in the symbol matrix of $A_{+}^{-1}$;

$$
\operatorname{ord} \Phi_{+}^{-1}=\left(\begin{array}{cc}
\delta / 2 & \delta / 2-1  \tag{5.6}\\
1-\delta / 2 & -\delta / 2
\end{array}\right)
$$

So the gradient of the solution behaves like the inverse Fourier transform of $\left(\xi^{2}+1\right)^{1 / 2(1-\delta / 2)}(\xi+i)^{-1}$.
6. On the two-media case. We finish with some remarks about problems $\mathscr{P}$ where the wave numbers $k_{1}, k_{2}$ differ and continue considering the matrices $\sigma(\xi)=\sigma\left(\xi ; k_{1}, k_{2}\right)$ and $\sigma_{0}(\xi)=\sigma_{0}\left(\xi ; k_{1}, k_{2}, k\right)$ in (2.4) and (2.8), respectively.

Remark 6.1. If $\mathscr{P}$ is of normal type, $k_{1} \neq k_{2}$ holds and if $\sigma$ is of Khrapkov type [10]

$$
\begin{equation*}
\sigma=\mu_{1} R_{1}+\mu_{2} R_{2} \tag{6.1}
\end{equation*}
$$

with scalar functions $\mu_{j}$ and polynomial matrices $R_{j}$, then it must be even of triangular form, i.e., the Wiener-Hopf system decomposes. More precisely there holds that (i) both of the main diagonal elements disappear (two isolated boundary value problems), or (ii) they are linear dependent and at least one of the other two disappears (excluded due to an isolated Wiener-Hopf equation with another suitable space setting; see Remark 2.3.3(i) or (iii) where both of the off-diagonal elements disappear (trivial, since $\sigma$ is constant)).

So the explicit factorization method of § 3 does not help in any case where $k_{1} \neq k_{2}$ although the existence question is completely answered by Corollary 2.2 (with unknown partial indices).

Remark 6.2. The idea to invert $W_{0}$ using the fixed point principle [15], [21] works in the case $\lambda \in(0,1)$ where we have a bounded factorization. Consider $\sigma_{0}\left(\xi ; k_{1}, k_{2}\right)$ as a perturbation of $\sigma_{0}(\xi ; k)$ with $k=\frac{1}{2}\left(k_{1}+k_{2}\right), \operatorname{Im} k_{j}>0$, and the same coefficients, i.e., the same characteristic parameter $\lambda$. Using the factorization (4.8) $\sigma_{0}=\sigma_{0-} \sigma_{0+}$ of $\sigma_{0}(\xi ; k)$ we obtain

$$
\sigma_{0}\left(\xi ; k_{1}, k_{2}\right)=\sigma_{0}(\xi ; k)\left(I+\sigma_{\varepsilon}(\xi)\right)
$$

with $\left\|\sigma_{\varepsilon}\right\|_{L^{\infty}(\mathbb{R})^{2 \times 2}<1}$ for $\left|k_{1}-k_{2}\right|<\delta(\varepsilon)$ and further

$$
=\sigma_{0-}(\xi ; k)\left(I+\tilde{\sigma}_{\varepsilon}(\xi)\right) \sigma_{0+}(\xi ; k)
$$

with $\left\|\tilde{\sigma}_{\varepsilon}\right\|_{L^{\infty}(\mathbb{R})^{2 \times 2}<1 \text { for }\left\|k_{1}-k_{2}\right\|<\tilde{\delta}(1) . ~}^{\text {. }}$

This yields the (usual) representation

$$
W_{0}^{-1}=\left.F^{-1} \sigma_{0+}^{-1} \cdot F \sum_{j=0}^{\infty}\left(1_{+} \cdot F^{-1} \tilde{\sigma}_{\varepsilon}(\xi) \cdot F\right)^{j} 1_{+} \cdot F^{-1} \sigma_{0-}^{-1} \cdot F\right|_{L^{2}\left(\mathbb{R}_{+}\right)^{2}} .
$$

Sufficient estimates for $k_{j}$ can be obtained easily, in contrast to the case $\lambda \in \mathbb{C} \backslash[0, \infty)$ where the factors are unbounded and we only know about the invertibility in a nonspecified neighborhood of $W$.

Acknowledgments. The author thanks Robert Allan Hurd who was a guest professor at the Technical University of Darmstadt, funded by the DFG in 1986, for many fruitful discussions that initiated this work and that lead to the explicit factorization of the symbol matrices under consideration.

Appendix. The parameter regions. The admissible values of $C$ in (3.3) are described dependent of $\lambda \in \mathbb{C}$. Another choice of the branches leads to the same factorization. Here we have $\operatorname{Re} C \in[0,1], \operatorname{Im} C \in(0, \infty)$ or $\operatorname{Re} C \in(0,1), \operatorname{Im} C \in(-\infty, 0]$ (Figs. 1-4).
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# GREEN-RIEMANN FUNCTIONS FOR A CLASS OF HYPERBOLIC FOCAL POINT PROBLEMS* 
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#### Abstract

Focal point problems such as those in [Hiroshima Math J., 14 (1984), pp. 203-210] in a characteristic triangle have been extended to similar problems for hyperbolic equations of the form $u_{t t}-u_{s s}+$ $q(s, t) u=-\lambda p(s, t) u$. Criteria for the existence of eigenvalues are established by means of Riemann and the generalized Green functions.
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1. Introduction. In [5], Kreith has used d'Alembert's method and the theory of positive operators to study certain hyperbolic boundary value problems. In this paper we extend some of the results of [5] to a more general problem using Riemann's method and the theory of positive operators.

Historically, one of the basic assumptions underlying mathematical models of a vibrating string has been the notion of "simultaneous crossing of the axis" [1]. This assumption refers to the phenomenon of the string passing through its equilibrium state, a quite feasible occurrence for free strings. However, for a string under an arbitrary linear restoring force, such a phenomenon is more difficult to establish. Kreith [4] has studied one such formulation, a semidiscrete case of the following problem:

$$
\begin{align*}
& u_{t t}-u_{s s}+p(s, t) u=0, \quad 0<s<L, \quad t>0,  \tag{1.1}\\
& u_{s}(0, t)=u_{s}(L, t)=0, \quad t>0,  \tag{1.2}\\
& u(s, 0)=0, \quad u_{t}(s, 0)=g(s), \quad 0 \leqq s \leqq L,  \tag{1.3}\\
& u(s, T)=0, \quad T=\text { const. }, \quad 0 \leqq s \leqq L . \tag{1.4}
\end{align*}
$$

In a related paper by Kreith [5], the spatial boundary conditions (1.2) are left out and the differential equation (1.1) is considered over the characteristic triangle

$$
R(s, t)=\{(\sigma, \tau): s-(t-\tau)<\sigma<s+(t-\tau), 0<\tau<t\} .
$$

Under suitable initial conditions of the type (1.3) the string is then required either to pass through its equilibrium or to be at rest at a single point $s=0$ at time $t=T$, which constitutes a modification of condition (1.4). The "hyperbolic focal point problems" of [5] are then many-degrees-of-freedom analogues of the boundary value problems for $d^{2} u / d t^{2}+p u=0,(p>0)$.

In this paper we extend the techniques of [5] involving an equation of the type

$$
u_{t t}-u_{s s}+\lambda p(s, t) u=0, \quad(s, t) \text { in } R(0, T),
$$

under appropriate initial and time boundary conditions, to the equation

$$
\begin{equation*}
u_{t t}-u_{s s}+(q(s, t)+\lambda p(s, t)) u=0, \quad(s, t) \text { in } R(0, T), \tag{1.5}
\end{equation*}
$$

under the same conditions.

[^26]In § 2 we use the Green function method of [5] to establish a positive eigenvalue and its corresponding nonnegative eigenfunction for (1.5) when $q$ is a constant. Under the initial and boundary conditions of $\S 3$, the method runs into difficulty (as in [5]) when $q \equiv 0$, but succeeds when $q=c \not \equiv 0$. Under the conditions of § 4, we see that (1.5) can only be transformed into an integral equation. No solution has been established in this case.
2. Right focal points. We apply the technique of [5] to the problem

$$
\begin{array}{ll}
u_{t t}-u_{s s}+q(s, t) u=-\lambda p(s, t) u & \text { in } R(0, T), \\
u_{t}(s, 0)=0 & \text { in }[-T, T] \\
u(0, T)=0 . &
\end{array}
$$

First the data $u(s, 0)=k g(s)$ will be assigned to solve the Cauchy problem

$$
\begin{align*}
& u_{t t}-u_{s s}+q(s, t) u=-\lambda p(s, t) u \quad \text { in } R(0, T), \\
& u(s, 0)=k g(s), \quad u_{t}(s, 0)=0 \quad \text { in }[-T, T] \tag{2.1}
\end{align*}
$$

and then the condition $u(0, T)=0$ will be imposed to find $k$.
By Riemann's method

$$
u(s, t)=\frac{1}{2}\left(u(s+t, 0)+u(s-t, 0)+\int_{s-t}^{s+t}\left(v u_{\tau}-u v_{\tau}\right) d \sigma+\iint_{R(s, t)}-\lambda p v u d \sigma d \tau\right)
$$

therefore (2.1) has the solution

$$
\begin{aligned}
u(s, t)=\frac{1}{2}\left(k g(s+t)+k g(s-t)-\int_{s-t}^{s+t} k g(\sigma)\right. & v_{\tau}(\sigma, 0 ; s, t) d \sigma \\
& \left.-\iint_{R(s, t)} \lambda p(\sigma, \tau) v(\sigma, \tau ; s, t) u d \sigma d \tau\right),
\end{aligned}
$$

where $v(\sigma, \tau ; s, t)$ satisfies

$$
\begin{align*}
& v_{\tau \tau}-v_{\sigma \sigma}+q(\sigma, \tau) v=0 \quad \text { in } R(s, t), \\
& v \equiv 1 \quad \text { along } \tau=-\sigma+(s+t)  \tag{2.2}\\
& v \equiv 1 \quad \text { along } \tau=\sigma-(s-t)
\end{align*}
$$

Hence $u(0, T)=0$ implies

$$
k=\frac{\iint_{R(0, T)} \lambda p(\sigma, \tau) v(\sigma, \tau ; 0, T) u d \sigma d \tau}{g(T)+g(-T)-\int_{-T}^{T} g(\sigma) v_{\tau}(\sigma, 0 ; 0, T) d \sigma}
$$

and the solution to

$$
\begin{align*}
& u_{t t}-u_{s s}+q(s, t) u=-\lambda p(s, t) u \quad \text { in } R(s, t), \\
& u(s, 0)=k g(s), \quad u_{t}(s, 0)=0 \quad \text { in }[-T, T],  \tag{2.3}\\
& u(0, T)=0
\end{align*}
$$

can be written in the form

$$
\frac{1}{\lambda} u(s, t)=\iint_{R(0, T)} G(s, t ; \sigma, \tau) p(\sigma, \tau) u d \sigma d \tau
$$

where

$$
\begin{equation*}
G(s, t ; \sigma, \tau)=\frac{1}{2} \frac{g(s+t)+g(s-t)-\int_{s-t}^{s+t} g(\sigma) v_{\tau}(\sigma, 0 ; s, t) d \sigma}{g(T)+g(-T)-\int_{-T}^{T} g(\sigma) v_{\tau}(\sigma, 0 ; 0, T) d \sigma} v(\sigma, \tau ; 0, T) \tag{2.4}
\end{equation*}
$$

for $(\sigma, \tau)$ in $R(0, T)-R(s, t)$,

$$
\begin{aligned}
= & \frac{1}{2} \frac{g(s+t)+g(s-t)-\int_{s-t}^{s+t} g(\sigma) v_{\tau}(\sigma, 0 ; s, t) d \sigma}{g(T)+g(-T)-\int_{-T}^{T} g(\sigma) v_{\tau}(\sigma, 0 ; 0, T) d \sigma} v(\sigma, \tau ; 0, T) \\
& -\frac{1}{2} v(\sigma, \tau ; s, t)
\end{aligned}
$$

for $(\sigma, \tau)$ in $R(s, t)$.
For $q(s, t) \equiv 0$ the Riemann function $v(\sigma, \tau ; s, t) \equiv 1$ and the Green-Riemann function (2.4) reduces to

$$
\begin{aligned}
G(s, t ; \sigma, \tau) & =\frac{1}{2} \frac{g(s+t)+g(s-t)}{g(T)+g(-T)} \text { for }(\sigma, \tau) \text { in } R(0, T)-R(s, t), \\
& =\frac{1}{2} \frac{g(s+t)+g(s-t)}{g(T)+g(-T)}-\frac{1}{2} \quad \text { for }(\sigma, \tau) \text { in } R(s, t) .
\end{aligned}
$$

In [5] it has been pointed out that such a Green function is not symmetric but is nonnegative for positive concave $g$ in $[-T, T]$. To show that $G(s, t ; \sigma, \tau)$ can be made nonnegative in $R(0, T)$ for $q(s, t) \geqq 0$, we need the following lemmas.

Lemma 2.1. Let $q(s, t) \geqq 0$ and $v(\sigma, \tau ; s, t) \geqq 0$ in $R(s, t)$. Then $v_{\tau}(\sigma, \tau ; s, t) \geqq 0$ in $R(s, t)$.

Proof. Choose the change of independent variables $x=\sqrt{2} / 2((t-\tau)+(s-\sigma))$ and $y=\sqrt{2} / 2((t-\tau)-(s-\sigma))$ to transform (2.2) into

$$
\begin{align*}
& v_{x y}+\frac{1}{2} q(x, y) v=0,  \tag{2.5}\\
& v(x, 0)=1, \quad x \text { in }[0, \sqrt{2} T], \\
& v(0, y)=1, \quad y \text { in }[0, \sqrt{2} T] .
\end{align*}
$$

Equation (2.5) integrated over $[0, y]$ and $[0, x]$ yields

$$
\begin{aligned}
& v_{x}(x, y)=-\frac{1}{2} \int_{0}^{y} q(x, \eta) v(x, \eta) d \eta \leqq 0 \\
& v_{y}(x, y)=-\frac{1}{2} \int_{0}^{x} q(\xi, y) v(\xi, y) d \xi \leqq 0
\end{aligned}
$$

therefore

$$
v_{\tau}=-\sqrt{2} / 2\left(v_{x}+v_{y}\right) \geqq 0 .
$$

Lemma 2.2. Let $q(s, t) \equiv C>0, C$ be a constant, and $\omega$ be the first zero of $J_{0}$ the Bessel function of order zero. Then for $T \leqq \omega / \sqrt{C}, v(\sigma, \tau ; s, t) \geqq 0$ for all $(s, t)$ in $R(0, T)$ and $(\sigma, \tau)$ in $R(s, t)$.

Proof. With $q \equiv C$, the Riemann function $v(\sigma, \tau ; s, t)=J_{0}(\sqrt{C} \Gamma)$, where $\Gamma=$ $\sqrt{(t-\tau)^{2}-(s-\sigma)^{2}}$. The function $J_{0}$ is nonnegative for $\sqrt{C} \Gamma \leqq \omega$. This implies that $J_{0}$ is nonnegative for all $(\sigma, \tau)$ lying in the region between the two branches of the hyperbola $(t-\tau)^{2}-(s-\sigma)^{2}=\omega^{2} / C$. Therefore $R(s, t)$ will lie in this region, for all $(s, t)$ in $R(0, T)$, if $T \leqq \omega / \sqrt{C}$.

It follows from Lemmas 2.1 and 2.2 that for $q \equiv C>0$ and $T \leqq \omega / \sqrt{C}$ the inequalities $v(\sigma, \tau ; s, t) \geqq 0$ and $v_{\tau}(\sigma, \tau ; s, t) \geqq 0$ are satisfied for all $(s, t)$ in $R(0, T)$ and $(\sigma, \tau)$ in $R(s, t)$. Let $T_{0}<\omega / \sqrt{C}$ be chosen such that $v\left(\sigma, 0 ; 0, T_{0}\right) \geqq m$ for $-T_{0} \leqq$ $\sigma \leqq T_{0}$. Let $v_{\tau}(\sigma, 0 ; s, t) \leqq M$ for $(s, t)$ in $R(0, T), s-t \leqq \sigma \leqq s+t$. Assume that $g$ is
positive and concave with a maximum $g_{0}$ and minimum $g(T)=g(-T)$ over the interval $[-T, T]$, where $T$ satisfies

$$
\begin{equation*}
T \leqq \min \left(g(T) / M g_{0}, T_{0}\right) \tag{2.6}
\end{equation*}
$$

Then with $T_{0}, m, M, g_{0}, g(T)$, and $T$ so defined we have the following lemma.
Lemma 2.3. Let $T$ be defined by (2.6) and let $g$ be a positive continuous function with $g^{\prime \prime} \leqq 0$ in $[T,-T]$. Then the values of $g$ in $(-T, T)$ can be chosen so that $G(s, t ; \sigma, \tau) \geqq$ 0 in $R(0, T)$.

Proof. For the integrals in the numerator and denominator of the expression for $G$ we have

$$
\begin{aligned}
& \int_{s-t}^{s+t} g(\sigma) v_{\tau}(\sigma, 0 ; s, t) d \sigma<2 T g_{0} M \leqq\left(2 g(T) / M g_{0}\right) g_{0} M=2 g(T), \\
& \int_{-T}^{T} g(\sigma) v_{\tau}(\sigma, 0 ; 0, T) d \sigma<2 T g_{0} M \leqq\left(2 g(T) / M g_{0}\right) g_{0} M=2 g(T) .
\end{aligned}
$$

Therefore $g(s+t)+g(s-t)$ can be chosen large enough in $(-T, T)$ so that

$$
\frac{g(s+t)+g(s-t)-\int_{s-t}^{s+t} g(\sigma) v_{\tau}(\sigma, 0 ; s, t) d \sigma}{g(T)+g(-T)-\int_{-T}^{T} g(\sigma) v_{\tau}(\sigma, 0 ; 0, T) d \sigma} \geqq \frac{1}{m} \geqq \frac{v(\sigma, \tau ; s, t)}{v(\sigma, \tau ; 0, T)} .
$$

Hence $G(s, t ; \sigma, \tau) \geqq 0$ for all $(s, t)$ and $(\sigma, \tau)$ in $R(0, T)$.
For $p \geqq 0$, define $A$ to be the operator

$$
A[u]=\iint_{R(0, T)} G(s, t ; \sigma, \tau) p(\sigma, \tau) u d \sigma d \tau
$$

Then $A$ is $u_{0}$-positive and completely continuous in $L^{q}(1<q<\infty)$ due to the boundedness of $G$ and $p$ [3, Chap. 2, pp. 230-232]. When we choose $K$ to be the cone of functions $u$ nonnegative in $R(0, T)$, the operator $A$ maps $K$ into $K$. The theory of Krasnoselskii [3, Chap. 2] then yields the following theorem.

Theorem 2.1. There exists a $T$ and a function $g$ positive in $[-T, T]$ such that for $p \geqq 0$ in $R(0, T)$ and $q \equiv C>0$ the eigenvalue problem (2.3) has a unique eigenvalue $\lambda_{g}>0$ and a corresponding unique nontrivial solution that is nonnegative in $R(0, T)$. All other eigenvalues of (2.3) satisfy $|\lambda|>\lambda_{g}$.
3. Left focal points. An argument similar to the one in § 2 can be applied to the following eigenvalue problem:

$$
\begin{align*}
& u_{t t}-u_{s s}+q(s, t) u=-\lambda p(s, t) u \quad \text { in } R(0, T), \\
& u(s, 0)=0, \quad u_{t}(s, 0)=k g(s) \quad \text { in }[-T, T]  \tag{3.1}\\
& u_{t}(0, T)=0 \tag{3.2}
\end{align*}
$$

However, for $q(s, t) \equiv 0$ the technique of $\S 2$ fails. In this case a result has been established in [5] for the existence of a focal point for

$$
\begin{aligned}
& u_{t t}-u_{s s}+p(s, t) u=0 \quad \text { in } R(0, T) \\
& u(s, 0)=0, \quad u_{t}(s, 0)=k g(s) \quad \text { in }[-T, T] \\
& u_{t}(0, T)=0 .
\end{aligned}
$$

Again solve the Cauchy problem (3.1) by the Riemann method to obtain

$$
u(s, t)=\frac{1}{2}\left(\int_{s-t}^{s+t} k g(\sigma) v(\sigma, 0 ; s, t) d \sigma-\iint_{R(s, t)} \lambda p(\sigma, \tau) v(\sigma, \tau ; s, t) u d \sigma d \tau\right)
$$

and so

$$
\begin{aligned}
u_{t}(s, t)=\frac{1}{2}(k( & g(s+t) v(s+t, 0 ; s, t)+g(s-t) v(s-t, 0 ; s, t) \\
& \left.+\int_{s-t}^{s+t} g(\sigma) v_{t}(\sigma, 0 ; s, t) d \sigma\right) \\
& -\lambda \int_{0}^{t}(p(-\tau+(s+t), \tau) v(-\tau+(s+t), \tau ; s, t) u(-\tau+(s+t), \tau) \\
& +p(\tau+(s-t), \tau) v(\tau+(s-t), \tau ; s, t) u(\tau+(s-t), \tau)) d \tau \\
& \left.-\lambda \iint_{R(s, t)} p(\sigma, \tau) v_{t}(\sigma, \tau ; s, t) u(\sigma, \tau) d \sigma d \tau\right)
\end{aligned}
$$

Impose condition (3.2) and assume that $p(-\tau+T, \tau)=p(\tau-T, \tau) \equiv 0,0 \leqq \tau \leqq T$ to obtain

$$
k=\frac{\lambda \iint_{R(0, T)} p(\sigma, \tau) v_{t}(\sigma, \tau ; 0, T) u d \sigma d \tau}{g(T)+g(-T)+\int_{-T}^{T} g(\sigma) v_{t}(\sigma, 0 ; 0, T) d \sigma}
$$

The solution of (3.1), (3.2) can now be written in the form

$$
\frac{1}{\lambda} u(s, t)=\iint_{R(0, T)} G(s, t ; \sigma, \tau) p(\sigma, \tau) u d \sigma d \tau
$$

where

$$
\begin{aligned}
& G(s, t ; \sigma, \tau) \\
& \quad=\frac{1}{2} \frac{\int_{s-t}^{s+t} g(\sigma) v(\sigma, 0 ; s, t) d \sigma}{g(T)+g(-T)+\int_{-T}^{T} g(\sigma) v_{t}(\sigma, 0 ; 0, T) d \sigma} v_{t}(\sigma, \tau ; 0, T) \\
& =\frac{1}{2} \frac{\int_{s-t}^{s+t} g(\sigma) v(\sigma, 0 ; s, t) d \sigma}{g(T)+g(-T)+\int_{-T}^{T} g(\sigma) v_{t}(\sigma, 0 ; 0, T) d \sigma} \\
& \quad \cdot v_{t}(\sigma, \tau ; 0, T)-\frac{1}{2} v(\sigma, \tau ; s, t) \text { in } R(0, T)-R(s, t), \\
& \quad \text { for }(\sigma, \tau) \text { in } R(s, t) .
\end{aligned}
$$

As in $\S 2$, for $q \equiv C>0$ the function $v(\sigma, \tau ; s, t)=J_{0}(\sqrt{C} \Gamma)$ and we have the following lemma.

Lemma 3.1. Let $\omega$ be the first zero of $J_{0}$. Then for $T \leqq \omega / \sqrt{C}$ the Riemann function $v(\sigma, \tau ; s, t)=J_{0}(\sqrt{C} \Gamma)$ satisfies $v_{t}(\sigma, \tau ; 0, T) \leqq 0$ in $R(0, T)$.

Proof. Note that for $\Gamma=\sqrt{(T-\tau)^{2}-(\sigma)^{2}}$

$$
v_{t}(\sigma, \tau ; 0, T)=(\sqrt{C}(T-\tau) / \Gamma) \sum_{k=1}^{k=\infty}\left((-1)^{k} k /(k!)^{2}\right)(\sqrt{C} \Gamma / 2)^{2 k-1} .
$$

To have $v_{t}(\sigma, \tau ; 0, T) \leqq 0$ in $R(0, T)$ we let

$$
\left(k /(k!)^{2}\right)(\sqrt{C} \Gamma / 2)^{2 k-1} \geqq\left((k+1) /((k+1)!)^{2}\right)(\sqrt{C} \Gamma / 2)^{2 k+1} \quad \text { for } k=1,2,3, \cdots,
$$

which implies that $\Gamma$ must satisfy $\Gamma \leqq \sqrt{8} / \sqrt{C}$, i.e., $(T-\tau)^{2}-(\sigma)^{2} \leqq 8 / C$. The characteristic triangle $R(0, T)$ now lies completely between the two branches of the hyperbola $(T-\tau)^{2}-(\sigma)^{2}=8 / C$ if $T \leqq \sqrt{8} / \sqrt{C}$. But $T$ already satisfies $T \leqq \omega / \sqrt{C}<\sqrt{8} / \sqrt{C}$, so we are done.

Let $g$ be positive in $[-T, T]$ and $C>4 \omega^{2}$. Then $T<\frac{1}{2}$ and the values of $g$ at the endpoints of $[-T, T]$ can be chosen large enough so that

$$
\begin{equation*}
g(T)+g(-T)+\int_{-T}^{T} g(\sigma) v_{t}(\sigma, 0 ; 0, T) d \sigma>0 \tag{3.3}
\end{equation*}
$$

Now by Lemmas 2.2 and 3.1, $G(s, t ; \sigma, \tau) \leqq 0$ in $R(0, T)$. If $p$ is chosen nonpositive in $R(0, T)$, then the operator $A$ defined by

$$
A[u]=\iint_{R(0, T)} G(s, t ; \sigma, \tau) p(\sigma, \tau) u d \sigma d \tau
$$

is a positive operator on the cone $K$ of functions $u$ nonnegative in $R(0, T)$. Once more Krasnoselskii's theory [3] implies the following theorem.

Theorem 3.1. Let $q(s, t) \equiv C>4 \omega^{2}$ and $T \leqq \omega / \sqrt{C}$ where $\omega$ is the first zero of the Bessel function $J_{0}$ of order zero. Let $p(s, t) \leqq 0$ in $R(0, T)$ with $p \equiv 0$ along the characteristic boundaries of $R(0, T)$. Finally let $g(s)>0$ in $[-T, T]$ satisfy (3.3). Then there is a unique eigenvalue $\lambda_{g}>0$ to which there corresponds a unique nontrivial solution of (3.1), (3.2) which is nonnegative in $R(0, T)$. All other eigenvalues of (3.1), (3.2) satisfy $|\lambda|>\lambda_{g}$.
4. Conjugate points. It appears that even the introduction of an extra function $q$ to the conjugate point problem of [5] does not help resolve the establishment of a conjugate point. By the method of the last two sections the problem

$$
\begin{align*}
& u_{t t}-u_{s s}+q(s, t) u=-\lambda p(s, t) u \quad \text { in } R(0, T), \\
& u(s, 0)=0, \quad u_{t}(s, 0)=k g(s) \quad \text { in }[-T, T],  \tag{4.1}\\
& u(0, T)=0,
\end{align*}
$$

can be written in the equivalent form

$$
\frac{1}{\lambda} u(s, t)=\iint_{R(0, T)} G(s, t ; \sigma, \tau) p(\sigma, \tau) u d \sigma d \tau,
$$

where

$$
\begin{aligned}
& G(s, t ; \sigma, \tau)= \frac{1}{2} \frac{\int_{s-t}^{s+t} g(\sigma) v(\sigma, 0 ; s, t) d \sigma}{\int_{-T}^{T} g(\sigma) v(\sigma, 0 ; 0, T) d \sigma} v(\sigma, \tau ; 0, T) \\
& \text { for }(\sigma, \tau) \text { in } R(0, T)-R(s, t), \\
&=\frac{1}{2} \frac{\int_{s+t}^{s+t} g(\sigma) v(\sigma, 0 ; s, t) d \sigma}{\int_{-T}^{T} g(\sigma) v(\sigma, 0 ; 0, T) d \sigma} v(\sigma, \tau ; 0, T)-\frac{1}{2} v(\sigma, \tau ; s, t) \\
& \quad \text { for }(\sigma, \tau) \text { in } R(s, t) .
\end{aligned}
$$

Nevertheless, the Green-Riemann function $G(s, t ; \sigma, \tau)$ cannot be made nonnegative or nonpositive in $R(0, T)$. However, the conjugate point problem (4.1), in a slightly different form, has recently been studied by Kreith [6] and Haws [2]. Their method involves construction of a symmetric Green function. The results of [6] and [2] show the existence of such conjugate points.
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#### Abstract

For the wave equation with lower-order nonlinearities a regularity theorem is given which ensures that solutions in certain $L^{q}$ are in fact smooth solutions to the equation. For equations with energy estimates the existence of global classical solutions in lower dimensions is obtained.
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1. Introduction. The purpose of this paper is to study the regularity of solutions to the Cauchy problem for equations of the form

$$
\begin{equation*}
u_{t t}+(-\Delta)^{m} u+a u+f(u)=g \tag{1}
\end{equation*}
$$

in $R_{+} \times R^{n}$ with initial data

$$
\begin{equation*}
u(0, x)=u_{0}(x), \quad u_{t}(0, x)=u_{1}(x) \tag{2}
\end{equation*}
$$

where $m \geqq 1, \partial^{\alpha}=\Pi\left(\partial / \partial x_{i}\right)^{\alpha_{i}},|\alpha|=\sum\left|\alpha_{i}\right|$, and $a \geqq 0$. The nonlinear term $f(u)$ is described in § 3. The results we prove apply also to the analogous class associated to the Schrödinger equation:

$$
\begin{equation*}
i u_{t}+(-\Delta)^{m} u+f(u)=g \tag{3}
\end{equation*}
$$

with initial data $u(0, x)=u_{0}(x)$.
The existence of classical ( $C^{2}$ ) solutions, particularly of (1), has been studied by many authors. The results, however, all have some restriction on the dimension. In the case $m=1$, Jörgens [4] proved the existence of classical solutions if $n=3$. This was extended to $n<10$ by Brenner and von Wahl in [2]. In the case $m \geqq 2$ these solutions have been proven to exist by Pecher [7] and Narasaki [6], who extended this to $n \leqq 6(m-k)+4$. Similar results have been obtained for the Schrödinger equation (3). For example, Tsutsumi and Hayashi [10] have shown the existence of classical solutions when $m=1$ and $n \leqq 9$.

In this paper we present a regularity theorem, valid in all dimensions, which states roughly that a solution is smooth if it contains a critical amount $k_{0}$ of differentiability. Since there is no positivity condition imposed on $f(u)$ this theorem applies also to solutions that eventually blow-up. If a positivity condition is added then the existence of global classical solutions in lower dimensions is obtained.
2. The linear estimates. Let $a \geqq 0$. The solution of the Cauchy problem for

$$
u_{t t}+(-\Delta)^{m} u+a u=0, \quad(t, x) \in R_{+} \times R^{n}
$$

can be written in terms of Fourier multipler transformations with multipliers

$$
\cos \left(t \sqrt{a+|\xi|^{2 m}}\right) \quad \text { and } \quad\left(a+|\xi|^{2 m}\right)^{-1 / 2} \sin \left(t \sqrt{a+|\xi|^{2 m}}\right)
$$

Denote the corresponding transformations by $K_{t}^{C}$ and $K_{t}$, respectively. Let $L_{k}^{p}\left(R^{n}\right)=$ $(I-\Delta)^{-k / 2}\left(L^{p}\left(R^{n}\right)\right)$ with norm $|f|_{k, p} \equiv\left|(I-\Delta)^{k / 2} f\right|_{L^{p}}$. If $k$ is a nonnegative integer, then an equivalent norm is $|f|_{p}+\sum_{|\alpha|=k}\left|\partial^{\alpha} f\right|_{p}$. See [9].

[^27]The following lemma summarizes work by previous authors on these transformations.

Theorem 1. Suppose $p^{-1}+q^{-1}=1$ and $0 \leqq A \leqq m$.
(i) If $A+m n|1 / 2-1 / p|<m$ then $K_{t}^{C}$ is a bounded linear transformation from $L^{p}\left(R^{n}\right)$ to $L_{A-m}^{p}\left(R^{n}\right)$ with norm $\tilde{\sigma}(t) \leqq C(1+t)^{M}$, where $M=M(n)$. Similarly $K_{t}$ is a bounded linear transformation from $L^{p}\left(R^{n}\right)$ to $L_{A}^{p}\left(R^{n}\right)$ with norm $\sigma(t) \leqq C(1+t)^{M}$.
(ii) Assume $1<p \leqq 2$. If $m=1$, suppose that $A+(n+1)|1 / p-1 / 2| \leqq 1$. If $m>1$, suppose that $A+2 n|1 / p-1 / 2|<2 m$. Then $K_{t}$ is a bounded linear operator from $L^{p}\left(R^{n}\right)$ to $L_{A}^{q}\left(R^{n}\right)$ with norm $\kappa(t)$ such that $\int_{0}^{t} \kappa(s) d s<\infty$ for all $t<\infty$.

Proof. (i) Let $\eta(x)$ be a $C^{\infty}$ function of $R^{n}$ such that $\eta(x)=0$ if $|x| \leqq 1$ and $\eta(x)=1$ if $|x| \geqq 2$. The multiplier

$$
\left(1-\eta\left(t^{1 / m} \xi\right)\right) \cos \left(t \sqrt{a+|\xi|^{2 m}}\right)\left(1+|\xi|^{2 m}\right)^{(A-m) / 2 m}
$$

determines a transformation on $L^{p}$ with norm $\leqq C(1+t)^{M}$ by the Mikhlin-Hörmander multiplier theorem [ 3 Thm .2 .5 ]). The remaining part of the multiplier for $K_{t}^{C}$ consists of two terms of the form

$$
\frac{\eta\left(t^{1 / m} \xi\right) e^{i t \xi_{a}}}{\xi_{*}^{k}}=\frac{\eta\left(t^{1 / m} \xi\right) e^{i t|\xi|^{m}}}{\xi_{t}^{k}}\left\{\left(\frac{\xi_{t}}{\xi_{*}}\right)^{k}\right\}\left\{e^{i t\left(\xi_{a}-|t|^{m}\right)}\right\}
$$

where $\xi_{t}=\sqrt{1+t^{2}|\xi|^{2 m}}, \xi_{a}=\sqrt{a+|\xi|^{2 m}}, \xi_{*}=\sqrt{1+|\xi|^{2 m}}$, and $k=(m-A) / m$. Each of the multipliers in $\left\}\right.$ brackets is bounded on all $L^{p}, 1<p<\infty$, with norms $\leqq C(1+t)^{k} \leqq$ $C(1+t)$ and $\leqq C(1+t)^{M}$ by the Mikhlin-Hörmander theorem. A simple change of variables shows that the first multiplier has norm independent of $t$. But $\eta(\xi) \exp \left(i|\xi|^{m}\right)\left(1+|\xi|^{2 m}\right)^{-k / 2}$ is a multiplier on $L^{p}\left(R^{n}\right)$ if $|1 / 2-1 / p|<k / n=$ $(m-A) / 2 m n$. If $n=1, m=1, A=0$ then it is a multiplier for $1<p<\infty$. See [9], p. 113. The proof for $K_{t}$ is the same. In fact in this case the norm goes to zero as $t \rightarrow 0$.
(ii) In this case Pecher [9] has shown that

$$
\exp \left(i t \sqrt{a+|\xi|^{2 m}}\right)\left(a+|\xi|^{2 m}\right)^{-1 / 2}\left(1+|\xi|^{2}\right)^{A / 2}
$$

defines a bounded transformation from $L^{p}\left(R^{n}\right)$ to $L^{q}\left(R^{n}\right)$ with norm $\leqq C t^{\rho}(1+t)^{M}$, where $\quad \rho=(n(1-2 / p)+m-A) / m \quad$ and $\quad \rho \leqq 0$. If $m=1$, then $1 / p \leqq$ $1 / 2+(m-A) /(m n+m)$. This shows that $(I-\Delta)^{A / 2} K_{t}$ is bounded with norm $\leqq \kappa(t) \leqq$ $C t^{\rho}(1+t)^{M}$. From the Plancherel theorem this operator is also bounded for $L^{2}$ to $L^{2}$ with norm $\leqq C t^{(m-A) / m}$. If $m-A<n$ then $\rho<0$ when $p=1$ and so $(I-\Delta)^{A / 2} K_{t}$ is also bounded from $L^{p}$ to $L^{q}$ for $p$ arbitrarily close to one. This shows that the operator is bounded for all $1<p \leqq 2$ and removes the restriction $\rho \leqq 0$ when $m>1$. On the other hand, if $m-A \geqq n$, then the multiplier can be written as

$$
\left(1+|\xi|^{2}\right)^{-(m-A) / 2}\left\{\frac{\sin \left(t \sqrt{a+|\xi|^{2 m}}\right)}{\sqrt{a+|\xi|^{2 m}}}\left(1+|\xi|^{2}\right)^{m / 2}\right\}\left(1+|\xi|^{2}\right)^{-(m-A) / 2}
$$

The combination of Sobolev's theorem, the Plancherel theorem, and Sobolev's theorem shows that this is bounded from $L^{p} \rightarrow L^{2} \rightarrow L^{2} \rightarrow L^{q}$ with norm $\leqq C$ for all $1<p \leqq 2$.

The only restriction that now remains on $p$ is when $m=1$. It is, however, necessary that $\kappa(t)$ be locally integrable. For this we need $\rho>-1$. For $m>1$ this is equivalent to

$$
\begin{equation*}
A+2 n\left(\frac{1}{p}-\frac{1}{2}\right)<2 m \tag{4}
\end{equation*}
$$

When $m=1$ this is weaker than the other condition:

$$
\begin{equation*}
A+(n+1)\left(\frac{1}{p}-\frac{1}{2}\right) \leqq 1 \tag{5}
\end{equation*}
$$

For the application of Theorem 1, (4) and (5) can be rewritten as

$$
\begin{gather*}
2 \leqq q \leqq 2(n+1) /(n-1+2 A) \quad \text { if } m=1  \tag{6}\\
2 \leqq q<2 n /(n-2 m+A) \quad \text { if } m>1 . \tag{7}
\end{gather*}
$$

If the denominator is zero or negative this is interpreted as $2 \leqq q<\infty$.
In Example 1 below, the first part of Theorem 1 will be used. This imposes a stronger condition

$$
\begin{equation*}
2 \leqq q<2 m n /(m n-2 m+2 A) \quad \text { if } m>1 \tag{8}
\end{equation*}
$$

For the Schrödinger equation

$$
i u_{t}+(-\Delta)^{m}=0
$$

the multiplier is $\exp \left(i t|\xi|^{2 m}\right)$. Let $K_{t}^{S}$ denote the corresponding transformation.
Theorem 2. Assume $1<p \leqq 2$ and $p^{-1}+q^{-1}$. If $n(1 / p-1 / 2)<m$ then $K_{t}^{S}$ is a bounded linear transformation from $L^{p}\left(R^{n}\right)$ to $L^{q}\left(R^{n}\right)$ with norm $\kappa_{S}(t)$ satisfying $\int_{0}^{t} \kappa_{S}(s) d s<\infty$ for all $t<\infty$.

The proof of Theorem 2 is similar to that of Theorem 1. For the Schrödinger equation the condition on $q$ is

$$
\begin{equation*}
2 \leqq q<2 n /(n-2 m) \tag{9}
\end{equation*}
$$

if $2 m<n$ and $2 \leqq q<\infty$ if $2 m \geqq n$.
3. The nonlinear terms. Several types of nonlinearity will be considered for (1). The important information is summarized in the parameters $k_{0}, \gamma, q, T$ and two functions $\tilde{\kappa}$ and $\omega$. The basic property is that for all $k \geqq k_{0}$ there exist a locally integrable function $\tilde{\kappa}$ and a continuous function $\omega$ on $[0, T]$ such that

$$
\begin{equation*}
\left|K_{t}(f(u)(s))\right|_{k+1, q} \leqq \tilde{\kappa}(t) \omega\left(|u(s)|_{k, q}\right)|u(s)|_{k+1, q} \tag{10}
\end{equation*}
$$

for $s, t \in[0, T]$. This inequality together with Gronwall's inequality will allow us to show that a solution $u$ in $L_{k}^{q}$ is actually in $L_{k+1}^{q}$, and so on. The particular values of $q$, $\tilde{\kappa}$, and $\omega$ will not be important in the final result. We will concentrate therefore more on $k_{0}, \gamma$, and $T$.

Example 1. Consider (1). Let $k_{0} \geqq A$ and

$$
\begin{align*}
& 1 \leqq \gamma \leqq 1+4 n(1-A) /\left(n(n-1+2 A)-2(n+1)\left(k_{0}-A\right)\right) \quad \text { if } m=1 \\
& 1 \leqq \gamma<1+4(m-A) /\left(m n-2 m+2 A-2 m\left(k_{0}-A\right)\right) \quad \text { if } m>1 . \tag{11}
\end{align*}
$$

Let $u$ be a function on $[0, T]$ with values in $L_{A}^{q}\left(R^{n}\right)$, where $q$ is a value satisfying (6), (8) and $q \leqq \gamma+1$. The function $u(t)(x)$ will be written as $u(t, x)$. Let $N$ be the number of multi-indices $\alpha$ such that $|\alpha| \leqq A: N=1+n+\cdots n^{A}$. The nonlinear terms will be assumed to be of the following form

$$
f(u)(t, x)=\psi\left(t, x, u(t, x), \cdots, \partial^{\alpha} u(t, x), \cdots\right)
$$

where $\psi$ is a real-valued $C^{\infty}$ function on $[0, T] \times R^{n+N}$. We place the following growth condition on the function $\psi$ :

$$
\begin{equation*}
\left|\partial_{t}^{b} \partial_{x}^{\delta} \partial_{z}^{\alpha} \omega(t, x, z)\right| \leqq C(1+|z|)^{\max (\gamma-|\alpha|, 0)} \tag{12}
\end{equation*}
$$

for all $(t, x, z) \in[0, T] \times R^{n+N}$ and $(b, \delta, \alpha) \in Z_{0} \times Z_{0}^{n+N}$. Also assume that $\partial_{x}^{\delta} \psi(t, x, 0)=$ 0 for all $\delta \in Z_{0}^{n},(t, x) \in[0, T] \times R^{n}$. Thus $\left|\partial_{x}^{\delta} \psi(t, x, z)\right| \leqq C|z|$.

For simplicity $\psi$ is assumed to be a real-valued function on $[0, T] \times R^{n+N}$, but the proofs are the same if $\psi$ is a complex-valued function on $[0, T] \times R^{n} \times C^{N}$. In fact, for the Schrödinger equation it is necessary to consider such complex-valued nonlinearities.

Let $\eta \in C^{\infty}\left(R^{n}\right)$ be such that $\eta(z)=0$ if $|z| \leqq 1$ and $\eta(z)=1$ if $|z| \geqq 2$. Define $\psi_{0}(t, x, z)=(1-\eta(z)) \psi(t, x, z), \psi_{1}=\eta \psi$, and

$$
\begin{equation*}
f_{i}(u)(t, x)=\psi_{i}\left(t, x, \cdots, \partial^{\alpha} u(t, x), \cdots\right) \tag{13}
\end{equation*}
$$

for $i=0,1$. Now $\psi_{0}$ and its derivatives are bounded, and $\psi_{1}$ satisfies

$$
\begin{equation*}
\left|\partial_{t}^{b} \partial_{x}^{\delta} \partial_{z}^{\alpha} \psi_{1}(t, x, z)\right| \leqq C|z|^{\gamma-|\alpha|} \quad \text { if }|\alpha| \leqq \gamma . \tag{14}
\end{equation*}
$$

Let $\beta \in Z^{n}$. We now describe the decomposition of $\partial^{\beta}(f(u))$ used in the proof of (9). By differentiating (13) we see that

$$
\begin{equation*}
\partial^{\beta}\left(f_{j}(u)(t)\right)=\sum_{\delta} \sum_{\alpha}\left(\partial_{x}^{\delta} \partial_{z}^{\alpha} \psi_{j}\right)(u)(t) \sum_{\nu} c_{\nu} \prod_{i=1}^{|\alpha|} \partial^{\nu} \boldsymbol{u}(t), \tag{15}
\end{equation*}
$$

where $\left|\nu_{i}\right| \geqq 1,|\beta| \leqq|\delta|+\sum\left|\nu_{i}\right|$. We may assume that $\left|\nu_{1}\right| \geqq\left|\nu_{2}\right| \geqq \cdots$. Define

$$
\begin{gather*}
\phi_{1}(t)=\partial^{\beta}\left(f_{1}(u)(t)\right)+\sum_{\delta} \sum_{|\alpha|>\gamma}\left(\partial_{x}^{\delta} \partial_{z}^{\alpha} \psi_{0}\right)(u)(t) \sum_{\nu} c_{\nu} \prod_{i=1}^{|\alpha|} \partial^{\nu} u(t)  \tag{16}\\
\phi_{j+2}(t)=\sum_{\delta} \sum_{|\alpha|=j}\left(\partial_{x}^{\delta} \partial_{z}^{\alpha} \psi_{0}\right)(u)(t) \sum_{\nu} c_{\nu} \prod_{i=1}^{|\alpha|} \partial^{\nu} u(t)
\end{gather*}
$$

for $0 \leqq j<\gamma$. Also $p_{1}=p, p_{2}=q, p_{j+2}=q / j$ for $1 \leqq j<\gamma$.
Lemma 1. Let $k_{0}, q, \gamma$ be as described above. If $(k-A)^{2}+n(1-2 / q) \geqq(k-A) n / q$, $k \in Z$ and $k \geqq k_{0}$ then there exists a continuous function $\omega_{1}$ on $R$ such that

$$
\begin{equation*}
\left|f_{1}(u)(t)\right|_{k+1-A, p} \leqq \omega_{1}\left(|u(t)|_{k, q}\right)|u(t)|_{k+1, q} \tag{17}
\end{equation*}
$$

for all $u(t) \in L_{k+1}^{q}\left(R^{n}\right), t \in[0, T]$.
Proof. If $|\beta|=k-A+1$ then $\partial^{\beta}\left(f_{1}(u)(t)\right)$ has an expansion as in (15). First consider the terms in (15) where $|\alpha|>\gamma$. In this case $\partial_{x}^{\delta} \partial_{z}^{\alpha} \psi_{1} \in L^{\infty}$, and so this function can be ignored. We wish to apply Hölder's and Sobolev's inequalities to get

$$
\begin{equation*}
\left|\prod_{i=1}^{|\alpha|} \partial^{\nu_{i}} u(t)\right|_{p} \leqq \prod_{i=1}^{|\alpha|}\left|\partial^{\nu_{i}} u(t)\right|_{p / a_{i}} \leqq|u(t)|_{k, q}^{|\alpha|-1}|u(t)|_{k+1, q} . \tag{18}
\end{equation*}
$$

To do this we must find $a_{i} \in[0,1]$ such that $\sum a_{i}=1$ and

$$
\begin{array}{ll}
\left(\frac{1}{q}-\frac{k+1-\left|\nu_{i}\right|}{n}\right)^{+} \leqq \frac{a_{i}}{p} \leqq \frac{1}{q}, & i=1 \\
\left(\frac{1}{q}-\frac{k-\left|\nu_{i}\right|}{n}\right)^{+} \leqq \frac{a_{i}}{p} \leqq \frac{1}{q}, & i \geqq 2,
\end{array}
$$

where $\sum\left|\nu_{i}\right| \leqq(k-A+1)(A+1)$ and $s^{+}=\max \{s, 0\}$. These inequalities can be written equivalently as

$$
\begin{array}{ll}
\frac{p}{n}\left(\frac{n}{q}+\left|\nu_{i}\right|-k-1\right)^{+} \leqq a_{i} \leqq \frac{p}{q}, & i=1 \\
\frac{p}{n}\left(\frac{n}{q}+\left|\nu_{i}\right|-k\right)^{+} \leqq a_{i} \leqq \frac{p}{q}, & i \geqq 2 . \tag{19}
\end{array}
$$

The sum over $i=1, \cdots,|\alpha|$ of the right-hand terms is $|\alpha| p / q \geqq|\alpha| / \gamma>1$. If we can show that the sum of the left-hand terms is less than or equal to one then a suitable collection $\left\{a_{i}\right\}$ must exist.

Let

$$
S=\left(\frac{n}{q}+\left|\nu_{1}\right|-K-1\right)^{+}+\sum_{i=2}^{|\alpha|}\left(\frac{n}{q}+\left|\nu_{i}\right|-k\right)^{+} .
$$

Consider the effect on $S$ of differentiating in (15). Differentiating $\partial^{\nu_{i}} u$ adds at most one to $S$ while differentiating $\psi_{1}$ can add as much as $A+1$ because of the chain rule. If $(n / q)+(A+1)-k<1$ (that is, $k>A+n / q$ ), then $S$ is largest when $|\alpha|=1$ and $\left|\nu_{1}\right|=k+1$. In this case

$$
S \leqq\left(\frac{n}{q}+k+1-k-1\right)=\frac{n}{q}
$$

and the sum of the left-hand sides of (19) is bounded by $p / q \leqq 1$. On the other hand, if $k \leqq A+n / q$ when $S$ is largest for terms where $|\alpha|=k-A+1$ and $\left|\nu_{i}\right|=A+1$. In this case

$$
\begin{align*}
S & \leqq\left(\frac{n}{q}+A+1-k-1\right)+\sum_{i=2}^{k-A+1}\left(\frac{n}{q}+A+1-k\right) \\
& =(k-A+1)\left(\frac{n}{q}+A+1-k\right)-1=-(k-A)^{2}+(k-A) \frac{n}{q}+\frac{n}{q} . \tag{20}
\end{align*}
$$

Thus the sum of the left-hand sides of (19) is bounded by

$$
\frac{p}{n}\left\{-(k-A)^{2}+(k-A) \frac{n}{q}+\frac{n}{q}\right\} .
$$

The condition on $k$ given in the statement of the lemma guarantees that this is less than or equal to one. This completes the justification of (18).

The proof for $|\alpha| \leqq \gamma$ is similar except that in this case the functions $\partial_{x}^{\delta} \partial_{z}^{\alpha} \psi_{1}$ are no longer bounded. The terms in (15) are bounded by

$$
\begin{equation*}
U(t)=\left(\sum_{|\eta| \leqq A}\left|\partial^{\eta} u(t)\right|\right)^{\gamma-|\alpha|} \prod_{i=1}^{|\alpha|}\left|\partial^{\nu_{i}} u(t)\right| \tag{21}
\end{equation*}
$$

Hölder's and Sobolev's inequalities give

$$
\begin{aligned}
|U(t)|_{p} \leqq & \left(\sum_{|\eta| \leqq A}\left|\partial^{\eta} u(t)\right|\right)_{p / a_{0}}^{\gamma-|\alpha|} \prod_{i=1}^{|\alpha|}\left|\partial^{\nu} u(t)\right|_{p / a_{i}} \\
& \leqq|u(t)|_{k, q}^{\gamma-1}|u(t)|_{k+1, q},
\end{aligned}
$$

assuming that we can find constants $a_{i} \in[0,1]$ such that $a_{0}(\gamma-|\alpha|)+\sum_{i=1}^{|\alpha|} a_{i}=1$ and

$$
\begin{array}{ll}
\left(\frac{1}{q}-\frac{k-A}{n}\right)^{+} \leqq \frac{a_{0}}{p} \leqq \frac{1}{q}, & i=0 \\
\left(\frac{1}{q}-\frac{k+1-\left|\nu_{i}\right|}{n}\right)^{+} \leqq \frac{a_{1}}{p} \leqq \frac{1}{q}, & i=1 \\
\left(\frac{1}{q}-\frac{k-\left|\nu_{i}\right|}{n}\right)^{+} \leqq \frac{a_{i}}{p} \leqq \frac{1}{q}, & i \leqq 2 .
\end{array}
$$

Equivalently,

$$
\begin{aligned}
& \frac{p}{n}\left(\frac{n}{q}-k+A\right)^{+} \leqq a_{0} \leqq \frac{p}{q} \\
& \frac{p}{n}\left(\frac{n}{q}+\left|\nu_{1}\right|-k-1\right)^{+} \leqq a_{1} \leqq \frac{p}{q} \\
& \frac{p}{n}\left(\frac{n}{q}+\left|\nu_{i}\right|-k\right)^{+} \leqq a_{i} \leqq \frac{p}{q}
\end{aligned}
$$

The weighted sum of the right-hand sides is $\gamma p / q \geqq 1$. For the left-hand sides consider

$$
S=(\gamma-|\alpha|)\left(\frac{n}{q}-k+A\right)^{+}+\left(\frac{n}{q}+\left|\nu_{1}\right|-k-1\right)^{+}+\sum_{i=2}^{|\alpha|}\left(\frac{n}{q}+\left|\nu_{i}\right|-k\right)^{+} .
$$

If $k-A \geqq n / q$ the maximum of $S$ occurs when $|\alpha|=1$ and $\left|\nu_{1}\right|=A+|\beta|=k+1$. Then

$$
S \leqq 0+\left(\frac{n}{q}+\left|\nu_{1}\right|-k-1\right)^{+}=\frac{n}{q} \leqq \frac{n}{p}
$$

If $k-A<n / q$ then $\left|\nu_{i}\right| \leqq A+v_{i}$ where $1 \leqq v_{i}$ and $\sum v_{i} \leqq|\beta|=k+1-A$. Then

$$
\begin{aligned}
S & \leqq(\gamma-|\alpha|)\left(\frac{n}{q}-k+A\right)+\left(\frac{n}{q}+A+v_{1}-k-1\right)+\sum_{i=2}^{|\alpha|}\left(\frac{n}{q}+v_{i}-k+A\right) \\
& =\gamma \frac{n}{q}-(k-A)(\gamma-1)+\sum_{i=1}^{|\alpha|} v_{i}+A-k-1 \leqq \gamma \frac{n}{q}-(k-A)(\gamma-1) .
\end{aligned}
$$

Therefore to ensure that $S \leqq n / p=n-n / q$ we require

$$
\gamma n / q \leqq n-n / q+(k-A)(\gamma-1) .
$$

In terms of $\gamma$ this is equivalent to

$$
\begin{equation*}
\gamma \leqq 1+n(q-2) /(n-(k-A) q) . \tag{22}
\end{equation*}
$$

Since the right-hand side is an increasing function of $q$ for $(k-A) \leqq n / 2$, we substitute the upper bounds for $q$ given in (6) and (8). Since $k \geqq k_{0}$, this gives (11).

The proof of the lemma is concluded by summing over $|\beta|=k-A+1$.
LEMMA 2. If $k_{0}$ is a constant such that $k_{0} \geqq A$ and $(k-A)^{2}+n(1-2 / q) \geqq$ ( $k-A) n / q$ for all $k \geqq k_{0}$ then estimate (10) holds for all $k \geqq k_{0}$.

Proof. Let $|\beta|=k+1-A$. Lemma 1 gives the appropriate estimate for $f_{1}(u)$. Next we prove the corresponding estimate for $\phi_{j}(t)$, as defined in (16). The proof of Lemma 1 shows that $\left|\phi_{1}(t)\right|_{p}$ is bounded by the right-hand side of (17).

For $\phi_{2}(t)$ we use the fact that

$$
\left|\left(\partial_{x}^{\delta} \psi_{0}\right)(u)(t)\right| \leqq C \sum_{|\eta| \leqq A}\left|\partial_{x}^{\eta} u(t)\right| \quad \text { pointwise in } x,
$$

because $\left|\left(\partial_{x}^{\delta} \psi_{0}\right)(t, x, z)\right| \leqq C|z|$. Hence

$$
\left|\phi_{2}(t)\right|_{q} \leqq|u(t)|_{A, q} \leqq|u(t)|_{k, q} .
$$

For each $1 \leqq j<\gamma, p_{j+2}=q / j$ and the derivatives of $\psi_{0}$ are bounded. Therefore by Hölder's inequality

$$
\left|\phi_{j+2}(t)\right|_{q / j} \leqq C \prod_{i=1}^{j}\left|\partial^{\nu_{i}} u(t)\right|_{q} \leqq C|u(t)|_{k, q}^{j-1}|u(t)|_{k+1, q} .
$$

By Theorem 1, $K_{t}$ is bounded from $L^{p}$ to $L_{A}^{q}$ and from $L^{q}$ to $L_{A}^{q}$ with norms $\kappa(t)$ and $\sigma(t)$. Therefore by interpolation $K_{t}$ is bounded from $L^{p_{j}}$ to $L^{q}$ with norm $\leqq \kappa(t)+\sigma(t)=\tilde{\kappa}(t)$. Using Lemma 1 and the estimates for the $\phi_{j}$ gives the inequality (10). As explained in (8) the condition on $\gamma$ is given in (11).

The other property of $f(u)$ that is used is the observation from (14) that differentiation with respect to $t$ does not change any of the estimates. This is used later in Lemma 9.

Example 2. The condition on $k_{0}$ can be relaxed if we consider fractional orders of integration. The use of Besov spaces to accomplish this appears in Brenner [1] and Brenner and von Wahl [2]. The cost of this extra freedom in $k$, however, is that in (12) we must add the condition

$$
\begin{equation*}
\left|\partial_{t}^{b} \partial_{x}^{\sigma} \partial_{z}^{\alpha} \psi(t, x, z)\right| \leqq C(1+|z|)^{\gamma-|\alpha|} \quad \text { if }|\alpha|<\gamma+1 . \tag{23}
\end{equation*}
$$

Thus certain derivatives of $\psi$ must decay. A condition of this type appears in [2, $5^{0}$, p. 112]. All other conditions are the same as in Example 1.

Lemma 3. If $k_{0} \in R$ is such that $(r-A)^{2}+n(1-1 / q)>(1+n / q)(r-A)$ for all $r \in R$, $r \geqq k_{0}$ then there exists $\varepsilon>0$ such that for all $r \geqq k_{0}$ there exists a continuous function $\omega_{2}$ on $[0, T]$ satisfying

$$
\left|K_{t}(f(u)(s))\right|_{r+\varepsilon, q} \leqq \tilde{\kappa}(t) \omega_{2}\left(|u(s)|_{r, q}\right)|u(s)|_{r+\varepsilon, q}
$$

for all $s, t \in[0, T]$.
Proof. Lemmas 1 and 2 settle the case when $r \in Z$ and $\varepsilon=1$. The proof of Lemma 3 is a modification of this argument. It suffices to consider two cases, the first case is when $r+\varepsilon \in Z$. The second case is when $[r+\varepsilon] \leqq r<r+\varepsilon([r+\varepsilon]$ is the integral part of $r+\varepsilon$ ).

Case (i). Suppose that $r+\varepsilon \in Z$. The difficulty is proving Lemma 1 arose when trying to satisfy (19). In this case $|\beta|=r+\varepsilon-A$ and $S$ becomes

$$
S=\left(\frac{n}{q}+\left|\nu_{1}\right|-r-\varepsilon\right)^{+}+\sum_{i=2}^{|\alpha|}\left(\frac{n}{q}+\left|\nu_{i}\right|-r\right)^{+} .
$$

As before, the case $r \geqq A+n / q$ presents little problem. If $r<A+n / q$ then the largest value of $S$ occurs when $|\alpha|=r+\varepsilon-A$ and $\left|\nu_{i}\right|=A+1$. Thus

$$
\begin{aligned}
S & \leqq\left(\frac{n}{q}+A+1-r-\varepsilon\right)+\sum_{i=2}^{r-A+\varepsilon}\left(\frac{n}{q}+A+1-r\right) \\
& =-(r-A)^{2}+(r-A)\left(\frac{n}{q}+1-\varepsilon\right)+\varepsilon \frac{n}{q} .
\end{aligned}
$$

The expression is bounded by $n / p=n-n / q$ if

$$
\varepsilon(A+n / q-r) \leqq(r-A)^{2}+n-\frac{n}{q}-\left(\frac{n}{q}+1\right)(r-A) .
$$

Therefore an appropriate value of $\varepsilon>0$ exists if

$$
\begin{equation*}
(r-A)^{2}+n-\frac{n}{q}>\left(\frac{n}{q}+1\right)(r-A) \tag{24}
\end{equation*}
$$

Case (ii). Suppose that $[r+\varepsilon] \leqq r<r+\varepsilon$. Let $k=[r+\varepsilon]=[r]$ and $|\beta|=k-A$. Here it is appropriate to obtain estimates in terms of the Besov spaces $B_{p, q}^{r}\left(R^{n}\right)$. See [2], [9], [10]. Let $\omega_{p}$ represent the $L^{p}$ modulus of continuity of $g \in L^{p}\left(R^{n}\right)$ :

$$
\omega_{p}(\delta, g)=\sup _{|h| \leqq \delta}|g(\cdot+h)-g(\cdot)|_{p}, \quad p \geqq 1 .
$$

Then the norm of $B_{p, q}^{r}\left(R^{n}\right)$ is given by

$$
\|g\|_{r, p, q} \equiv|g|_{p}+\left(\int_{0}^{\infty}\left(\delta^{-r+k} \sum_{|\alpha|=k} \omega_{p}\left(\delta, \partial^{\alpha} g\right)\right)^{q} \frac{d \delta}{\delta}\right)^{1 / q} .
$$

These spaces are close to the $L_{r}^{p}\left(R^{n}\right)$ spaces in the sense that for any $r \in R, 1<p<\infty$, $1<q \leqq \infty, \varepsilon>0$,

$$
L_{r+\varepsilon}^{p}\left(R^{n}\right) \subset B_{p, q}^{r}\left(R^{n}\right) \subset L_{r-\varepsilon}^{p}\left(R^{n}\right),
$$

and the inclusions are continuous.
Here $|\beta|=k-A$, and we will prove that

$$
\left\|\partial^{\beta} f_{1}(u)(t)\right\|_{r+\varepsilon_{1}-\varepsilon-k, p, q} \leqq \omega_{2}\left(|u(t)|_{r, q}\right)\|u(t)\|_{r-\varepsilon_{1}, q, q},
$$

where $\varepsilon_{1}>0$ and $k \leqq r+\varepsilon_{1}<k+1$. If we can prove this inequality then the statement of the lemma will follow by replacing the Besov space norms with $L_{r}^{p}$ norms and then applying the operator $K_{t}$.

The function $\partial^{\beta}\left(f_{1}(u)(t)\right)$ can be written as a sum of products as in (15). To calculate the $L^{p}$ modulus of continuity of the terms where $|\alpha| \leqq \gamma$ it is necessary to prove that

$$
\begin{align*}
\left|\partial_{t}^{b} \partial_{x}^{\sigma} \partial_{z}^{\alpha} \psi_{1}\left(t, x, z_{1}\right)-\partial_{t}^{b} \partial_{x}^{\sigma} \partial_{z}^{\alpha} \psi_{1}\left(t, x, z_{2}\right)\right| \leqq C\left(\left|z_{1}\right|+\left|z_{2}\right|\right)^{\gamma-|\alpha|-1}\left|z_{1}-z_{2}\right|  \tag{25}\\
\text { if }|\alpha| \leqq \gamma-1
\end{align*}
$$

This is an easy calculation. However, when $\gamma-1<|\alpha|<\gamma$ the extra condition (23) is needed to prove that

$$
\begin{equation*}
\left|\partial_{t}^{b} \partial_{x}^{\sigma} \partial_{z}^{\alpha} \psi_{1}\left(t, x, z_{1}\right)-\partial_{t}^{b} \partial_{x}^{\sigma} \partial_{z}^{\alpha} \psi_{1}\left(t, x, z_{2}\right)\right| \leqq C\left|z_{1}-z_{2}\right|^{\gamma-|\alpha|} . \tag{26}
\end{equation*}
$$

With these two inequalities it is not hard to calculate the Besov space norm of the terms with $|\alpha| \leqq \gamma$. The Besov norms for the terms with $|\alpha|>\gamma$ are straightforward. The only problem is to check the condition imposed on the parameter $r$.

Equation (18) is replaced by

$$
\begin{aligned}
&\left.\left\|\left|\prod_{i=1}^{|\alpha|} \partial^{\nu_{i}} u(t)\right|\right\|\right|_{r+\varepsilon_{1}-k, p, q} \leqq \sum_{j=1}^{|\alpha|}| | \partial^{\nu_{j}} \boldsymbol{u}(t) \|_{r+\varepsilon_{1}-k, p / a_{j}, q} \prod_{i \neq j}\left|\partial^{\nu_{i}} \boldsymbol{u}(t)\right|_{p / a_{i}} \\
& \leqq C|\boldsymbol{u}(t)|_{r, q}^{|\alpha|-1}|\boldsymbol{u}(t)|_{r+\varepsilon, q},
\end{aligned}
$$

where $\varepsilon_{1}<\varepsilon$. The sum over $j$ comes from the use of the triangle inequality in calculating the modulus of continuity. The conditions analogous to (19) are

$$
\begin{array}{ll}
\frac{p}{n}\left(\frac{n}{q}+\left|\nu_{i}\right|+\varepsilon_{1}-\varepsilon-k\right)^{+} \leqq a_{j} \leqq \frac{p}{q} & \text { if } i=j \\
\frac{p}{n}\left(\frac{n}{q}+\left|\nu_{i}\right|-r\right)^{+} \leqq a_{i} \leqq \frac{p}{q} & \text { if } i \neq j
\end{array}
$$

We must ensure that

$$
\begin{equation*}
\left(\frac{n}{q}+\left|\nu_{j}\right|+\varepsilon_{1}-\varepsilon-k\right)^{+}+\sum_{i \neq j}\left(\frac{n}{q}+\left|\nu_{i}\right|-r\right)^{+}<\frac{n}{p} . \tag{27}
\end{equation*}
$$

As in Lemma 1 the case $r \geqq A+n / q$ is easy. Suppose that $r<A+n / q$. This sum is largest when $|\alpha|=k-A$ and $\left|\nu_{i}\right|=A+1$. Now (27) becomes

$$
\left(\frac{n}{q}+A+1-r\right)(k-A)+\left(\varepsilon_{1}-\varepsilon-k+r\right)<\frac{n}{p}
$$

or

$$
(r-A)^{2}+n-\frac{n}{q}>(r-A)\left(\frac{n}{q}+1\right)-(r-k)\left(A+\frac{n}{q}+2-r\right)-\left(\varepsilon-\varepsilon_{1}\right) .
$$

Since this condition is weaker than (24) we are done. Therefore in this example $k_{0}$ can be any real number such that $k_{0} \geqq A$ and

$$
(r-A)^{2}+\gamma\left(\frac{n}{q}\right)>\left(1+\frac{n}{q}\right)(r-A)
$$

for all $r \geqq k_{0}$.
Lemma 4. Let $r \in R, r \geqq k$ then
(i) $\left|K_{t}(f(u)(s))\right|_{r, q} \leqq \tilde{\kappa}(t) \omega\left(|u(s)|_{r, q}\right)|u(s)|_{r, q}$
(ii) $\left|K_{t}\left(f\left(v_{1}\right)(s)-f\left(v_{2}\right)(s)\right)\right|_{r, q} \leqq \tilde{\kappa}(t) \omega_{1}(s)\left|v_{1}(s)-v_{2}(s)\right|_{r, q}^{d}$
where $\omega_{1}(s)=\omega_{2}\left(\left|v_{1}(s)\right|+\left|v_{2}(s)\right|\right)$ and $\omega_{2}$ is a continuous function on $[0, T]$.
Proof. The power $d$ comes from (23) and (26). Statement (i) follows from the proof of Lemma 3 with $\varepsilon=0$. The proof of (ii) is virtually the same.

Example 3. The fact that $L^{q}$ to $L^{p}$ estimates were used for $K_{t}$ resulted in the restriction (11) being imposed on $\gamma$. The growth condition on $\gamma$ can be relaxed for $m>1$ if we assume that

$$
\begin{equation*}
\left|\partial_{t}^{b} \partial_{x}^{\sigma} \partial_{z}^{\alpha} \psi(t, x, z)\right| \leqq C|z|^{\max (\gamma-|\alpha|, 0)} \tag{28}
\end{equation*}
$$

and $\partial_{t}^{b} \partial_{x}^{\delta} \psi(t, x, 0)=0$ for all $(t, x, z)$ and $(b, \delta, \alpha)$. This is not a serious restriction in higher dimensions, where $\gamma<2$. However, where $\gamma$ is permitted to be large it requires that $\psi$ has a certain number of zero derivatives at $z=0$. In this case $\tilde{\kappa}(t)=\kappa(t)$ and $K_{t}$ is considered only as a mapping from $L^{p}$ to $L^{q}$. The proof of the analogue of Lemma 1 is easier here since the splitting $f=f_{0}+f_{1}$ and the $\phi_{j}$ are not necessary. As in the proof of Lemma $1, \gamma$ must satisfy

$$
\gamma \leqq 1+n(q-2) /(n-(k-A) q) .
$$

If the upper bound in (7) is used for $q$ then the new range is

$$
\begin{equation*}
1 \leqq \gamma<1+(4 m-2 A) /\left(n-2 m+A-2\left(k_{0}-A\right)\right) \quad \text { if } m>1 . \tag{29}
\end{equation*}
$$

For the Schrödinger equation (22) and (9) imply that

$$
1 \leqq \gamma<1+4 m /\left(n-2 m-2 n\left(k_{0}-A\right)\right) \quad \text { if } 2 m+2\left(k_{0}-A\right)<n
$$

and

$$
1 \leqq \gamma<\infty \quad \text { if } 2 m+2\left(k_{0}-A\right) \geqq n .
$$

Example 4. In some cases the critical index $k_{0}$ can be lowered. Let $0 \leqq A_{1} \leqq A$ and suppose that $f(u)$ is a function as in Example 1 except that $f(u)$ is a polynomial as a function of $\partial^{\alpha} u$ for all $\alpha,|\alpha|>A_{1}$. The nonlinearities studied by Pecher [7] and Narazaki [5] have the form $g(u)(t)=\sum_{|\beta| \leqq A / 2} \partial^{\beta}\left(g_{\beta}\left(\partial^{\beta} u(t)\right)\right)$, where $g_{\beta}$ is a smooth function on $R$ such that

$$
\left|g_{\beta}^{(j)}(r)\right| \leqq C(1+|r|)^{\max (\gamma-j, 0)}, \quad r \in R, j \geqq 0
$$

and $g(0)=0$. This is a special case where $\psi$ is a polynomial in $\partial^{\alpha} u$ for $|\alpha|>A / 2(A$ is even). In this case from (20)

$$
S \leqq(k+1-A / 2)\left(\frac{n}{q}+A / 2+1-k\right)-1
$$

and the restriction on $k$ becomes

$$
(k-A / 2)^{2}+n-\frac{n}{q}>(k-A / 2) \frac{n}{q}
$$

The condition for $\gamma$ is $\gamma \leqq 1+n(q-2) /(n-(k-A / 2) q)$. This can be relaxed as in (29) if

$$
\left|g_{\beta}^{(j)}(r)\right| \leqq C|r|^{\max (\gamma-j, 0)}, \quad r \in R
$$

Example 5. Like polynomials, nonlinearities involving convolution can be quite simple. For example, if $f(u)=\left(V * u^{2}\right) u$ where $V \in L^{r}, n / 2 \leqq r \leqq \infty$, then

$$
|f(u)|_{k+1, q} \leqq C|u(t)|_{k, q}^{2}|u(t)|_{k+1, q},
$$

$A=0, \gamma=3$, and we may take $k_{0}=0$. Here we use estimates of $K_{t}$ as an operator from $L^{q}$ to $L^{q}$. The fact that $k_{0}=0$ will imply by Theorem 3 that all solutions with this type of nonlinearity are classical solutions, assuming that $V$ and the initial conditions are smooth.

The implications of all of these inequalities for $f(u)$ will be discussed in §§ 5 and 6.
4. Existence. Define $W_{k}^{q}(T)$ to be the space of continuous bounded functions from $[0, T]$ to $L_{k}^{q}\left(R^{n}\right)$ with norm

$$
\|g\|=\sup \left\{|g(t)|_{k, q}: 0 \leqq t \leqq T\right\}
$$

The integral equation corresponding to the nonlinear wave equation (1) is

$$
\begin{equation*}
u(t)=K_{t}^{C}\left(u_{0}\right)+K_{t}\left(u_{1}\right)+\int_{0}^{t} K_{t-s}(g(s)-f(u)(s)) d s \tag{30}
\end{equation*}
$$

The solution for the corresponding linear equation is

$$
h(t)=K_{t}^{C}\left(u_{0}\right)+K_{t}\left(u_{1}\right)+\int_{0}^{t} K_{t-s}(g(s)) d s
$$

Thus

$$
u(t)=h(t)-\int_{0}^{t} K_{t-s}(f(u)(s)) d s \equiv F(u)(t) .
$$

Rather than using $u_{0}, u_{1}, g$ it will usually be convenient to express our regularity assumptions in terms of $h$, the solution of the linear equation. For the existence of solutions we use the standard procedure of setting up a contraction mapping in the space $W_{k}^{q}\left(T_{1}\right)$.

Lemma 5. For a nonlinear equation (30) with corresponding parameters $k_{0}, \gamma, q$, $T \leqq \infty$, if $h \in W_{k}^{q}(T)$ and $k \geqq k_{0}$ then there exists $T_{1}, 0<T_{1}<T$ such that (30) has'a solution $u \in W_{k}^{q}\left(T_{1}\right)$.

Proof. Let $k=k_{0}$. By Lemma 4 or its equivalent

$$
\left|\int_{0}^{t} K_{t-s}(f(u)(s)) d s\right|_{k, q} \leqq C_{1} \int_{0}^{t} \tilde{\kappa}(t-s) \omega\left(|u(s)|_{k, q}\right)|u(s)|_{k, q} d s
$$

We may assume that $\omega$ and $\omega_{2}$ are increasing. Hence, using the norm of $W_{k}^{q}\left(T_{1}\right)$,

$$
\begin{equation*}
\|F(u)\| \leqq\|h\|+C_{1}\left(\int_{0}^{T_{1}} \tilde{\kappa}(s) d s\right) \omega(\|u\|)\|u\| . \tag{32}
\end{equation*}
$$

This shows that $F$ maps $W_{k}^{q}\left(T_{1}\right)$ to itself.

Similarly, by Lemma 4,

$$
\begin{align*}
\left|F\left(v_{1}\right)(t)-F\left(v_{2}\right)(t)\right|_{k, q} & \leqq\left|\int_{0}^{t} K_{t-s}\left(f\left(v_{1}\right)(s)-f\left(v_{2}\right)(s)\right) d s\right|_{k, q} \\
& \leqq C_{2}\left(\int_{0}^{T_{1}} \tilde{\kappa}(s) d s\right) \omega_{2}\left(\left\|v_{1}\right\|+\left\|v_{2}\right\|\right)\left\|v_{1}-v_{2}\right\|^{d} / 2 \tag{33}
\end{align*}
$$

Let $M>2\|h\|$, and suppose that $T_{1}$ is so small that

$$
\left(C_{1} \omega(M)+C_{2} \omega_{2}(M) M^{d-1}\right) \int_{0}^{T_{1}} \tilde{\kappa}(s) d s<\frac{1}{2} .
$$

If $\|u\| \leqq M,\left\|v_{1}\right\| \leqq M,\left\|v_{2}\right\| \leqq M$ then (32) and (33) become

$$
\|F(u)\| \leqq M \quad \text { and } \quad\left\|F\left(v_{1}\right)-F\left(v_{2}\right)\right\| \leqq\left\|v_{1}-v_{2}\right\| / 2
$$

Thus $F$ is a contraction of the ball of radius $M$ in $W_{k}^{q}\left(T_{1}\right)$. Consequently $F$ has a unique fixed point $u \in W_{k}^{q}\left(T_{1}\right)$.
5. Regularity. The proof of the regularity of $u$ uses repeated applications of the following well-known inequality.

Lemma 6 (Gronwall's inequality). Let $T>0$. If $U \in C([0, T]), H \in C\left(R_{+}\right)$, and $\kappa_{1} \in L_{\text {loc }}^{1}\left(R_{+}\right)$are positive functions satisfying

$$
U(t) \leqq H(t)+\int_{0}^{t} \kappa_{1}(t-s) U(s) d s
$$

for all $0<t<T$, then there exists $\omega_{2} \in C\left(R_{+}\right)$, depending only on $\kappa_{1}$, such that

$$
U(t) \leqq \omega_{2}(t) \max _{0 \leqq s \leqq t} H(s)
$$

for all $0 \leqq t<T$.
The proof is a straightforward induction on $T$.
Lemma 7. Suppose that $f(u)$ is a nonlinearity from $\S 3$ with parameters $k_{0}, \gamma, q$, and T. For any $k \geqq k_{0}$, if $h \in W_{k}^{q}(T)$ and $u \in W_{k_{0}}^{q}(T)$ is a solution of the integral equation (30), then $u \in W_{k}^{q}(T)$.

Proof. From the integral equation and (10),

$$
\begin{align*}
|u(t)|_{k+1, q} & \leqq|h(t)|_{k+1, q}+\int_{0}^{t} \tilde{\kappa}(t-s) \omega\left(|u(s)|_{k, q}\right)|u(s)|_{k+1, q} d s \\
& \leqq|h(t)|_{k+1, q}+\tilde{\omega} \int_{0}^{t} \tilde{\kappa}(t-s)|u(s)|_{k+1, q} d s \tag{34}
\end{align*}
$$

when $\left.\tilde{\omega}=\sup \left\{\omega|u(s)|_{k, q}\right): 0 \leqq s \leqq T\right\}$. The proof will be completed by induction on $k$. The lemma is obviously true when $k=k_{0}$. Suppose it holds also for some $k \geqq k_{0}$. By Lemma 5 there exists $T_{1} \leqq T$ such that $u \in W_{k+1}^{q}\left(T_{1}\right)$. Let $T_{1}$ be the largest such constant. Gronwall's inequality applied to (34) shows that

$$
|u(t)|_{k+1, q} \leqq \omega_{2}(t)\|h\|
$$

for $0 \leqq t \leqq T_{1}$, where $\omega_{2}$ depends on $\tilde{\kappa}$ and $\tilde{\omega}$ but not on $|u(t)|_{k+1, q}$. If $T_{1}<T$ then $\lim _{t \rightarrow T_{1}}|u(t)|_{k+1, q}<\infty$ and $u(t)$ can be extended past $T_{1}$ by a contraction argument as in Lemma 5 . Since this contradicts the maximality of $T_{1}$ then $T_{1}=T$. As $t$ approaches $T,|u(t)|_{k+1, q}$ remains bounded. Consequently $u \in W_{k+1}^{q}(T)$. In the case of a nonlinearity from Example 2 the argument is the same except that we conclude that $u \in W_{k+\varepsilon}^{q}(T)$. The result is the same in either case.

Lemma 8. If $u$ is a solution of the integral equation (30), $u \in W_{k}^{q}(T)$ and $h \in W_{k}^{2}(T)$, $k>A+n / q, k \geqq k_{0}$, then $u \in W_{k}^{2}(T)$.

Proof. Since by Sobolev's inequality $L_{k}^{q} \subset L_{A}^{\infty}$ then

$$
|f(u)(t)|_{2} \leqq C\left(1+|u(t)|_{A, \infty}\right)^{\gamma-1}|u(t)|_{A, 2} .
$$

Because $A \leqq m$ and $K_{t}$ maps $L^{2}$ to $L_{m}^{2}$ then an application of Gronwall's inequality to the integral equation shows that $u \in W_{A}^{2}\left(T_{1}\right)$.

Let $\beta$ be a multi-index with $|\beta|=k-A+1$. Since $u(t) \in L_{A}^{q} \subset L_{A}^{\infty}$ then as in the proof of Lemma 1

$$
\begin{equation*}
\left|\partial^{\beta}(f(u)(t))\right|_{2} \leqq C \omega\left(|u(t)|_{k, q}\right) \sum_{\alpha, \nu}\left|\prod_{i=1}^{|\alpha|} \partial^{\nu} u(t)\right|_{2} . \tag{35}
\end{equation*}
$$

To apply Hölder's and Sobolev's inequalities as in Lemma 1 it is necessary to find constants $a_{i} \in[0,1]$ such that $\sum a_{i}=1$ and

$$
\begin{array}{ll}
\left(\frac{1}{2}-\frac{k+1-\left|\nu_{i}\right|}{n}\right)^{+} \leqq \frac{a_{i}}{2} \leqq \frac{1}{2} & i=1 \\
\left(\frac{1}{q}-\frac{k-\left|\nu_{i}\right|}{n}\right)^{+} \leqq \frac{a_{i}}{2} \leqq \frac{1}{q} & i \geqq 2 \tag{36}
\end{array}
$$

The sum of the right-hand sides is $\frac{1}{2}+(|\alpha|-1) / q \geqq \frac{1}{2}$. Note that $\left|\nu_{i}\right| \leqq|\beta|+A=k+1$ and $\left|\nu_{i}\right| \leqq k$ for $i \geqq 2$. Since $k>A+n / q$ then

$$
\frac{1}{q}-\frac{k-\left|\nu_{i}\right|}{n} \leqq \frac{1}{n}\left(\left|\nu_{i}\right|-A\right) .
$$

This means that the sum of the left-hand sides of (36) is largest when $|\alpha|=1$ and is $\leqq \frac{1}{2}$. Consequently an appropriate collection on $\left\{a_{i}\right\}$ does exist and

$$
\left|\partial^{\beta}(f(u)(t))\right|_{2} \leqq C \omega\left(|u(t)|_{k, q}\right)|u(t)|_{k+1,2} .
$$

hence $|f(u)(t)|_{k+1-A, 2}$ is bounded by the same expression. Now an application of Gronwall's inequality completes the proof that $u \in W_{k+1}^{2}\left(T_{1}\right)$.

Lemma 9. Let $k>n / 2$. If $\phi \in L_{k}^{2}\left(R^{n}\right)$ then $K_{t}(\phi)$ is differentiable in $t, \partial\left(K_{t}(\phi)\right) / \partial t=$ $K_{t}^{C}(\phi) \in C\left(R_{+}^{n+1}\right) \cap W_{k}^{2}(\infty)$.

If $\phi \in L_{k+m}^{2}\left(R^{n}\right)$ then $K_{t}^{C}(\phi)$ is differentiable in $t, \quad \partial\left(K_{t}^{C}(\phi)\right) / \partial t=$ $-\left(a I+(-\Delta)^{m}\right) K_{t}(\phi) \in C\left(R_{+}^{n+1}\right) \cap W_{k}^{2}(\infty)$.

Proof. Let $\xi_{*}=\sqrt{a+|\xi|^{2 m}}$ and $\phi_{*}=(I-\Delta)^{k / 2} \phi$. The function $\phi_{*}$ is continuous by Sobolev's theorem. The Lebesgue dominated convergence theorem implies that

$$
\Phi_{s}(\xi)=\hat{\phi}_{*}(\xi)\left\{\frac{\sin \left((t+s) \xi_{*}\right)-\sin \left(t \xi_{*}\right)}{s \xi_{*}}-\cos \left(t \xi_{*}\right)\right\}
$$

converges in $L^{2}$ norm to zero as $s \rightarrow 0$. Since

$$
\left|\frac{K_{t+s}(\phi)-K_{t}(\phi)}{s}-K_{t}^{C}(\phi)\right|_{\infty} \leqq\left|\frac{1}{s}\left(K_{t+s}\left(\phi_{*}\right)-K_{t}\left(\phi_{*}\right)\right)-K_{t}^{C}\left(\phi_{*}\right)\right|_{2}=\left|\Phi_{s}\right|_{2},
$$

then the difference quotients converge uniformly to $K_{t}^{C}(\phi)=\partial \phi / \partial t$. The Plancherel theorem also implies that $K_{t}(\phi)$ and $K_{t}^{C}(\phi)$ are continuous functions of $t$ with values in $C\left(R^{n}\right)$ whenever $\phi \in L_{k}^{2}$. The proof that $K_{t}^{C}(\phi)$ has a continuous derivative is similar. The lemma applies also to $K_{t}(\phi(s))$, where $\phi \in W_{k}^{2}(T)$.

Let $\tilde{W}_{k, J}^{2}(T)$ be the space of functions $u$ such that $\partial_{t}^{j} u \in W_{k}^{2}(T)$ for all $0 \leqq j \leqq J$.

Lemma 10. Suppose that $k_{1}>(J-1) m+(J+1) A+n / 2, J \leqq 1$, and $u$ and $h$ are solutions of (30) and (31), respectively. If $\in \tilde{W}_{k_{1}, J}^{2}(T)$ and $u \in W_{k_{1}}^{2}(T)$ then $u \in \tilde{W}_{k, J}^{2}(T)$, where $k=k_{1}-(J-1) m-J A$.

Proof. Analogous to (15),

$$
\begin{equation*}
\partial_{t}^{j}(f(u)(t))=\sum_{b} \sum_{\alpha}\left(\partial_{t}^{b} \partial_{z}^{\alpha} \psi\right)(u)(t) \sum_{\nu} c_{\nu} \prod_{i=1}^{|\alpha|} \partial_{t}^{r_{i}} \partial_{x}^{\nu_{i}} u(t) \tag{37}
\end{equation*}
$$

where $\left|\nu_{i}\right| \leqq A,\left|\tau_{i}\right| \leqq j$. If $u \in W_{k_{2}}^{2}$ and $k_{2}>A+n / 2$ then $\partial^{\alpha} u \in L^{\infty}$ for all $|\alpha| \leqq A$ and $\left(\partial_{t}^{b} \partial_{z}^{\alpha} \psi\right)(u)(t) \in L^{\infty}$. Also $\partial_{t}^{r_{i}} \partial_{x}^{\nu_{i}} u(t) \in L^{\infty}$ for all $i$. Therefore $u \in \tilde{W}_{k_{2}, j}^{2}(T)$ implies that $f(u) \in \tilde{W}_{k_{2}-A, j}^{2}(T)$. In particular, $f(u) \in \tilde{W}_{k_{2}-A, 0}^{2}(T)=W_{k_{2}-A}^{2}(T)$.

Differentiating the integral equation (30) gives

$$
\begin{aligned}
& \partial_{t} u=\partial_{t} h-\int_{0}^{t} K_{t-s}^{c}(f(u)(s)) d s \\
& \partial_{t}^{2} u=\partial_{t}^{2} h-f(u)(t)+\int_{0}^{t}\left(a I+(-\Delta)^{m}\right) K_{t-s}(f(u)(s)) d s
\end{aligned}
$$

From the first equation $\partial_{t} u \in W_{k_{1}-A}^{2}(T), u \in \tilde{W}_{k_{1}-A, 1}^{2}(T)$, and $f(u) \in \tilde{W}_{k_{1}-2 A, 1}^{2}(T)$. Since the integrand is in $\tilde{W}_{k_{1}-m-2 A}^{2}(T)$, the second equation gives $\partial_{t}^{2} u \in W_{k_{1}-m-2 A}^{2}(T), u \in$ $\tilde{W}_{k_{1}-m-2 A, 2}^{2}(T)$, and $f(u) \in \tilde{W}_{k_{1}-m-3 A, 2}^{2}(T)$. In general, $\partial_{t}^{j} u \in \tilde{W}_{k_{1}-(j-1) m-j A, 2}^{2}(T)$. This proves the lemma.

Theorem 3. Let $f(u)$ be the nonlinearity described in § 3 with parameters $k_{0}, \gamma, q$ and $T_{1}$. Let $T \leqq T_{1}, k \geqq 1, k_{1}>k(m+A)+n / 2, k_{1} \geqq k_{0}$. Suppose that $u_{0} \in L_{k_{1}+k m}^{2}\left(R^{n}\right)$, $u_{1} \in L_{k_{1}+k m-m}^{2}\left(R^{n}\right), g \in \tilde{W}_{k_{1}-m, k}^{2}(T)$.

If $u \in W_{k_{0}}^{q}(T)$ is a solution of the integral equation (25) then $u \in \tilde{W}_{k m, k}^{2}(T)$. If $k \geqq J$ and $k m>J+n / 2$ then $u \in C^{J}\left([0, T] \times R^{n}\right)$. In particular, if $J=2$ then $u$ is a classical solution of the differential equation (1).

Proof. Since $k_{1}>n / 2$, Lemma 9 proves that $K_{t}^{C}\left(u_{0}\right), K_{t}\left(u_{1}\right)$ and $K_{t-s}(g(s))$ are in $\tilde{W}_{k_{1}, k}^{2}$. Therefore $h \in \tilde{W}_{k_{1}, k}^{2}(T)$. Lemmas 7 and 8 combine to show that $u \in W_{k_{0}}^{q}(T)$ implies $u \in W_{k_{1}}^{q}(T)$. Since $k_{1}>k(m+A)+n / 2$ then Lemma 10 proves that $u \in$ $\tilde{W}_{k m, k}^{2}(T)$.

This theorem applies also in the case where blow-up occurs: $T \leqq \infty$. If $u$ has a critical amount of regularity $k_{0}$ then the smoothness of $u_{0}, u_{1}$, and $g$ imply that $u$ is smooth. Conditions that guarantee this critical amount of smoothness are discussed in the next section. It turns out that the conditions for solutions to be classical for $0 \leqq t \leqq T$ are similar to the conditions proved elsewhere for global classical solutions. Also, note from (11) that the power $\gamma$ can increase as $k_{0}$ does.

The main difficulty for a specific equation is calculating the best values of $k_{0}$ such that

$$
\left|K_{t}(f(u)(s))\right|_{k+\varepsilon, q} \leqq \tilde{\kappa}(t) \omega\left(|u(s)|_{k, q}\right)|u(s)|_{k+\varepsilon, q}
$$

for all $k \geqq k_{0}$ (the general form of (10)). For the nonlinearities of Example 1 satisfying (12), $k_{0}-A$ is either zero or the largest root of the quadratic $x^{2}-x n / q+n(1-2 / q)=0$ (Lemma 2). In Example 2 with the extra condition (23), $k_{0}-A$ is either zero or the larger root of the quadratic $x^{2}-(1+n / q) x+n(1-1 / q)=0$ (Lemma 3). In Example $5, k_{0}-A$ is zero. If $k_{0}-A=0$ then every solution in $W_{A}^{q}$ with smooth initial conditions $u_{0}, u_{1}, g$ will be smooth. If we take Example 2 with the upper bound given for $q$ in (6),

$$
k_{0}=\frac{\left\{\left(n^{2}+n+2\right)+\sqrt{\left.\left(n^{2}+n+2\right)^{2}-8 n(n+3)(n+1)\right\}}\right.}{n+1}, \quad \text { if } m=1, \quad n \geqq 10 .
$$

As $n \rightarrow \infty, q \rightarrow 2$, and $k_{0} / n \rightarrow 1 / 2$. If $k_{0}>n / 2$ then Sobolev's theorem guarantees that $u \in L^{\infty}$. A similar earlier result by von Wahl [11, p. 269] proved that if $f(u)$ has polynomial growth, and $u \in W_{k_{0}}^{2}(T)$ where $k_{0} \in Z, k_{0} \geqq n / 2$, then $u$ is a classical solution of (1).
6. Classical solutions and energy estimates. Let $f(u)$ be a nonlinearity as in Example 2 with the extra condition (28). For simplicity assume that $u_{0}, u_{1}$, and $g$ are sufficiently smooth. In this section we derive several simple consequences of Theorem 3.

If $m=1$ then

$$
\begin{equation*}
1 \leqq \gamma \leqq 1+4 n(1-A) /\left(n(n-1+2 A)-2(n+1)\left(k_{0}-A\right)\right) . \tag{38}
\end{equation*}
$$

In this case $q=2(n+1) /(n-1+2 A)$ and $k_{0}$ can be calculated from Lemma 3; that is,

$$
(k-A)^{2}+n(1-1 / q)>(1+n / q)(k-A) \quad \text { for all } k \geqq k_{0} .
$$

This quadratic in $k_{0}-A$ has no real roots if $(1+n / q)^{2}<4 n(1-1 / q)$ or

$$
\begin{equation*}
\left(n^{2}+n+2+2 A n\right)^{2}<8 n(n+3-2 A)(n+1) . \tag{39}
\end{equation*}
$$

in particular, if $A=0$ then this is satisfied for $n<10$. Theorem 3 implies that a solution of the integral equation (30) such that $u \in W_{0}^{q}(T)$ is a classical solution of (1) for $0<t<T$ if $n<10$. Similarly $u \in W_{A}^{q}(T)$ is a classical solution whenever $n$ satisfies (39).

If $f(u)$ is a nonlinearity from Example 4 of the form

$$
f(u)(t)=\sum_{|\beta| \leqq A / 2}(-1)^{|\beta|} \partial^{\beta}\left(f_{\beta}\left(\partial^{\beta} u(t)\right)\right)
$$

where $f_{\beta}$ is a smooth real-valued function on $R$, and $f_{\beta}(0)=0$. We make the extra assumption that

$$
\int_{0}^{r} f_{\beta}(s) d s \geqq 0 \quad r \in R .
$$

For these nonlinearities the energy norm

$$
E(t)=\left|\partial_{t} u(t)\right|_{2}^{2}+|u(t)|_{m, 2}^{2}
$$

is bounded as a function of $t$ for all $t$. This shows that a weak $L^{2}$ solution $u(t)$ exists for $0 \leqq t<\infty$. Suppose for simplicity that $m=1$. It follows from Hölder's and Sobolev's inequalities that $u \in W_{1}^{q}(\infty)$ since

$$
\left|\partial_{i}(f(u)(t))\right|_{p} \leqq|u(t)|_{i, 2}^{\gamma-1}\left|\partial_{i} u(t)\right|_{q}
$$

if $q \leqq \gamma+1 \leqq 2 n(q-2) / q(n-2)+2$. The restriction on $q$ leads to the following upper bound on $\gamma$ :

$$
\begin{equation*}
\gamma<1+4 n(1-A) /(n-2)(n+1) . \tag{40}
\end{equation*}
$$

If $k_{0}=1$ then (38) becomes $1 \leqq \gamma \leqq 1+4 n(1-A) /\left(n^{2}-3 n-2-2 A\right)$. This upper bound is slightly larger than $1+4 /(n-3)$ when $A=0$. The limit on $\gamma$ is imposed therefore by the transition from $L_{1}^{2}$ to $L_{1}^{q}$ rather than by Theorem 3. By Theorem 3, $u(t)$ is a classical solution if $n<10$ and (40) holds. The power (40) also appears in Lemma III. 5 of [2], however, for lower dimensions, $n<10$, Brenner and von Wahl are able to prove the existence of classical solutions for $\gamma<1+4 /(n-2)$.

If $m>1$ then from (7) $q<2 n /(n-2 m+A)$. The condition for $k_{0}$ is

$$
\begin{equation*}
(k-A)^{2}+n(1-(n-2 m+A) / 2 n)>(1+n(n-2 m+A) / 2 n)(k-A) \quad \text { if } k \geqq k_{0} . \tag{41}
\end{equation*}
$$

This quadratic has no real roots if

$$
(n-2 m+A+2)^{2}<8(n+2 m-A) .
$$

Let $A=0$. From (29), $1 \leqq \gamma<1+4 m /\left(n-2 m-2 k_{0}\right)$. From Theorem 3 it follows that a solution $u$ of (30) in $W_{0}^{q}(T)$ is a classical solution of (1) if $n<2 m+2+4 \sqrt{2 m}$. Similarly a weak $L^{q}$ solution ( $u \in W_{m}^{q}(T)$ ) is a classical solution of (1) for $0<t<T$ if $n<4 m+4 m /(m-1)$ and a strong $L^{q}$ solution $\left(u \in W_{2 m}^{q}(T)\right)$ is classical if $n<$ $6 m-m /(m-1 / 2)$.

These results appear quite weak when compared to the results in [7] and [6]. In these papers there is a positivity assumption to guarantee a finite energy norm. The difference is that in this case, in contrast to $m=1$, more essential use is made of the energy norm. See, for example, Lemma 9 in [6].

For the Schrödinger equation, $A=0$ and $\gamma<1+4 m /\left(n-2 m-2 k_{0}\right)$. The condition for the dimension is $(n-2 m+2)^{2}<8(n+2 m)$. Therefore every solution in $W_{0}^{\gamma+1}(T)$ is a classical solution for $0<t<T$ if $n<2 m+2+4 m \sqrt{2 m}$. This agrees with the result of Tsutsumi and Hayashi, who assuming a finite energy norm, proved that for $m=1$, $n \leqq 9$, global classical solutions exist. The nonlinearities in this case typically are of the form $f_{0}(u) u$, where $u$ is complex-valued and $f_{0}$ is a real-valued function on $C$.
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#### Abstract

A method is given for solving certain infinite-order differential equations whose characteristic function is an entire function of order less than 1 . The infinite-order operator is expressed as an infinite product of first-order operators and is then inverted by a sequence of integral operators. The method is a natural generalization of a finite-order method and can be computed numerically. The method is shown to converge and an error estimate is given. Applications to solutions of some heat equation problems are indicated.
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1. Introduction. It has seemed natural to many people to extend the idea of a linear ordinary differential equation with constant coefficients

$$
\sum_{n=0}^{N} a_{n} f^{(n)}(t)=g(t)
$$

to an equation with an infinite-order differential operator

$$
\begin{equation*}
\sum_{n=0}^{\infty} a_{n} f^{(n)}(t)=g(t) . \tag{1}
\end{equation*}
$$

In fact, during the first half of this century the subject received a great deal of attention. In 1936, Davis [3] published a book on the subject with a bibliography of over 40 pages. In more recent times infinite-order differential operators were used by Hirschman and Widder [4] to invert convolution transforms and by Widder [7] in his study of the heat equation. Significant work, frequently by Russian mathematicians, is still being done. We know of no efforts, however, to use modern numerical methods to solve practical problems related to equations of type (1).

Here we give a method for solving certain of these equations and a brief discussion showing how the method can be implemented numerically. We also give examples showing the connection of (1) to the heat equation. Many other types of infinite-order differential equations can be used for other problems, and we intend to treat some of them in later papers.
2. Basic assumptions and definitions. If we write (1) as $\sum_{n=0}^{\infty} a_{n} D^{n} f(t)=g(t)$, ( $D=d / d t$ ), then by analogy with the characteristic polynomial of a finite-order equation, the characteristic function is defined as $A(z)=\sum_{n=0}^{\infty} a_{n} z^{n}$. The infinite-order differential operator is then written as $A(D)$ and (1) becomes $A(D) f=g$.

To obtain a reasonable theory we must make certain assumptions about the functions $A(z), f(t)$, and $g(t)$.

We will assume that $A(z)$ is an entire function of exponential type of order $\alpha<1$. This means that for any $\varepsilon>0$ there exists an $N$ such that $\left|a_{n}\right|<n^{-n /(\alpha+\varepsilon)}$ for $n>N$. Except for polynomials, entire functions of order less than one always have an infinite number of zeros. We also assume that all zeros of $A(z)$ are real and negative. The

[^28]following examples: $\cosh (\sqrt{z}), z^{-1 / 2} \sinh (\sqrt{z})$, and the modified Bessel function $I_{0}(\sqrt{z})$, each of which is of order $\frac{1}{2}$, satisfy all our assumptions. (Our results can be immediately extended to the case where $A(z)$ has only a finite number of positive zeros.)

For $A(D) f$ to be defined, $f$ must be infinitely differentiable and $\sum_{n=0}^{\infty} a_{n} f(t)^{(n)}$ must converge, but $f(t)$ need not be analytic.

To insure uniqueness of the solution of an $N$ th-order differential equation, $N$ boundary conditions are prescribed. Here we prescribe the infinite number of conditions $f^{(n)}(t) \rightarrow 0$ for $t>0, t \rightarrow 0$. These conditions are required if $f(t)$ is to represent the temperature at an interior point of a region whose initial temperature is zero.

The function $g(t)$ is assumed to be continuous for $t \geqq 0$, and $g(t)=0$ if $t \leqq 0$. We do not assume $g(t)$ to be analytic or even differentiable. In our applications $g(t)$ will represent the temperature at the boundary of a region or the average over the boundary of the temperature. The behavior of $f(t)$ for negative $t$ is of no concern.

In general our assumptions about $A(z)$ are more restrictive than those found in most of the classical literature, while the assumptions about $f(t)$ and $g(t)$ are considerably less restrictive.
3. Examples of applications to the heat equation. Consider the one-dimensional problem with variable end conditions:

$$
\begin{array}{ll}
u_{t}(x, t)=u_{x x}(x, t), & -1<x<1, \quad 0<t, \\
u(x, 0)=0, & -1 \leqq x \leqq 1, \\
u(-1, t)=\phi_{1}(t), & 0 \leqq t \\
u(1, t)=\phi_{2}(t), & 0 \leqq t
\end{array}
$$

$u(x, t)$ is required to be continuous for $-1 \leqq x \leqq 1,0 \leqq t$. We assume $\phi_{1}(t)$ and $\phi_{2}(t)$ are continuous for $t \geqq 0$ and vanish for $t \leqq 0$.

Let $g(t)=\frac{1}{2}\left[\phi_{1}(t)+\phi_{2}(t)\right]$ and let $f(t)=u(0, t)$. We will show that $f(t)$ satisfies the equation $\cosh (\sqrt{D}) f(t)=g(t)$ together with the condition $f^{(n)}(0+)=0$. The expression

$$
\begin{equation*}
u(x, t)=\sum_{n=0}^{\infty}\left\{\frac{x^{2 n}}{(2 n)!} f^{(n)}(t)+\frac{x^{2 n+1}}{(2 n+1)!} h^{(n)}(t)\right\} \tag{2}
\end{equation*}
$$

represents a solution to the heat equation if $f(t)$ and $h(t)$ are in a suitable class of infinitely differentiable functions. See Widder [7, p. 43] and Cannon [2, p. 27]. It is seen from this expression that $f(t)=u(0, t)$ and that

$$
g(t)=\frac{1}{2}[u(1, t)+u(-1, t)]=\sum_{n=0}^{\infty} \frac{D^{n}}{(2 n)!} f(t)=\cosh (\sqrt{D}) f(t)
$$

so that $\cosh (\sqrt{D}) f(t)=g(t)$. As for the condition $f^{(n)}(0+)=0$, the fact that $\phi_{1}(t)$ and $\phi_{2}(t)$ are both zero for $t \leqq 0$ implies that $u(x, t)$ can be defined to be zero for negative $t$ and will still satisfy the heat equation. In fact the extended $u(x, t)$ can be taken as the solution to the following problem whose boundary data are continuous:

$$
\begin{array}{ll}
u_{t}(x, t)=u_{x x}(x, t), & -1<x<1, \quad-1<t, \\
u(x,-1)=0, & -1 \leqq x \leqq 1, \\
u(-1, t)=\phi_{1}(t) & \text { if } 0 \leqq t, \quad u(-1, t)=0 \quad \text { if } t<0, \\
u(1, t)=\phi_{2}(t) \quad \text { if } 0 \leqq t, \quad u(-1, t)=0 \quad \text { if } t<0 .
\end{array}
$$

Since every solution to the heat equation is analytic in $x$ and infinitely differentiable in $t$ (Widder [7, p. 84]) we see that

$$
f^{(n)}(0+)=\lim _{t \rightarrow 0+} \frac{\partial^{n}}{\partial t^{n}} u(0, t)=\left.\frac{\partial^{2 n}}{\partial x^{2 n}} u(x, t)\right|_{x=0}=0 .
$$

In a similar manner we can show that $u_{x}(0, t)=h(t)$ satisfies $A(D) h(t)=$ $\frac{1}{2}\left[\phi_{1}(t)-\phi_{2}(t)\right]$, where now $A(D)=\sinh (\sqrt{D}) / \sqrt{D}$. It is also true that $h^{(n)}(0+)=0$ for $n=0,1,2, \cdots$.

If $f(t)$ is the temperature at the center of a long cylinder of radius 1 and if the temperature in the cylinder is zero at $t=0$, then $f(t)$ will satisfy $I_{0}(\sqrt{D}) f(t)=g(t)$, where $g(t)$ is the average temperature on the surface, $r=1$, of the cylinder.

All these examples can be derived, at least formally, by using the Laplace transform to obtain an equation, $A(s) F(s)=G(s)$, where $F$ and $G$ are transforms of our $f$ and $g$. The solution is then the inverse transform of $G(s) / A(s)$. The difficulties we encounter are that the transform of $g(t)$ and the inverse transform of $G / A$ may be very difficult to find or may not even exist. If numerical methods are used, our method may be preferable since finding $f(t)$ may require less effort than the computation of $G(s)$ alone.
4. Infinite products and a method of solution. Entire functions of order less than one always have an infinite product expansion

$$
\begin{equation*}
A(z)=A(0) \prod_{n=0}^{\infty}\left(1-\frac{z}{\lambda_{n}}\right) \tag{3}
\end{equation*}
$$

where the $\lambda_{n}$ are the zeros of $A(z)$. Moreover,

$$
\frac{A^{\prime}(z)}{A(z)}=\frac{d}{d z} \log A(z)=\sum_{n=0}^{\infty}\left(z-\lambda_{n}\right)^{-1}
$$

so that

$$
\begin{equation*}
\frac{A^{\prime}(0)}{A(0)}=-\sum_{n=0}^{\infty} \lambda_{n}^{-1} . \tag{4}
\end{equation*}
$$

For functions of order $\alpha$ less than one it is also true that $\sum\left|\lambda_{n}\right|^{-\beta}$ converges for any $\beta>\alpha$. This will be used in the proof of Lemma 5 .

For a discussion of all these facts see Chapters 1 and 2 of Boas [1]. Section 12.10 of [1] in which Boas discusses infinite-order differential equations with analytic $f(t)$ and $g(t)$ may also be of interest.

The operator $A(D)$ is now written as a product of operators:

$$
\begin{equation*}
A(D)=A(0) \prod_{n=0}^{\infty}\left(1-\frac{D}{\lambda_{n}}\right) . \tag{5}
\end{equation*}
$$

The use of the infinite product rather than the infinite sum seems to be due to Ritt [6]. It has since been used by many others, e.g., Korobeinik [5], whose methods are related but differ considerably from those discussed here.

Although Ritt has made the same assumptions about the characteristic function $A(z)$ as we have, his objectives differ from ours. One result, however, his Theorem V, is important to us. He introduces the notation $A$ and $(A)$ as follows:

$$
A f=\lim _{N \rightarrow \infty} A(0) \prod_{n=0}^{N}\left(1-\frac{D}{\lambda_{n}}\right) f(t), \quad(A) f=\lim _{N \rightarrow \infty} \sum_{n=0}^{N} a_{n} D^{n} f(t) .
$$

Theorem V states that $(A) f=A f$ if $f$ is analytic. His proof, however, does not really require the analyticity of $f$. Infinite differentiability and the convergence of $(A) f$ will suffice. This more general result will be used in the proof of Theorem 2.

Equation (5) displays $A(D)$ as an infinite product of first-order operators. We denote them as $K_{n}=\left(1-D / \lambda_{n}\right)$. To find the inverse of $K_{n}$ we solve $K_{n} f(t)=$ $f(t)-\left(1 / \lambda_{n}\right) f^{\prime}(t)=g(t)$ subject to the condition $f(0)=0$. The well-known elementary solution is

$$
f(t)=-\lambda_{n} e^{t \lambda_{n}} \int_{0}^{t} e^{-s \lambda_{n}} g(s) d s
$$

We define the operators $L_{n}$ by

$$
\begin{equation*}
L_{n} g(t)=-\lambda_{n} e^{t \lambda_{n}} \int_{0}^{t} e^{-s \lambda_{n}} g(s) d s \tag{6}
\end{equation*}
$$

The $L_{n}$ are inverses of the $K_{n}$ in the sense that for any continuous $g, K_{n} L_{n} g=g$ and for any differentiable $f$ satisfying $f(0)=0, L_{n} K_{n} f=f$. We solve $A(D) f=g$ by the sequence of inverse operators, i.e., the solution to (1) is to be given by $f=$ $\prod_{n=0}^{\infty} L_{n} g / A(0)$. In Theorem 1 we will prove the convergence of this infinite product of operators and in Theorem 2 we show that it indeed yields a solution to (1).

To construct a practical algorithm we let $f_{0}(t)=g(t) / A(0)$ and then define $f_{n+1}(t)$ recursively by $f_{n+1}(t)=L_{n} f_{n}(t)$. A numerical method for computing $L_{n} f_{n}(t)$ is given at the end of the paper.

Theorem 1. If $A(z)$ satisfies the above conditions, then for any continuous $g(t)$ the sequence $\left\{f_{n}\right\}$ defined by

$$
f_{0}(t)=\frac{g(t)}{A(0)} ; \quad f_{n+1}(t)=-\lambda_{n} e^{t \lambda_{n}} \int_{0}^{t} e^{-s \lambda_{n}} f_{n}(s) d s
$$

converges uniformly in any bounded interval $0 \leqq t \leqq T$. We have the explicit error estimate

$$
\left\|f-f_{n}\right\|<2\left|\lambda_{0}\right|\|g\| A(0)^{-2}\left[A^{\prime}(0)-A(0) \sum_{k=0}^{n-1}\left|\lambda_{k}\right|^{-1}\right] .
$$

Remarks. We use the sup norm: $\|f\|=\sup |f(t)|$ for $0 \leqq t \leqq T$ so that we can exploit the completeness of $C[0, T]$ and the fact that convergence in this norm is uniform convergence.

We will repeatedly use the formula

$$
\begin{equation*}
f_{n+1}(t)=-\lambda_{n} e^{t \lambda_{n}} \int_{0}^{t} e^{-s \lambda_{n}} f_{n}(s) d s \tag{7}
\end{equation*}
$$

for the solution to the initial value problem

$$
\begin{equation*}
f_{n+1}(t)-\left(1 / \lambda_{n}\right) f_{n+1}^{\prime}(t)=f_{n}(t), \quad f_{n+1}(0)=0 \tag{8}
\end{equation*}
$$

It is convenient to rearrange the first part of (8) as $f_{n+1}(t)-f_{n}(t)=\left(1 / \lambda_{n}\right) f_{n+1}^{\prime}(t)$ and take norms to get

$$
\begin{equation*}
\left\|f_{n+1}-f_{n}\right\|=\left|1 / \lambda_{n}\right|\left\|f_{n+1}^{\prime}\right\| . \tag{9}
\end{equation*}
$$

The operator $L_{n}(g)$ in (6) may be written as $\int_{0}^{t}-\lambda_{n} e^{(t-s) \lambda_{n}} g(s) d s$. Define

$$
\delta_{n}(t)= \begin{cases}-\lambda_{n} e^{t \lambda_{n}} & \text { if } t \geqq 0,  \tag{10}\\ 0 & \text { if } t<0,\end{cases}
$$

so that

$$
\begin{equation*}
L_{n}(g)=\int_{0}^{T} \delta_{n}(t-s) g(s) d s \tag{11}
\end{equation*}
$$

Before proving Theorem 1 we prove two lemmas.

Lemma 1. $\left\|f_{n+1}\right\|<\left\|f_{0}\right\|$ for all $n \geqq 0$.
Proof. Using (11) and taking norms, we have

$$
\begin{aligned}
\left\|f_{n+1}\right\|=\left\|L_{n}(f)\right\| & =\sup \left|\int_{0}^{T} \delta_{n}(t-s) f_{n}(s) d s\right| \\
& \leqq\left\|f_{n}\right\| \sup \left|\int_{0}^{T} \delta_{n}(t-s) d s\right| .
\end{aligned}
$$

From (10) we compute $\int_{0}^{T} \delta_{n}(t-s) d s=1-e^{t \lambda_{n}}$ so that $\left\|f_{n+1}\right\|<\left\|f_{n}\right\|$ sup $\left|1-e^{t \lambda_{n}}\right|$. Since $\lambda_{n}<0$ and $t \geqq 0,\left|1-e^{t \lambda_{n}}\right|<1$. Hence $\left\|f_{n+1}\right\|<\left\|f_{n}\right\|$. Likewise $\left\|f_{n}\right\|<\left\|f_{n-1}\right\|$ etc., so that for all $n \geqq 0,\left\|f_{n+1}\right\|<\left\|f_{0}\right\|$.

Lemma 2. $\left\|f_{n+1}^{\prime}\right\|<\left\|f_{1}^{\prime}\right\|$ for all $n \geqq 1$.
Proof. We assume that $n \geqq 1$ and show that $f_{n+1}^{\prime}$ is obtained from $f_{n}^{\prime}$ in exactly the same way that $f_{n+1}$ is obtained from $f_{n}$. Lemma 1 will then imply Lemma 2. We must assume $n \geqq 1$ since we did not assume $f_{0}(t)=g(t) / A(0)$ to be differentiable. But for $n \geqq 1, f_{n}(t)$ is differentiable and $f_{n}(0)=0$, as can be seen from (7).

Let $t=0$ in (8) and it follows that $f_{n+1}^{\prime}(0)=0$. We differentiate (8), and the result, together with $f_{n+1}^{\prime}(0)=0$, gives

$$
\begin{equation*}
f_{n+1}^{\prime}(t)-\left(1 / \lambda_{n}\right)\left(f_{n+1}^{\prime}(t)\right)^{\prime}=f_{n}^{\prime}(t), \quad f_{n+1}^{\prime}(0)=0, \quad(n \geqq 1) . \tag{12}
\end{equation*}
$$

We see that (12) is the same as (8) with $f_{n}$ and $f_{n+1}$ replaced by $f_{n}^{\prime}$ and $f_{n+1}^{\prime}$, and Lemma 2 follows.

Proof of Theorem 1. From (9), $\left\|f_{n+1}-f_{n}\right\|=\left|1 / \lambda_{n}\right|\left\|f_{n+1}^{\prime}\right\|$, and Lemma 2, $\left\|f_{n+1}^{\prime}\right\|<\left\|f_{1}^{\prime}\right\|$, we have

$$
\begin{equation*}
\left\|f_{n+1}-f_{n}\right\|<\left|1 / \lambda_{n}\right|\left\|f_{1}^{\prime}\right\| . \tag{13}
\end{equation*}
$$

If $n<m$ are any two positive integers then $\left(f_{n}-f_{m}\right)=\left(f_{n}-f_{n+1}\right)+\left(f_{n+1}-f_{n+2}\right)+$ $\cdots+\left(f_{m-1}-f_{m}\right)$. Taking norms, we have $\left\|f_{n}-f_{m}\right\| \leqq\left\|f_{n}-f_{n+1}\right\|+\left\|f_{n+1}-f_{n+2}\right\|+\cdots+$ $\left\|f_{m-1}-f_{m}\right\|$. Using (13), we obtain $\left\|f_{m}-f_{n}\right\|<\left[\left|\lambda_{n}\right|^{-1}+\left|\lambda_{n+1}\right|^{-1}+\cdots+\left|\lambda_{m-1}\right|^{-1}\right]\left\|f_{1}^{\prime}\right\|$. Hence

$$
\begin{equation*}
\left\|f_{m}-f_{n}\right\|<\left\|f_{1}^{\prime}\right\| \sum_{k=n}^{m-1}\left|\lambda_{k}\right|^{-1} . \tag{14}
\end{equation*}
$$

The right-hand side of (14) can be made arbitrarily small by making $n$ sufficiently large. Therefore $\left\{f_{n}\right\}$ is a Cauchy sequence and $\lim _{m \rightarrow \infty} f_{m}=f$ exists.

To derive the error estimate we take the limit of (14) as $m \rightarrow \infty$ to obtain $\left\|f-f_{n}\right\|<\left\|f_{1}^{\prime}\right\| \sum_{k=n}^{\infty}\left|\lambda_{k}\right|^{-1}$. Using (4), we have $\sum_{k=n}^{\infty}\left|\lambda_{k}\right|^{-1}=A^{\prime}(0) / A(0)-\sum_{k=0}^{n-1}\left|\lambda_{n}\right|^{-1}$. From (9) with $n=0$, we have $\left\|f_{1}^{\prime}\right\|=\left|\lambda_{0}\right|\left\|f_{1}-f_{0}\right\|$. But $\left\|f_{1}-f_{0}\right\|<\left\|f_{1}\right\|+\left\|f_{0}\right\|<2\left\|f_{0}\right\|$ so that $\left\|f_{1}^{\prime}\right\|<2\left|\lambda_{0}\right|\left\|f_{0}\right\|$. Since $f_{0}=g / A(0)$ we have the final result:

$$
\begin{equation*}
\left\|f-f_{n}\right\|<2\left|\lambda_{0}\right|\|g\| A(0)^{-2}\left[A^{\prime}(0)-A(0) \sum_{k=0}^{n-1}\left|\lambda_{k}\right|^{-1}\right] . \tag{15}
\end{equation*}
$$

Before proving Theorem 2 we need five more lemmas. The reader may wish to look at the proof of Theorem 2 before reading the proofs of these lemmas.

In the lemmas that follow $F(t)$ is any continuous function such that $F(0)=0$ if $t<0$.
Lemma 3. For any $\varepsilon \geqq 0$, there is an $\xi$ with $0 \leqq \xi \leqq \varepsilon$ and a function $r(t)$ such that $L_{n} F(t)=F(t-\xi)+r(t)$. Moreover, $F(t-\xi)$ and $r(t)$ are continuous and $\|r(t)\| \leqq$ $2 e^{\varepsilon \lambda_{n}}\|F(t)\|$.

Proof. Since $\delta_{n}(t-s)=0$ if $s>t$, and $F(s)=0$ if $s \leqq 0$ we have

$$
\begin{aligned}
L_{n} F(t) & =\int_{0}^{T} \delta_{n}(t-s) F(s) d s \\
& =\int_{-\infty}^{t-\varepsilon} \delta_{n}(t-s) F(s) d s+\int_{t-\varepsilon}^{t} \delta_{n}(t-s) F(s) d s
\end{aligned}
$$

Because $\delta_{n}(t)$ is nonnegative, the generalized mean value theorem for integrals implies

$$
\begin{aligned}
& \int_{-\infty}^{t-\varepsilon} \delta_{n}(t-s) F(s) d s=F(t-\zeta) \int_{-\infty}^{t-\varepsilon} \delta_{n}(t-s) d s \quad(\text { where } \varepsilon \leqq \zeta), \text { and } \\
& \int_{t-\varepsilon}^{t} \delta_{n}(t-s) F(s) d s=F(t-\xi) \int_{t-\varepsilon}^{t} \delta_{n}(t-s) d s \quad(\text { where } 0 \leqq \xi \leqq \varepsilon)
\end{aligned}
$$

From (10) we compute $\int_{-\infty}^{t-\varepsilon} \delta_{n}(t-s) d s=e^{\varepsilon \lambda}$ and $\int_{t-\varepsilon}^{t} \delta_{n}(t-s) d s=1-e^{\varepsilon \lambda}$ (where we write $\lambda$ in place of $\lambda_{n}$ to simplify notation). Even though $\xi$ and $\zeta$ may be discontinuous functions of $t$, the functions $F(t-\xi)$ and $F(t-\zeta)$ are continuous since

$$
\begin{aligned}
& F(t-\xi)=\left(1-e^{\varepsilon \lambda}\right)^{-1} \int_{t-\varepsilon}^{t} \delta_{n}(t-s) F(s) d s, \quad \text { and } \\
& F(t-\zeta)=e^{-\varepsilon \lambda} \int_{0}^{t-\varepsilon} \delta_{n}(t-s) F(s) d s
\end{aligned}
$$

We now have $L_{n} F(t)=\left[1-e^{\varepsilon \lambda}\right] F(t-\xi)+e^{\varepsilon \lambda} F(t-\zeta) \quad$ or $\quad L_{n} F(t)=F(t-\xi)-$ $e^{\varepsilon \lambda} F(t-\xi)+e^{\varepsilon \lambda} F(t-\zeta)=F(t-\xi)+r(t)$, where $\quad r(t)=-e^{\varepsilon \lambda} F(t-\xi)+e^{\varepsilon \lambda} F(t-\zeta)=$ $e^{\varepsilon \lambda}[F(t-\zeta)-F(t-\xi)]$. Hence $\|r(t)\| \leqq 2 e^{\varepsilon \lambda}\|F\|$.

We return to subscripts and write $\varepsilon_{k}$ and $\xi_{k}$ in the next two lemmas, which deal with sequences of the operators $L_{k}$.

Lemma 4. If for each $\lambda_{k}$ we choose an $\varepsilon_{k}$, then for each $k$ there is an $\xi_{k}$ with $0 \leqq \xi_{k} \leqq \varepsilon_{k}$ and $a$ function $R(t)$ such that $\prod_{k=n}^{m} L_{k}(F)=F(t-\chi)+R(t)$, where $\chi=\sum_{k=n}^{m} \xi_{k}$. Moreover, $F(t-\chi)$ and $R(t)$ are continuous and $\|R\| \leqq$ $\left[\prod_{k=n}^{m}\left(1+2 e^{\varepsilon_{k} \lambda_{k}}\right)-1\right]\|F\|$.

Proof. Use induction on the number, $m-n+1$, of factors in the product. If $m=n$, there is only a single $L_{k}=L_{n}$, and Lemma 3 gives the result. Assume the lemma is true for $m-n$ factors

$$
\prod_{k=n}^{m-1} L_{k}(F)=F\left(t-\chi_{m-1}\right)+R_{m-1},
$$

where $\chi_{m-1}=\sum_{k=n}^{m-1} \xi_{k}$ and

$$
\left\|R_{m-1}\right\| \leqq\left[\prod_{k=n}^{m-1}\left(1+2 e^{\varepsilon_{k} \lambda_{k}}\right)-1\right]\|F\| .
$$

Applying $L_{m}$ and using Lemma 3, we have

$$
\begin{aligned}
\prod_{k=n}^{m} L_{k} F & =L_{m}\left[\prod_{k=n}^{m-1} L_{k}(F)\right]=L_{m}\left[F\left(t-\chi_{m-1}\right)+R_{m-1}\right] \\
& =F(t-\chi)+R_{m-1}\left(t-\xi_{m}\right)+r(t) \quad \text { where }\|r\| \leqq 2 e^{\varepsilon_{m} \lambda_{m}}\left\|F+R_{m-1}\right\| .
\end{aligned}
$$

Let $R=R_{m-1}+r$. Then $R$ is continuous since $r$ is continuous by Lemma 3 and $R_{m-1}$ is continuous by the induction hypothesis. The function $F(t-\chi)$ is continuous since $F(t-\chi)=\prod_{k=n}^{m} L_{k}(F)-R(t)$. As for the norm of $R$, we have

$$
\begin{aligned}
& \|R\| \leqq\left\|R_{m-1}\right\|+\|r\| \leqq\left\|R_{m-1}\right\|+2 e^{\varepsilon_{m} \lambda_{m}}\left\|F+R_{m-1}\right\|, \\
& \|R\| \leqq\left(1+2 e^{\varepsilon_{m} \lambda_{m}}\right)\left\|R_{m-1}\right\|+2 e^{\varepsilon_{m} \lambda_{m}}\|F\| .
\end{aligned}
$$

Using the induction hypothesis on $\left\|R_{m-1}\right\|$, we have

$$
\begin{aligned}
& \|R\| \leqq\left(1+2 e^{\varepsilon_{m} \lambda_{m}}\right)\left[\prod_{k=n}^{m-1}\left(1+2 e^{\varepsilon_{k} \lambda_{k}}\right)-1\right]\|F\|+2 e^{\varepsilon_{m} \lambda_{m}}\|F\|, \\
& \|R\| \leqq\left[\prod_{k=n}^{m}\left(1+2 e^{\varepsilon_{k} \lambda_{k}}\right)-1\right]\|F\| .
\end{aligned}
$$

Lemma 5. There is a sequence of positive numbers $\varepsilon_{k}$ such that $\sum_{k=n}^{\infty} \varepsilon_{k}$ and the product $\prod_{k=n}^{\infty}\left(1+2 e^{\varepsilon_{k} \lambda_{k}}\right)$ both converge.

Proof. Since $\alpha$, the order of $A(z)$, is less than one, there is a $\beta$ such that $\alpha<\beta<1$. Recall that the series $\sum_{n=0}^{\infty}\left|\lambda_{n}\right|^{-\beta}$ will converge if $\beta>\alpha$. We let $\varepsilon_{k}=\left|\lambda_{k}\right|^{-\beta}$ so that $\sum_{k=n}^{\infty} \varepsilon_{k}=\sum_{k=n}^{\infty}\left|\lambda_{n}\right|^{-\beta}$ converges.

The infinite product $\prod_{k=n}^{\infty}\left(1+2 e^{\varepsilon_{k} \lambda_{k}}\right)$ will converge if $\sum_{k=0}^{\infty} e^{\varepsilon_{k} \lambda_{k}}=$ $\sum_{k=0}^{\infty} \exp \left(-\left|\lambda_{k}\right|^{(1-\beta)}\right)$ converges. To show that this latter sum converges, let $N$ be any fixed integer such that $N(1-\beta)>1$. For any $x>0$ we have $e^{-x}<N!x^{-N}$; hence $\exp \left(-\left|\lambda_{k}\right|^{(1-\beta)}\right)<N!\left|\lambda_{k}\right|^{-N(1-\beta)} \quad$ and $\quad$ therefore $\quad \sum_{k=n}^{\infty} \exp \left(-\left|\lambda_{k}\right|^{(1-\beta)}\right)<N$ ! $\sum_{k=n}^{\infty}\left|\lambda_{k}\right|^{-1}<\infty$.

Lemma 6.

$$
\lim _{n \rightarrow \infty} \prod_{k=n}^{\infty} L_{k} F=F .
$$

Proof. Choose $\varepsilon_{k}$ as in Lemma 5. The $F(t-\chi)$ and $R(t)$ of Lemma 4 are continuous and $\chi=\sum_{k=n}^{\infty} \xi_{k}$ converges since $0 \leqq \xi_{k} \leqq \varepsilon_{k}$. We can therefore take the limit as $m \rightarrow \infty$ in Lemma 4 to obtain $\prod_{k=n}^{\infty} L_{k}(F)=F(t-\chi)+R(t)$, where

$$
\|R\| \leqq\left[\prod_{k=n}^{\infty}\left(1+2 e^{\varepsilon_{k} \lambda_{k}}\right)-1\right]\|F\| .
$$

Taking the limit as $n \rightarrow \infty$, we prove the lemma.
Lemma 7.

$$
\prod_{k=0}^{\infty} L_{k} F=\prod_{k=0}^{n-1} L_{k} \prod_{k=n}^{\infty} L_{k} F .
$$

Proof. From the proof of Theorem 1 we know that $\prod_{k=n}^{\infty} L_{k} F$ converges uniformly so that $\prod_{k=0}^{n-1} L_{k} \prod_{k=n}^{\infty} L_{k} F=\prod_{k=n}^{\infty} L_{k} \prod_{k=0}^{n-1} L_{k} F=\prod_{k=0}^{\infty} L_{k} F$. $\square$

Theorem 2. If $f=A(0)^{-1} \prod_{k=0}^{\infty} L_{k} g$, then $A(D) f=g$, that is to say, the function constructed by Theorem 1 is a solution to (1).

Proof. By Theorem V of [5], we have

$$
A(D) f=\lim _{N \rightarrow \infty} \sum_{n=0}^{N} a_{n} D^{n} f(t)=\lim _{N \rightarrow \infty} A(0) \prod_{n=0}^{N}\left(1-\frac{D}{\lambda_{n}}\right) f(t) .
$$

Introducing the definitions of $f, K_{n}, L_{n}$, and canceling $A(0)$, we have

$$
A(D) f=\lim _{n \rightarrow \infty} A(0) \prod_{k=0}^{n} K_{k} \prod_{k=0}^{\infty} \frac{L_{k} g}{A(0)}=\lim _{n \rightarrow \infty} \prod_{k=0}^{n} K_{k} \prod_{k=0}^{\infty} L_{k} g .
$$

Applying Lemma 7, we have,

$$
A(D)=\lim _{n \rightarrow \infty} \prod_{k=0}^{n-1} K_{k} \prod_{k=0}^{n-1} L_{k} \prod_{k=n}^{\infty} L_{k} g .
$$

Using the fact that the $K_{n}$ and $L_{n}$ are inverses, we have

$$
A(D) f=\lim _{n \rightarrow \infty} \prod_{k=0}^{n-1} K_{k} \prod_{k=0}^{n-1} L_{k} \prod_{k=n}^{\infty} L_{k} g=\lim _{n \rightarrow \infty} \prod_{k=n}^{\infty} L_{k} g .
$$

Applying Lemma 6, we have $A(D) f=\lim _{n \rightarrow \infty} \prod_{k=n}^{\infty} L_{k} g=g$.
5. Numerical method for computing $\boldsymbol{L}_{\boldsymbol{n}} \boldsymbol{f}(\boldsymbol{t})$. Our method necessitates computing $L_{n} f(t)$ for large values of $\left|\lambda_{n}\right|$. We will show how this can be done without computing the extremely large $e^{-s \lambda_{n}}$ or the extremely small $e^{t \lambda_{n}}$. To simplify notation we omit subscripts by writing $L(f)=F(t)=-\lambda e^{t \lambda} \int_{0}^{t} e^{-s \lambda} f(s) d s$. The integral is evaluated by standard interpolatory quadrature formulas with $e^{-s \lambda}$ as a weight function. Taking a stepsize of $h$, the two-point formula has the following form:

$$
\int_{t}^{t+h} e^{-s \lambda} f(s) d s=\lambda^{-1} e^{(t+h) \lambda}\left[K_{1} f(t)+K_{2} f(t+h)\right]
$$

Therefore

$$
\begin{equation*}
-\lambda e^{-(t+h)} \int_{t}^{t+h} e^{-s \lambda} f(s) d s=K_{1} f(t)+K_{2} f(t+h) \tag{17}
\end{equation*}
$$

where

$$
K_{1}=\left[\frac{e^{h \lambda}-1}{-\lambda h}-e^{\lambda h}\right], \quad K_{2}=\left[1-\frac{e^{h \lambda}-1}{-\lambda h}\right] .
$$

Note that the terms $\lambda^{-1} e^{(t+h) \lambda}$ and $\lambda e^{-(t+h) \lambda}$ cancel; thus $K_{1}$ and $K_{2}$ do not depend on the limits of integration but only on $\lambda$ and the stepsize $h$. The same will happen if interpolatory quadrature formulas with more nodes are used, but we omit the details here.

A simple algorithm for computing $F(t)=L_{n} f$ can be based on (17).

Divide the interval [ $0, T$ ] into $N$ subintervals each of length $h$. Let $\lambda=\lambda_{n}$ and compute $K_{1}$ and $K_{2}$. Let $K_{3}=e^{\lambda h}$ and $F(0)=0$. Then:

For $k=1$ to $N$
Let $F[k h]=f[(k-1) h] K_{1}+f[k h] K_{2}+F[(k-1) h] K_{3}$
End of algorithm.

The formula for $F[k h]$ in this algorithm is the sum of the terms $f[(k-1) h] K_{1}+$ $f[k h] K_{2}$, which give $-\lambda e^{k h \lambda} \int_{k-1}^{k h} e^{-s \lambda} f(s) d s$ according to (15), and the term

$$
F[(k-1) h] K_{3}=-\lambda e^{(k-1) h \lambda} \int_{0}^{(k-1) h} e^{-s \lambda} f(s) d s e^{k h}
$$

These terms combine to give $-\lambda e^{k h \lambda} \int_{0}^{k h} e^{-s \lambda} f(s) d s$.
Note that as $\lambda \rightarrow-\infty, K_{1} \rightarrow 0$ and $K_{2} \rightarrow 1$ so that $F[k h] \rightarrow f[k h]$ agrees with Lemmas 3 and 6.

The algorithm has been tested on a variety of problems and found to be stable. When used on heat equation problems, whose solutions are known from other methods,
the error estimate has been found to be reliable. The speed of convergence can be substantially improved by standard "extrapolation to the limit" methods. We hope to report more fully on the numerical aspects of our method in a later paper.
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#### Abstract

A differintegration operator of rational, real or complex order $\nu$, is defined in the literature [Fractional Calculus and Applications, Springer-Verlag, Berlin, New York, 1974; Fractional Calculus and Integral Transforms of Generalized Functions, Pitman, Boston, 1979; IMA J. Appl. Math., 33 (1984), pp. 109-133; Portugal. Math., 43 (1985), pp. 347-376], as a generalization of the ordinary $n$th derivative and $n$th primitive, which are the particular cases of order, respectively, a positive $\nu=+n$ or negative $\nu=-n$ integer $\boldsymbol{n} \in \mathbb{N}$. In the present paper we introduce a branchpoint operator, which can annihilate the differintegration operator of any noninteger complex order, i.e., in all cases except ordinary derivatives and primitives. It is shown that branchpoint operator is distinct from, but related to, the rule of composition of differintegrations, and can arise if (a) the two systems of differintegration named after Liouville and Riemann are combined, or (b) if certain double-loop integrals are interchanged, in such a way that the inner path goes through a branchpoint. The differintegration operator has been used widely in connection with special functions [Fractional Calculus, Academic Press, New York, 1974; Fractional Calculus, 2 Vols., Descartes Press, Koryama, Japan 1984; IMA J. Appl. Math., 36 (1986), pp. 191-206; Mat. Vesnik, 38 (1986), 375-390], and should not be confused with the branchpoint operator, which can lead to different formulas, as shown by the example of Hermite functions.
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1. Introduction. The differintegration operator of complex order $\nu$ can be defined [16], [12] as a generalization of both the ordinary $n$th derivative and $n$th primitive, which correspond to the particular cases of order, respectively, $\nu=+n,-n$ a positive, negative integer $n \in \mathbb{N}$. There is one system of differintegration, or one type of derivative of complex order, for each set of branchcuts in the complex plane [1]; the two most important systems [21], [13] are the Liouville [11] operator $D^{\nu} / D z^{\nu}$ applying to analytic functions, and the Riemann [20] operator $d^{\nu} / d z^{\nu}$ applying to functions with a branchpoint. The two systems are generally incompatible [2]; e.g., they lead to formulas for the differintegration of exponential (Liouville type) and power (Riemann type) that are inconsistent for nonintegral complex orders of derivation. The rules of Liouville and Riemann differintegration may be similar (e.g., for zero) or distinct (e.g., for a nonzero constant). Here we introduce a distinct, but related concept, namely, the branchpoint operator $\delta^{\mu} / \delta z^{\mu}$ of order $\mu$.

The branchpoint operator arises if some "invalid" manipulations are performed with the differintegration operator, e.g.; (§2) if the operator is applied under integral sign at a branchpoint; ( $\$ 3$ ) if the order of integration in a double integral is interchanged so as to make one path go through a branchpoint. From this viewpoint some care should be taken when using the differintegration operator repeatedly because, when applied outside its conditions of validity, it may still give quite definite results that are no longer differintegrations, but rather the outcome of a distinct operator, the branchpoint operator. The branchpoint operator $\delta^{\mu} / \delta z^{\mu}$ can only be applied after the Liouville differintegration $D^{\nu} / D z^{\nu}$, and the result is a Riemann differintegration $d^{\mu+\nu} / d z^{\mu+\nu}$, multiplied by a factor $A(\mu, \nu)$. Apart from the latter factor, the result looks like a

[^29]composition of derivatives, albeit of different types. Since the coefficient does not involve the independent $z$ or dependent variables, the branchpoint operator retains the linear property of derivation operators. The coefficient $A(\mu, \nu)$ depends on the orders $\mu, \nu$ of the operators, however, and can, in certain conditions (§ 3): (a) become equal to unity, in which case the branchpoint operator reduces to a differintegration; (b) vanish, in which case the branchpoint operator annihilates the differintegration to which it is applied. More precisely, the case (b) above shows that a branchpoint operator can be found such that it annihilates a Liouville differintegration operator of any complex order other than an integer (§4) so that the annihilation property fails to exist only for ordinary derivatives and primitives.

The differintegration operator provides a powerful method of study of the properties of special functions [16], [15], because the latter are specified by the differintegration of elementary functions [9], [8]. The application of rules of differintegration can be used to give convenient proofs of a number of properties of special functions, viz., both shorter proofs of known results [3] or new results [4] possibly harder to find by other methods. Since several of the proofs of properties of special functions involve repeated differintegrations, care must be taken not to confuse differintegration and branchpoint operators. This point is illustrated by the example of Hermite functions, which can be defined by the differintegration of the Gaussian function (§5); this definition agrees with the integral representation of Hermite functions of complex order and, in the case of positive integer order, reduces to the Hermite [7] polynomials. The branchpoint operator can be used to annihilate a Hermite function of nonintegral complex order, i.e., any Hermite function other than a polynomial. If the branchpoint operator is replaced by a differintegration, the result is no longer zero, but rather another Hermite function. The difference between branchpoint and differintegration operators is made clear by noting that they lead, when applied to Hermite functions, to distinct integral identities.
2. Relation between branchpoint and differintegration operators. Before we can define the branchpoint operator, we must recall the definition of differintegration operator, in the context [10], [14], [15], [1] of the theory of analytic functions.

Definition 1. The derivative of complex order $D^{\nu}$, of an analytic function $F(z)$, is defined by means of the generalized Cauchy integral:

$$
\begin{equation*}
\frac{D^{\nu} F}{D z^{\nu}} \equiv\{\Gamma(1+\nu) / 2 \pi i\} \int_{\infty \exp \{i \arg (z)\}}^{(z+)}(\zeta-z)^{-\nu-1} F(\zeta) d \zeta \tag{1}
\end{equation*}
$$

along Fig. 1, a Hankel [6] loop going around $\zeta=z$ in the positive direction, and starting and ending at infinity, respectively, above and below the branchcut $C \equiv\{\zeta:|\zeta|>|z|$, $\arg (\zeta)=\arg (z)\}$. The integral is assumed uniformly convergent with regard to $z$ in a region $D$ and $\nu$ is not a negative integer.

Remark 1. The expression (1) with complex $\nu$ is designated "generalized Cauchy integral" because in the case where $\nu=n$ is a nonnegative integer $n \in \mathbb{N}_{0}$, the integrand


Fig. 1. The differintegration of an analytic function involves a contour integral (1) along the Hankel [6] path, going counterclockwise around the branchpoint $\zeta=z$, and starting and ending at infinity in the $\zeta$-plane, respectively, above and below the semi-infinite branchcut, joining $z$ to infinity in the direction of $\arg (z)$.
has a pole of order $n+1$, and the loop can be closed around it, so that we regain the original form of the Cauchy integral for the $n$th order derivative of an analytic function.

Remark 2. Formula (1) holds for all complex values of $\nu$, other than negative integers $\nu=-n$ with $n \in \mathbb{N}$; this case is covered by the analytic continuation of (1) in the $\nu$-plane for $\operatorname{Re}(\nu)<0$, by Weyl's (1917) formula:

$$
\begin{equation*}
\frac{D^{\nu} F}{d z^{\nu}}=\{\Gamma(-\nu)\}^{-1} \int_{\infty \exp \{i \arg (z)\}}^{z}(z-x)^{-\nu-1} F(x) d x \tag{2}
\end{equation*}
$$

which is proved elsewhere [1].
Remark 3. The convergence of the integrals (1) and (2) requires a restriction on the asymptotic behavior of the function $F(z)$ in a sector about the branchcut, e.g.,

$$
\begin{equation*}
\arg (\zeta)-\delta<\arg (z)<\arg (\zeta)+\delta: f(\zeta) \sim O\left(\zeta^{\mathrm{Re}(\nu)-\varepsilon}\right) \tag{3}
\end{equation*}
$$

for some $\varepsilon, \delta>0$.
Remark 4. The case where $\nu=-n$ is a negative integer $n \in \mathbb{N}$, which was excluded from (1), and is included in (2), is the ordinary $n$th primitive.

The latter remark suggests that the preceding definition could be restated in terms of integration with complex order.

Definition 2. The operator integration $I^{\nu}$ with complex order $\nu$ is defined by the derivative $D^{-\nu}$ of complex order $-\nu$.

Remark 5. The integration operator with complex order $I^{\nu} \equiv D^{-\nu}$ is defined by (1) with $\nu$ replaced by $-\nu$, for $\nu$ complex other than a positive integer; for $\operatorname{Re}(\nu)>0$, the integration operator $I^{\nu}$ is also specified by (2), with $\nu$ replaced by $-\nu$. In both cases an asymptotic condition is needed, e.g., (3) with $+\nu$ replaced by $-\nu$.

Remark 6. The similarity of Definitions 1 and 2, respectively, in terms of derivative and integral, has led to the adoption [21], [16] of the term "differintegration."

As an example, we consider the analytic function $F(z)=e^{a z}$.
Theorem 1. The rule of differintegration of the exponential is

$$
\begin{equation*}
\frac{D^{\nu}\left(e^{a z}\right)}{D z^{\nu}}=a^{\nu} e^{a z} \tag{4}
\end{equation*}
$$

Proof. Substitute $F(z)=e^{a z}$ into (1) for $\nu$ complex other than a negative integer, and into (2) for $\operatorname{Re}(\nu)<0$. Evaluation of the integrals in terms of gamma functions leads [2] to (4).

Remark 7. Formula (4) was used by Liouville [11] to define a "derivation of nonintegral order."

Remark 8. Definition (1) can be designated, on historical precedent, as the "Liouville differintegration."

If function $F(z)$ has one branchpoint $z=a$, Definition (1) must be modified because now the branchcut is finite [9], [8], [1], [2], viz., Definition 3.

Definition 3. The derivative of complex order $\nu$ of the function $(z-a)^{\mu} F(z)$, where $F(z)$ is analytic, and $(z-a)^{\mu}$ has a branchpoint at $\zeta=a$ with exponent $\mu$, is defined by the generalized Cauchy integral:

$$
\begin{equation*}
\frac{d^{\nu}\left\{(z-a)^{\mu} F(z)\right\}}{d z^{\nu}}=\{\Gamma(1+\nu) / 2 \pi i\} \int_{a}^{(z+)}(\zeta-a)^{\mu} F(\zeta)(\zeta-z)^{-\nu-1} d \zeta \tag{5}
\end{equation*}
$$

along Fig. 2, a teardrop loop, going around $\zeta=z$ in the positive direction, and passing through $\zeta=a$. The integral is assumed to be uniformly convergent with regard to $z$ in a region $D, \nu$ is complex other than a negative integer, and $\operatorname{Re}(\mu)>-1$.


Fig. 2. Teardrop loop in the $t$-plane, passing through the branchpoint $t=0(t=1)$ and going in the positive direction around the other branchpoint $t=1(t=0)$, so that the finite branchcut along the straight line $(0,1)$ lies in its interior.

Remark 9. The definition can be extended [2] to all other values of $\mu, \nu$, by using integrals similar to (5), along: (i) the straight line joining $\zeta=a$ to $\zeta=z$; (ii) the teardrop loop, Fig. 3, passing through $\zeta=z$ and going around $\zeta=a$; and (iii) a Pochhammer [19] double-laced loop going around both $\zeta=a$ and $\zeta=z$, twice, in opposite directions.

Theorem 2. Definition (5) leads to the rule of derivation of the power:

$$
\begin{equation*}
\frac{d^{\nu}\left(z^{\mu}\right)}{d z^{\nu}}=\{\Gamma(1+\mu) / \Gamma(1+\mu-\nu)\} z^{\mu-\nu}, \tag{6}
\end{equation*}
$$

with $\mu$ not a negative integer.
Proof. The proof is given in the literature (e.g., [2]).
Remark 10. Formula (6) was used as the definition of a "derivative of general order" by Riemann [20], so that (5) may be designated the Riemann system of differintegration.

The Liouville (1) and Riemann (5) differintegrations are the two simplest systems, since they involve only one branchcut in the complex plane, viz., respectively, infinite and finite. Other systems of differintegration involving more than one branchcut in the complex plane exist [1], but they are not needed to define the branchpoint operator. To introduce the latter, we consider a repeated Liouville (1) differintegration:

$$
\begin{equation*}
D^{\mu}\left(\frac{D^{\nu} F}{D z^{\nu}}\right) / D z^{\mu} \equiv\{\Gamma(1+\mu) / 2 \pi i\} \int_{\infty \exp \{i \arg (z)\}}^{(z+)}(\zeta-z)^{-\mu-1}\left(\frac{D^{\nu} F}{D \zeta^{\nu}}\right) d \zeta \tag{7}
\end{equation*}
$$

where $\mu, \nu$ are complex numbers other than negative integers. Substitution of (1) into (7) would lead to a double integral, the evaluation of which is deferred to $\S 3$, since it leads to a less direct approach to the branchpoint operator. A simple and direct way of applying the differintegration of order $\mu$ to (1) would be to take the differintegration under integral sign, as a "Riemann differintegration":

$$
\begin{equation*}
\delta^{\mu}\left(\frac{D^{\nu} F}{D z^{\nu}}\right) / \delta z^{\mu} \equiv\{\Gamma(1+\nu) / 2 \pi i\} \int_{\infty \exp \{i \arg (z)\}}^{(z+)} F(\zeta) \frac{d^{\mu}\left\{(\zeta-z)^{-\nu-1}\right\}}{d z^{\mu}} d \zeta ; \tag{8}
\end{equation*}
$$

note that (8) is not equivalent to (7), because a Liouville differintegration $D^{\mu} / D z^{\mu}$, outside the integral sign in (7), is replaced inside the integral sign in (8), by a Riemann differintegration $d^{\mu} / d z^{\mu}$, which is that appropriate (6) to the power $(\zeta-z)^{-\nu-1}$. Thus we are not calculating a repeated Liouville differintegration, as in (7), but rather (8) defines a new concept, which we call the branchpoint operator.


Fig. 3. Mirror image of Fig. 2.

Definition 4. The branchpoint operator $\delta^{\mu} / \delta z^{\mu}$ of complex order $\mu$, applied to the Liouville differintegration (1) of order $\nu$, complex other than a negative integer, is defined by (8) applying a Riemann differintegration (5) under integral sign.

We have now to show that the branchpoint operator is unique, and indicate how it can be calculated.

Theorem 3. The branchpoint operator $\delta^{\mu} / \delta z^{\mu}$ of order $\mu$, applied to a Liouville differintegration $D^{\nu} / D z^{\nu}$ of order $\nu$, yields a Liouville differintegration of order $\mu+\nu$, to within a factor, in curly brackets, which depends only on $\mu, \nu$ :

$$
\begin{equation*}
\delta^{\mu}\left(\frac{D^{\nu} F}{D z^{\nu}}\right) / \delta z^{\mu}=\left\{\Gamma(1+\nu) \Gamma(-\nu) / \Gamma(1+\mu+\nu) \Gamma(-\mu-\nu) e^{i \pi \mu}\right\} \frac{D^{\mu+\nu} F}{D z^{\mu+\nu}} \tag{9}
\end{equation*}
$$

the formula holds for complex $\mu, \nu, \mu+\nu$, excluding integer $\nu$ and negative integer $\mu+\nu$.
Proof. Apply the Riemann rule of differintegration (6) to (8), to obtain

$$
\begin{align*}
\delta^{\mu}\left(\frac{D^{\nu} F}{D z^{\nu}}\right) / \delta z^{\mu}=\{ & \Gamma(1+\nu) \Gamma(-\nu) / 2 \pi i \Gamma(-\nu-\mu)\} \cdot e^{-i \pi \mu} \\
& \cdot \int_{\infty \exp \{i \arg (z)\}}^{(z+)} F(\zeta)(\zeta-z)^{-\mu-\nu-1} d \zeta, \tag{10}
\end{align*}
$$

where we have used $\{d(-z) / d z\}^{\mu}=(-)^{\mu}=e^{-i \pi \mu}$, because the transformation $-z \rightarrow z$ along the Hankel loop is equivalent to a change of argument $-\pi$, i.e., argument $\pi$ in the clockwise direction. Formula (6) applies in (8) if $-\nu-1$ is not a negative integer, i.e., $\nu$ is neither zero nor a positive integer; since $\nu$, a negative integer, has already been excluded by (8) Definition 1, all integer values of $\nu$ are excluded in (10). The latter simplifies to (9), by using (1), for $\mu+\nu$, not a negative integer.
3. Derivation at and inversion of integrals through a branchpoint. Starting from the repeated Liouville differintegration (7), we may: (i) evaluate the double integral, leading to the rule of composition of differintegrations (Theorem 4); and (ii) interchange the integrals, so that one of the paths goes through a branchpoint, and the branchpoint operator is obtained instead (Theorem 5). Before we can indicate the deformation of path that leads (ii) to the branchpoint operator, we must revise the proof of the composition rule (i), to show where the change takes place.

Theorem 4. The Liouville differintegration operator satisfies the composition rule:

$$
\begin{equation*}
D^{\mu}\left(\frac{D^{\nu} F}{D z^{\nu}}\right) / D z^{\mu}=\frac{D^{\mu+\nu} F}{D z^{\mu+\nu}}=D^{\nu}\left(\frac{D^{\mu} F}{D z^{\mu}}\right) / D z^{\nu} \tag{11}
\end{equation*}
$$

where $\mu, \nu, \mu+\nu$ are complex other than negative integers.
Proof. When we substitute (1) into (7), the repeated Liouville differintegration is given by

$$
\begin{align*}
D^{\mu}\left(\frac{D^{\nu} F}{D z^{\nu}}\right) / D z^{\mu}=-\{ & \left\{\Gamma(1+\nu) \Gamma(1+\mu) / 4 \pi^{2}\right\} \\
& \cdot \int_{\infty \exp \{i \arg (\zeta)\}}^{\left(z_{+}\right)}(\zeta-z)^{-\mu-1}  \tag{12}\\
& \cdot \int_{\infty \exp \{i \arg (\zeta)\}}^{(\zeta+)}(\eta-\zeta)^{-\nu-1} F(\eta) d \eta d \zeta,
\end{align*}
$$

with $\mu, \nu$ complex other than negative integers. The $d \eta$ integration is performed (Fig. 4) along a Hankel loop around $\eta=\zeta$, and the $d \zeta$ integration along another Hankel


Fig. 4. The double differintegration involves two Hankel paths in intersecting $\zeta$ - and $\eta$-planes, such that the branchpoint $\eta=\zeta$ in the $\eta$-plane lies on the path of integration in the $\zeta$-plane and the branchpoint $\zeta=z$ in the $\zeta$-plane lies on no path of integration, i.e., no path touches a branchpoint in its own plane.
loop around $\zeta=z$, so that none of the loops touches a branchpoint in its own plane (although the Hankel loop in the $\zeta$-plane touches the branchpoint $\zeta=\eta$ in the $\eta$-plane, which is not a problem). Since the integrals (12) are uniformly convergent, the order of integration can be reversed:

$$
\begin{equation*}
D^{\mu}\left(\frac{D^{\nu} F}{D z^{\nu}}\right) / D z^{\mu}=-\left\{\Gamma(1+\nu) \Gamma(1+\mu) / 4 \pi^{2}\right\} \int_{\infty \exp \{i \arg (z)\}}^{(z+)} F(\eta) \Phi(z, \eta) d \eta \tag{13a}
\end{equation*}
$$

where the function $\Phi$ is given by

$$
\begin{equation*}
\Phi(z, \eta) \equiv \int_{\infty \exp \{i \arg (\eta)\}}^{(\eta+)}(\zeta-z)^{-\mu-1}(\eta-\zeta)^{-\nu-1} d \zeta \tag{13b}
\end{equation*}
$$

which is an Eulerian integral of the second kind.
To evaluate (13b), we perform the change of variable $t=(\eta-z) /(\zeta-z)$, which maps the points $\zeta=\infty, \eta$ to $t=0$, 1, so that we obtain (Fig. 2) a teardrop loop passing through $t=0$, and going counterclockwise around the branchpoint $t=1$; the integral along this loop can be evaluated in terms [5] of beta functions:

$$
\begin{equation*}
(\eta-z)^{\mu+\nu+1} \Phi(z, \eta)=\int_{0}^{(1+)} t^{\mu+\nu}(t-1)^{-\nu-1} d t=-2 i \sin (\pi \nu) B(\mu+\nu+1,-\nu) \tag{14a}
\end{equation*}
$$

the integral (14a) converges only for $\operatorname{Re}(\mu+\nu)>-1$, but it can be extended, using a Pochhammer [19] double-laced loop, to [5] all nonintegral values of $\mu+\nu$. Thus (14a) holds for all complex values of $\mu+\nu$, except negative integers. The formula (14a) may be simplified using the relation between beta and gamma functions, and the symmetry properties of the latter:

$$
\begin{align*}
\Phi(z, \eta) & =-2 i \sin (\pi \nu) \Gamma(-\nu)\{\Gamma(1+\mu+\nu) / \Gamma(1+\mu)\}(\eta-z)^{-\mu-\nu-1} \\
& =2 \pi i\{\Gamma(1+\mu+\nu) / \Gamma(1+\mu) \Gamma(1+\nu)\}(\eta-z)^{-\mu-\nu-1} . \tag{14b}
\end{align*}
$$

Substituting (14b) into (13a), we obtain

$$
\begin{align*}
D^{\mu}\left(\frac{D^{\nu} F}{D z^{\nu}}\right) / D z^{\mu} & =\{\Gamma(1+\mu+\nu) / 2 \pi i\} \int_{\infty \exp \{i \arg (z)\}}^{(z+)}(\eta-z)^{-\mu-\nu-1} F(\eta) d \eta  \tag{15}\\
& =\frac{D^{\mu+\nu} F}{D z^{\mu+\nu}},
\end{align*}
$$

where (1) was used, because $\mu+\nu$ is not a negative integer. The proof of (15), which coincides with (11) when the symmetry in $\mu+\nu$ is taken into account, thus holds for all complex $\mu, \nu, \mu+\nu$ other than negative integers.

To obtain the branchpoint operator, in addition to the inversion of integrals (13a), (13b), we interlock the two paths of integration (Fig. 5), by replacing the inner Hankel path in (13b) with a teardrop loop.


Fig. 5. The deduction of the composition rule requires only the interchange of the $\eta$ - and $\zeta$-planes in Fig. 4, but if the first Hankel path is replaced with a teardrop loop, a distinct, branchpoint operator arises, because the two loops are interlocked and there is a finite branchcut along part of the intersection of the two planes.

Definition 5. The branchpoint operator $\delta^{\mu} / \delta z^{\mu}$ of order $\mu$, applied to the Liouville differintegration $D^{\nu} / D z^{\nu}$ of order $\nu$, not a negative integer, is defined as the composition of Liouville differintegrations (12) of orders $\mu, \nu$, in which the outer path of integration is unchanged (13a):

$$
\begin{equation*}
\delta^{\mu}\left(\frac{D^{\nu} F}{D z^{\nu}}\right) / \delta z^{\mu} \equiv-\left\{\Gamma(1+\nu) \Gamma(1+\mu) / 4 \pi^{2}\right\} \int_{\infty \exp \{i \arg (z)\}}^{(z+)} F(\eta) \psi(z, \eta) d \eta \tag{16a}
\end{equation*}
$$

and the inner Hankel path (13b) in Fig. 4, is replaced with a teardrop loop in Fig. 5:

$$
\begin{equation*}
\psi(z, \eta) \equiv \int_{\zeta=\eta}^{(z+)}(\zeta-z)^{-\mu-1}(\eta-\zeta)^{-\nu-1} d \zeta \tag{16b}
\end{equation*}
$$

which goes round $\zeta=z$ in the positive direction, and passes through the branchpoint $\zeta=\eta$.

Remark 11. The substitution of two Liouville differintegrations in (13a), (13b), with one Liouville and one Riemann differintegration in (16a), (16b), is analogous to the change from (8) to (9), to define the branchpoint operator.

Thus we may expect the present Definition 5 of branchpoint operator (16a), (16b), to be consistent with Definition 4, i.e., it leads to the same result (9), as was deduced from (7).

Theorem 5 (Consistency of Definitions 4 and 5 of branchpoint operator). The branchpoint operator, introduced ((16a), (16b)) by Definition 5, coincides with (9), which was introduced by Definition 3:

$$
\begin{equation*}
\delta^{\mu}\left(\frac{D^{\nu} F}{D z^{\nu}}\right) / \delta z^{\mu}=e^{-i \pi \mu}\{\sin \{\pi(\mu+\nu)\} / \sin (\pi \nu)\} \frac{D^{\mu+\nu} F}{D z^{\mu+\nu}} . \tag{17}
\end{equation*}
$$

Remark 12. We will prove Theorem 5, using the same steps as for Theorem 4, to show that the only difference between the composition rule (11) and branchpoint operator (17) lies in the deformation of the inner path of integration from (13b) to (16b).

Thus we can start the proof by evaluating (16b).
Proof. To evaluate (16b), we may perform the change of variable $s=$ $(\zeta-z) /(\eta-z)$, which is the inverse $s=1 / t$ of the transformation $t=(\eta-z) /(\zeta-z)$ used to evaluate (13b); the reason is that the inversion $s=1 / t$ maps a Hankel path in the $t$-plane to a teardrop loop in the $s$-plane. The transformation $s=(\zeta-z) /(\eta-z)$ maps the teardrop loop in (16b) into a rescaled loop, going round $\zeta=z$ or $s=0$ in the positive direction and passing through $\zeta=\eta$ or $s=1$; this teardrop loop, in Fig. 3, is the mirror image of that in Fig. 2, which was used in the evaluation of (14a). The latter is replaced, in the present case, with

$$
\begin{equation*}
(\eta-z)^{\mu+\nu+1} \psi(z, \eta)=\int_{1}^{(0+)} s^{-\mu-1}(1-s)^{-\nu-1} d s=-2 i \sin (\pi \mu) e^{-i \pi \mu} B(-\mu,-\nu) \tag{18a}
\end{equation*}
$$

where $B(\cdots, \cdots)$ denotes Euler's beta function, and the integral converges for $\operatorname{Re}(\nu)<0$. By using the Pochhammer loop, it can be extended to all complex, noninteger values of $\nu$. Thus the evaluation of (18a) holds for all $\nu$, other than zero or positive integers. We had assumed earlier, in Definition 5, that $\nu$ is not a negative integer; thus, the derivation so far excludes all integer values of $\nu$. The beta function is related [5] to the gamma function:

$$
\begin{align*}
\psi(z, \eta) & =-2 i \sin (\pi \mu) e^{-i \pi \mu} \Gamma(-\mu)\{\Gamma(-\nu) / \Gamma(-\mu-\nu)\}(\eta-z)^{-\mu-\nu-1} \\
& =e^{-i \pi \mu}\{2 \pi i \Gamma(1+\mu) \Gamma(-\nu) / \Gamma(-\mu-\nu)\}(\eta-z)^{-\mu-\nu-1} . \tag{18b}
\end{align*}
$$

Substituting (18b), which replaces (14b), into (16a), which replaces (13a), we obtain

$$
\begin{align*}
\delta^{\mu}\left(\frac{D^{\nu} F}{D z^{\nu}}\right) / \delta z^{\mu}= & \{\Gamma(1+\nu) \Gamma(-\nu) / \Gamma(1+\mu+\nu) \Gamma(-\mu-\nu)\} e^{-i \pi \mu} \\
& \cdot\{\Gamma(1+\mu+\nu) / 2 \pi i\} \int_{\infty \exp \{i \arg (z)\}}^{(z+)}(\eta-z)^{-\mu-\nu-1} F(\eta) d \eta  \tag{19}\\
= & \left\{\sin \{\pi(\mu+\nu)\} / \sin (\pi \nu) e^{i \pi \mu}\right\} \frac{D^{\mu+\nu} F}{D z^{\mu+\nu}},
\end{align*}
$$

where we have used (1), assuming that $\mu+\nu$ is not a negative integer. The result (19) differs from the composition rule (15) in the term in curly brackets. The conditions of validity are the same on $\mu+\nu$, i.e., not a negative integer, but are distinct on: (i) $\mu$, unrestricted in (19), not a negative integer in (15), because of the Liouville differintegration; (ii) $\nu$, not a negative integer in (15) and not an integer in (19), i.e., the branchpoint operator does not apply to ordinary derivatives or primitives.
4. Composition and annihilation of derivates of complex order. Definition 4 and Theorem 3 in $\S 2$, or Definition 5 and Theorem 5 in §3, give two distinct, but equivalent $((9) \equiv(17))$ approaches to the branchpoint operator, which may be summarized in the following "anomalous" property A1.

Property 1. The repeated Liouville $D^{\mu}, D^{\nu}$ differintegration (12), with orders $\mu, \nu$, if either (Definition 4) the outer differintegration is taken under integral sign as Riemann $d^{\mu}$ differintegration (8), or (Definition 5) in the inversion of integrals (13a), (13b) the inner Hankel path is deformed (16a), (16b) into a teardrop loop, then the
branchpoint operator $\delta^{\mu}$ is obtained, which, when applied to the Liouville $D^{\nu}$ differintegration of order $\nu$, differs from the compound Liouville $D^{\mu+\nu}$ differintegration of order $\mu+\nu$ :

$$
\begin{equation*}
\delta^{\mu}\left(\frac{D^{\nu} F}{D z^{\nu}}\right) \delta z^{\mu}=A(\mu, \nu) \frac{D^{\mu+\nu} F}{D z^{\mu+\nu}}, \tag{20}
\end{equation*}
$$

by a factor $A$, which does not involve the dependent $F(z)$ or independent $z$ variables:

$$
\begin{align*}
A(\mu, \nu) & \equiv e^{-i \pi \mu}\{\sin \{\pi(\mu+\nu)\} / \sin (\pi \nu)\}  \tag{21}\\
& =\{1-\exp (-i \pi(\mu+\nu))\} /\{1-\exp (-i \pi \nu)\},
\end{align*}
$$

but depends only on the orders $\mu, \nu$, such that $\nu$ is not an integer, and $\mu+\nu$ not a negative integer.

Remark 13. The exclusion of $\mu+\nu$ a negative integer means that the result of a branchpoint operator applied to a Liouville differintegration cannot be an ordinary primitive.

Remark 14. The exclusion of $\nu$ an integer implies that the branchpoint operator applies only to Liouville differintegration other than ordinary derivatives or primitives for which there is no branchpoint in the integrand of (1).

Since the branchpoint operator $\delta^{\mu_{1}}$ applied to a Liouville differintegration $D^{\nu}$ yields to within a factor not involving the dependent or independent variables, another Liouville differintegration $D^{\mu_{1}+\nu}$, a second branchpoint operator $\delta^{\mu_{2}}$ may be applied, and so on, iteratively, up to $\delta^{\mu_{N}}$ for any positive integer $N$. Concerning the factor (21), it can be decomposed into the following ratio:

$$
\begin{gather*}
A(\mu, \nu)=a(\mu+\nu) / a(\nu),  \tag{22a}\\
a(\alpha) \equiv 1-\exp (-i 2 \pi \alpha), \tag{22b}
\end{gather*}
$$

which satisfies the following recursive rule:

$$
\begin{align*}
\prod_{k=1}^{N} A\left(\mu_{k}, \mu_{k-1}+\cdots+\mu_{1}+\nu\right) & =\prod_{k=1}^{N}\left\{a\left(\mu_{k}+\cdots+\mu_{1}+\nu\right) / a\left(\mu_{k-1}+\cdots+\mu_{1}+\nu\right)\right\} \\
& =a\left(\mu_{N}+\cdots+\mu_{1}+\nu\right) / a(\nu)=A\left(\mu_{N}+\cdots+\mu_{1}, \nu\right) ; \tag{23}
\end{align*}
$$

the latter, when multiplied by the Liouville differintegration $D^{\nu}$ :

$$
\begin{equation*}
\prod_{k=1}^{N} A\left(\mu_{k}, \mu_{k-1}+\cdots+\mu_{1}+\nu\right) \frac{D^{\nu} F}{D z^{\nu}}=A\left(\mu_{N}+\cdots+\mu_{1}, \nu\right) \frac{D^{\nu} F}{D z^{\nu}}, \tag{24}
\end{equation*}
$$

proves, by (20), the iteration rule for branchpoint operators.
Property 2. The iterated branchpoint operators of orders $\mu_{1}, \cdots, \mu_{N}$, applied to a Liouville differintegration of order $\nu$, is equal to the Liouville differintegration of order $\mu_{1}+\cdots+\mu_{N}+\nu$ :

$$
\begin{equation*}
\left(\frac{\delta}{\delta z}\right)^{\mu_{N}} \cdots\left(\frac{\delta}{\delta z}\right)^{\mu_{1}}\left(\frac{D^{\nu} F}{D z^{\nu}}\right)=A\left(\mu_{N}+\cdots+\mu_{1}, \nu\right)\left(\frac{D}{D z}\right)^{\mu_{N}+\cdots+\mu_{1}+\nu} F(z), \tag{25}
\end{equation*}
$$

with a factor given by (21) with $\mu \equiv \mu_{1}+\cdots+\mu_{N}$ : formula (24) assumes that $\nu$ is not an integer, and none of the $\mu_{1}+\nu, \cdots, \mu_{N}+\cdots+\mu_{1}+\nu$ are negative integers.

Remark 15. Although the coefficient of (25) is similar to that of (20) with $\mu \equiv$ $\mu_{1}+\cdots+\mu_{N}$, the restrictions on the parameters are not. The condition $\mu+\nu$ not a negative integer is necessary, but not sufficient, in (25); there are further ( $N-1$ )
intermediate restrictions, namely, $\mu_{1}+\cdots+\mu_{k}+\nu$ not a negative integer, for $k=$ $1, \cdots, N-1$.

Substituting $\mu \equiv \mu_{1}+\cdots+\mu_{N}$ in (20), viz.:

$$
\begin{equation*}
\left(\frac{\delta}{\delta z}\right)^{\mu_{N}+\cdots+\mu_{1}}\left(\frac{D^{\nu} F}{D z^{\nu}}\right)=A\left(\mu_{N}+\cdots+\mu_{1}, \nu\right)\left(\frac{D}{D z}\right)^{\mu_{N}+\cdots+\mu_{1}+\nu} F(z), \tag{26}
\end{equation*}
$$

and comparing with (20), we follow the rule of composition of branchpoint operators.
Property 3. The iterated branchpoint operators of orders $\mu_{1}, \cdots, \mu_{N}$ are equivalent to a single branchpoint operator of order $\mu \equiv \mu_{1}+\cdots+\mu_{N}$, applied to a Liouville differintegration $D^{\nu}$ :

$$
\begin{equation*}
\left(\frac{\delta}{\delta z}\right)^{\mu_{N}} \cdots\left(\frac{\delta}{\delta z}\right)^{\mu_{1}}\left(\frac{D^{\nu} F}{D z^{\nu}}\right)=\left(\frac{\delta}{\delta z}\right)^{\mu_{N}+\cdots+\mu_{1}}\left(\frac{D^{\nu} F}{D z^{\nu}}\right) \tag{27}
\end{equation*}
$$

assuming that $\nu$ is not an integer, and none of the $\mu_{1}+\nu, \cdots, \mu_{N}+\cdots+\mu_{1}+\nu$ are negative integers.

The branchpoint operator satisfies the same composition rule (27) as the Liouville differintegration, although the two operators are generally distinct. From (20) they coincide only if the coefficient is unity $A(\mu, \nu)=1$, which is the case in (21), with $\nu$ not an integer, if and only if $\mu$ is an integer. Thus we have the following degenerate rule.

Property 4. The branchpoint operator $\delta^{\mu}$ coincides with the Liouville differintegration $D^{\mu}$ if and only if the order $\mu$ is an integer, i.e., both are ordinary derivatives or primitives:

$$
\begin{equation*}
\delta^{\mu}\left(\frac{D^{\nu} F}{D z^{\nu}}\right) / \delta z^{\mu}=\frac{D^{\mu+\nu} F}{D z^{\mu+\nu}} \leftrightarrow \mu \in Z, \tag{28}
\end{equation*}
$$

where $\nu$ is not an integer.
Remark 16. The branchpoint and differintegration operators would have to coincide for ordinary derivations or integrations. The theorem shows that they are distinct generalizations, for all complex, nonintegral orders $\mu$.

The degenerate rule can be extended to iterated branchpoint operators by using (25) instead of (20), viz., Property 5.

Property 5. The iterated branchpoint operators $\delta^{\mu_{N} \cdots \delta^{\mu_{1}}}$ of orders $\mu_{N}, \cdots, \mu_{1}$ coincide with the Liouville differintegration $D^{\mu}$ of order equal to the sum $\mu \equiv \mu_{1}+\cdots+\mu_{N}$ if and only if the latter is an integer:

$$
\begin{equation*}
\left(\frac{\delta}{\delta z}\right)^{\mu_{N}} \cdots\left(\frac{\delta}{\delta z}\right)^{\mu_{1}}\left(\frac{D^{\nu} F}{D z^{\nu}}\right)=\left(\frac{D}{D z}\right)^{\mu_{N}+\cdots+\mu_{1}+\nu} F(z) \leftrightarrow \mu \equiv \mu_{1}+\cdots+\mu_{N} \in \mathbb{Z}, \tag{29}
\end{equation*}
$$

where $\nu$ is not an integer, and none of $\mu_{1}+\nu, \cdots, \mu_{N}+\cdots+\mu_{1}+\nu$ is a negative integer.
Remark 17. Property A5 follows by applying A3 to A4, i.e., (27) and (28) yield (29).
Remark 18. The result (29) shows that the composition of branchpoint operators $\delta^{\mu_{1}}, \cdots, \delta^{\mu_{N}}$, with complex nonintegral orders $\mu_{1}, \cdots, \mu_{N}$, which are not Liouville differintegrations by property A4, may be equivalent to a Liouville differintegration of order $\mu \equiv \mu_{1}+\cdots+\mu_{N}$, if and only if the latter is an integer.

Property 4, in the form of Remark 16, that the branchpoint and differintegration operators do not coincide for nonintegral complex orders, opens the way for the annihilation of the latter by the former (since they must be applied in this order, this is the only annihilation possible). To find the cases, i.e., properties A4 and A5, of coincidence of branchpoint and differintegration operators, we have required that the coefficient (21) be unity; the annihilation of the latter by the former generally requires
the coefficient (21) to vanish. This is possible, for nonintegral complex $\nu$, if and only if $\mu+\nu$ is an integer, i.e., $\mu=p-\nu$ where $p$ is any integer $p \in \mathbb{Z}$. We have proved the following annihilation property.

Property 6. The Liouville differintegration $D^{\nu}$ of nonintegral complex order $\nu$, is annihilated by the branchpoint operator $\delta^{\mu}$, if and only if its order $\mu=p-\nu$ differs from $-\nu$ by an integer $p$ :

$$
\begin{equation*}
\nu \in \mathbb{C}-\mathbb{Z}, p \in \mathbb{Z}: \delta^{p-\nu}\left(\frac{D^{\nu} F}{D z^{\nu}}\right) / \delta z^{p-\nu}=0 . \tag{30}
\end{equation*}
$$

Remark 19. All Liouville differintegrations $D^{\nu}$ can be annihilated by a suitable branchpoint operator, except the function itself $\nu=0$, an ordinary derivative $\nu \in \mathbb{N}$, or an ordinary primitive $-\nu \in \mathbb{N}$.

Remark 20. For each Liouville differintegration $D^{\nu}$ of complex nonintegral order $\nu$, there is a denumerable infinity of branchpoint operators $\delta^{p-\nu}$ with integer $p$ that annihilates it.

Property A6 extends to annihilation by iterated branchpoint operators.
Property 7. The iterated branchpoint operators $\delta^{\mu_{N}}, \cdots, \delta^{\mu_{1}}$ of orders $\mu_{N}, \cdots, \mu_{1}$ annihilate a Liouville differintegration $D^{\nu}$ of order $\nu$, if and only if the sum of all orders is an integer:

$$
\begin{equation*}
\left(\frac{\delta}{\delta z}\right)^{\mu_{N}} \cdots\left(\frac{\delta}{\delta z}\right)^{\mu_{1}}\left(\frac{D^{\nu} F}{D z^{\nu}}\right)=0 \leftrightarrow \mu_{N}+\cdots+\mu_{1}+\nu \in \mathbb{Z} \tag{31}
\end{equation*}
$$

where $\nu$ is not an integer, and none of $\mu_{1}+\nu, \cdots, \mu_{N}+\cdots+\mu_{1}+\nu$ are negative integers.

Remark 21. The use of iterated branchpoint operators (31) increases the number of possibilities of annihilating any given Liouville differintegration of nonintegral complex order $\nu$, relative to that stated in Remark 19; i.e., we have a continuum of possibilities instead of a denumerable set.

Remark 22. If we exclude the possibility of annihilating functions and ordinary derivatives and primitives, then the branchpoint operator goes as far as we could expect, i.e., (i) it can annihilate every other instance of the Liouville differintegration, and (ii) it offers an infinity of possibilities of doing so.
5. Discussion. Although the Liouville differintegration and branchpoint operator are generally distinct, they are both derivation operators since they are linear and satisfy the Leibnitz rule, in the extended form [17], [18], [2], [4], which we quote first.

Theorem 6. The Liouville differintegration of order $\nu$, of the product of two analytic functions $F(z), G(z)$, satisfies the generalized Leibnitz rule:

$$
\begin{equation*}
\frac{D^{\nu}\{F(z) G(z)\}}{D z^{\nu}}=\sum_{k=0}^{\infty}\binom{\nu}{k} G^{(k)} z \frac{D^{\nu-k} F}{D z^{\nu-k}} \tag{32}
\end{equation*}
$$

where $F(z)$, and $F(z) G(z)$ satisfy the asymptotic condition (3).
Proof. Since the proof differs from those in the literature in matters of detail, we give a brief outline here. The asymptotic condition (3) for $F(z) G(z)$ implies that we need consider only part $L$ of the Hankel path in (1) that lies within a circle of finite radius $|\zeta| \leqq R$; the remainder of the path gives a term $O\left(R^{-\varepsilon}\right) \rightarrow 0$ uniformly as $R \rightarrow \infty$. Thus we have

$$
\begin{equation*}
\frac{D^{\nu}\{F(z) G(z)\}}{D z^{\nu}}=\{\Gamma(1+\nu) / 2 \pi i\} \int_{L} F(\zeta) G(\zeta)(\zeta-z)^{-\nu-1} d \zeta \tag{33}
\end{equation*}
$$

The function $G(z)$ is analytic in the circle $|\zeta| \leqq R+\delta$ for some $\delta>0$, and thus has the Taylor series

$$
\begin{equation*}
G(\zeta)=\sum_{k=0}^{\infty}\left\{(\zeta-z)^{k} / k!\right\} G^{(k)}(z) \tag{34}
\end{equation*}
$$

uniformly convergent in a closed subcircle $|\zeta| \leqq R$. The latter (34) may be substituted into (33), and integrated term by term:

$$
\begin{equation*}
\frac{D^{\nu}\{F(z) G(z)\}}{D z^{\nu}}=\sum_{k=0}^{\infty}\{\Gamma(1+\nu) / k!2 \pi i\} G^{(k)}(z) \int_{L} F(\zeta)(\zeta-z)^{-\nu+k-1} d \zeta . \tag{35}
\end{equation*}
$$

Since $F(z)$ satisfies the asymptotic condition (3) with $\varepsilon$, it also satisfies $\varepsilon-k$ for all positive integer $k$, and path $L$ may be extended back to the Hankel loop:

$$
\begin{align*}
& \frac{D^{\nu}\{F(z) G(z)\}}{D z^{\nu}}=\sum_{k=0}^{\infty}\{\Gamma(1+\nu) / k!\Gamma(1+\nu-k)\} G^{(k)}(z) \\
& \cdot\{\Gamma(1+\nu-k) / 2 \pi i\} \int_{\infty \exp \{i \arg (z)\}}^{(z+)} F(\zeta)(\zeta-z)^{-\nu+k-1} d \zeta \tag{36}
\end{align*}
$$

applying (1), we obtain

$$
\begin{equation*}
\frac{D^{\nu}\{F(z) G(z)\}}{D z^{\nu}}=\sum_{k=0}^{\infty}\{\Gamma(1+\nu) / k!\Gamma(1+\nu-k)\} G^{(k)}(z) \frac{D^{\nu-k} F}{D z^{\nu-k}}, \tag{37}
\end{equation*}
$$

which is equivalent to (32), with the notation

$$
\begin{equation*}
\binom{\nu}{k} \equiv \Gamma(1+\nu) / \Gamma(1+k) \Gamma(1+\nu-k) \tag{38}
\end{equation*}
$$

We have proved the extended Leibnitz rule.
We may now proceed to prove that $\delta^{\mu}$ is a differentiation operator, by the following sequence of reasoning.

Remark 23. In the case where $\nu=n$ is a positive integer, $(\nu-k)!=\infty$ for $k>n$, and (32) reduces to the ordinary Leibnitz rule:

$$
\begin{equation*}
\frac{D^{n}\{F(z) G(z)\}}{D z^{n}}=\sum_{k=0}^{n}\binom{m}{k} F^{(n-k)}(z) G^{(k)}(z) . \tag{39}
\end{equation*}
$$

Remark 24. The ordinary Leibnitz rule (33) looks like a binomial expansion of derivates, and the extended Leibnitz rule (32) looks like a binomial series of Liouville differintegrations.

Theorem 7. The Liouville differintegration $D^{\nu}$ is a derivation operator, because (i) it is linear, and (ii) it satisfies the extended Leibnitz rule.

Proof. (i) The linear property results from Definition 1 as a generalized Cauchy integral (1).
(ii) The extended Leibnitz rule is proved in Theorem 6.

A similar result holds for the branchpoint operator.
Property 8. The branchpoint operator $\delta^{\mu}$ is a derivation operator, since (i) it is linear, and (ii) it satisfies the extended Leibnitz rule in the following form:

$$
\begin{equation*}
\delta^{\mu}\left\{\frac{D^{\nu}(F(z) G(z))}{D z^{\nu}}\right\} / \delta z^{\mu}=\sum_{k=0}^{\infty}\binom{\mu+\nu}{k} G^{(k)}(z) \delta^{\mu-k}\left(\frac{D^{\nu} F}{D z^{\nu}}\right) / \delta z^{\mu-k}, \tag{40}
\end{equation*}
$$

where $\mu, \nu$ are not integers.

Proof. The linear property (i) of the branchpoint operator $\delta^{\mu}$ follows from that of the Liouville differintegration because the factor (21) connecting them (20) does not involve the independent $z$ or dependent $F(z) G(z)$ variables.

The factor (21) is unchanged if we add to the arguments any integer numbers $p$, $q$, viz.,

$$
\begin{equation*}
p, q \in \mathbb{Z}: A(\mu+p, \nu+q)=A(\mu, \nu) . \tag{41}
\end{equation*}
$$

Writing the Leibnitz rule (32) with $\nu$ replaced by $\mu+\nu$, and multiplying by (41), we obtain

$$
\begin{equation*}
A(\mu, \nu) \frac{D^{\mu+\nu}\{F(z) G(z)\}}{D z^{\mu+\nu}}=\sum_{k=0}^{\infty}\binom{\nu}{k} G^{(k)}(z) A(\mu-k, \nu) \frac{D^{\mu+\nu-k} F}{D z^{\mu+\nu-k}} ; \tag{42}
\end{equation*}
$$

substituting (20) into (42), yields (40), which is (ii), the extended Leibnitz rule for the branchpoint operator. We must exclude integer $\nu$, and also the negative integer $\mu$, $\mu-1, \cdots, \mu-k, \cdots$; the latter set of conditions is equivalent to stating that $\mu$ is not an integer.

As an example of the application of the branchpoint $\delta^{\mu}$ and differintegration $D^{\mu}$ operators to special functions, we consider the Hermite function.

Definition 6. The Hermite function $H_{\nu}(z)$ of complex order $\nu$ and variable $z$ is defined by Liouville differintegration with order $\nu$ of the Gaussian function of variable $z$ :

$$
\begin{equation*}
H_{\nu}(z) \equiv e^{i \pi \nu} e^{z^{2}} \frac{D^{\nu}\left(e^{-z^{2}}\right)}{D z^{\nu}} \tag{43}
\end{equation*}
$$

Remark 25. In the case where $\nu=n$ is a positive integer, Definition (43) agrees with that of the Hermite [7] polynomial:

$$
\begin{equation*}
H_{n}(z)=(-)^{n} e^{z^{2}}\left\{e^{-z^{2}}\right\}^{(n)} . \tag{44}
\end{equation*}
$$

Remark 26. Using (1), the Hermite function of complex $\nu$, nonnegative integral order, has the following integral representation:

$$
\begin{equation*}
H_{\nu}(z)=\{\Gamma(1+\nu) / 2 \pi i\} e^{z^{2}} \int_{\infty \exp \{i \arg (z)\}}^{(z+)}(z-\zeta)^{-\nu-1} e^{-\zeta^{2}} d \zeta \tag{45}
\end{equation*}
$$

along a Hankel loop (Fig. 1).
Remark 27. When we use (2), the Hermite function of complex order $\nu$, with negative real part $\operatorname{Re}(\nu)<0$, has the integral representation

$$
\begin{equation*}
H_{\nu}(z)=\left\{e^{z^{2}} / \Gamma(-\nu)\right\} \int_{\infty \exp \{i \arg (z)\}}^{z}(x-z)^{-\nu-1} e^{x^{2}} d x, \tag{46}
\end{equation*}
$$

along a semi-infinite straight line (Fig. 1).
Remarks 24-26 show that the definition of the Hermite function via the Liouville differintegration (43) agrees with other definitions in the literature [5], and applies to all complex orders $\nu$.

We proceed to prove the annihilation property.
Property 9. The Hermite function (43) of nonintegral complex order $\nu$, multiplied by a Gaussian function $e^{-z^{2}}$ of the independent variable $z$, is annihilated by the branchpoint operator $\delta^{p-\nu}$ of order $p-\nu$, differing from $-\nu$ by an integer $p$ :

$$
\begin{equation*}
\nu \in \mathbb{C}-\mathbb{Z}, \quad p \in \mathbb{Z}: \delta^{p-\nu}\left\{e^{-z^{2}} H_{\nu}(z)\right\} / \delta z^{p-\nu}=0 . \tag{47}
\end{equation*}
$$

Remark 28. The need for the Gaussian function $e^{-z^{2}}$ as a factor in the curly brackets in (47), follows from (30), the general annihilation Property 5, in the particular form:

$$
\begin{equation*}
0=e^{i \pi \nu} \delta^{p-\nu}\left\{\frac{D^{\nu}\left(e^{-z^{2}}\right)}{D z^{\nu}}\right\} / \delta z^{p-\nu}=\delta^{p-\nu}\left\{e^{-z^{2}} H_{\nu}(z)\right\} / \delta z^{p-\nu} . \tag{48}
\end{equation*}
$$

Proof. Remark 28 may serve as a short, indirect proof of (47). We may also prove Property 9 directly, by substituting (48) into Definition 4 of branchpoint operator (6):

$$
\begin{align*}
\delta^{p-\nu} & \left\{\frac{D^{\nu}\left(e^{-z^{2}}\right)}{D z^{\nu}}\right\} / \delta^{p-\nu} \equiv\{\Gamma(1+\nu) / 2 \pi i\} \int_{\infty \exp \{i \arg (z)\}}^{(z+)} \frac{d^{p-\nu}\left\{(\zeta-z)^{-\nu-1}\right\}}{d z^{p-\nu}} e^{-\zeta^{2}} d \zeta, \\
& =\{\Gamma(-\nu) \Gamma(1+\nu) / 2 \pi i \Gamma(-p)\} e^{i \pi(p-\nu)} \cdot \int_{\infty \exp \{i \arg (z)\}}^{(z)}(\zeta-z)^{-p-1} e^{-\zeta^{2}} d \zeta  \tag{49}\\
& =\left\{\Gamma(-\nu) \Gamma(1+\nu) / \Gamma(-p) \Gamma(1+p) e^{i \pi \nu}\right\} H_{p}(z),
\end{align*}
$$

where (45) was used. The Hermite polynomial in (49) does not vanish, but the coefficient in curly brackets does:

$$
\begin{equation*}
C(\nu, p) \equiv \Gamma(-\nu) \Gamma(1+\nu) / \Gamma(-p) \Gamma(1+p)=\sin (\pi p) / \sin (\pi \nu)=0, \tag{50}
\end{equation*}
$$

because $p$ is an integer. Substitution of (50) into (49) proves (48) and (47).
If in (47) we set $\mu \equiv p-\nu$, and replace the branchpoint operator $\delta^{\mu}$ with a Liouville differintegration, the result is not zero, but rather, as follows from (43) and (11):

$$
\begin{align*}
\frac{D^{\mu}\left\{e^{-z^{2}} H_{\nu}(z)\right\}}{D z^{\mu}} & =e^{i \pi \nu} D^{\mu}\left\{\frac{D^{\nu}\left(e^{-z^{2}}\right)}{D z^{\nu}}\right\} / D z^{\mu} \\
& =e^{i \pi \nu} D^{\mu+\nu}\left(e^{-z^{2}}\right) D z^{\mu+\nu}=e^{-i \pi \mu} e^{-z^{2}} H_{\mu+\nu}(z) \tag{51}
\end{align*}
$$

a Hermite function of order $\mu+\nu$. The result (51) can be stated as an integral identity.
Theorem 8. The Hermite function satisfies the integral identities:

$$
\begin{align*}
e^{-z^{2}} H_{\mu+\nu}(z) & =\{\Gamma(1+\mu) / 2 \pi i\} \int_{\infty \exp \{i \arg (z)\}}^{(z+)}(z-\zeta)^{-\mu-1} H_{\nu}(\zeta) e^{-\zeta^{2}} d \zeta  \tag{52}\\
& =\{\Gamma(-\mu)\}^{-1} \int_{\infty \exp \{i \arg (z)\}}^{z}(\zeta-x)^{-\mu-1} H_{\nu}(x) e^{-x^{2}} d x, \tag{53}
\end{align*}
$$

where the Hankel path (52) applies for $\mu$ not a negative integer, and the straight path (53) for $\operatorname{Re}(\mu)<0$.

Proof. Substitution of (1) and (2) into (51), yields, respectively, (52) and (53).
The integral identities (52) and (53) allow the evaluation of certain integrals of Hermite functions in terms of other Hermite functions. They are similar to results holding for other special functions [2].

## REFERENCES

[1] L. M. B. C. Campos, On a concept of derivative of complex order with application to special functions, IMA J. Appl. Math., 33 (1984), pp. 109-133.
[2] , On rules of derivation with complex order of analytic and branched functions, Portugal. Math., 43 (1985), pp. 347-376.
[3] -, On a systematic approach to some properties of special functions, IMA J. Appl. Math., 36 (1986), pp. 191-206.
[4a] L. M. B. C. Campos, On extensions of Laurent's theorem in the fractional calculus, with application to the generation of higher transcendental functions, Mat. Vesnik, 38 (1986), pp. 375-390.
[4b] ——, Erratum, Mat. Vesnik, 40 (1988).
[5] A. Erdelyi, ed., Higher Transcendental Functions, 3 vols., McGraw-Hill, New York, 1953.
[6] H. Hankel, Die Euler'schen Integrale bei unbeschrankter Variabilitat des Argumentes, Z. Math. Phys., 9 (1864), pp. 7-11.
[7] C. Hermite, Sur un nouveau developpement en série de fonctions, Compt. Rend. Acad. Sci. Paris, 58 (1884) pp. 83-100 and 266-273; Oeuvres 2 (1884), pp. 293-302.
[8] J. L. Lavoie, T. J. Osler, and R. Tremblay, Fractional derivatives and special functions, SIAM Rev., 18 (1976), pp. 240-268.
[9] J. L. Lavoie, R. Tremblay, and T. J. Osler, Fundamental properties of fractional derivatives via Pochhammer integrals, Ross (1974), pp. 323-356.
[10] A. V. Letnikov, Theory of differentiation of fractional order, Mat. Sb., 3 (1868), pp. 1-68.
[11] J. Liouville, Mémoire sur le calcul des differentielles à indices quelconques, J. Éc. Polyt., 13 (1832), pp. 71-162.
[12] A. C. McBride, Fractional Calculus and Integral Transforms of Generalized Functions, Pitman, Boston, 1979.
[13] A. C. McBride and G. F. Roach, Fractional Calculus, Pitman, Boston, 1986.
[14] P. A. Nekrassov, Generalized differentiation, Mat. Sb., 14 (1888), pp. 45-168.
[15] K. Nishimoto, Fractional Calculus, 2 vols., Descartes Press, Koryama, Japan, 1984.
[16] K. B. Oldham and J. Spanier, Fractional Calculus, Academic Press, New York, 1974.
[17] T. J. OsLER, Leibnitz rule for fractional derivatives generalized, and an application to infinite series, SIAM J. Appl. Math., 18 (1970), pp. 658-674.
[18] ——, A further extension of the Leibnitz rule to fractional derivatives and its relation to Parseval's formula, SIAM J. Math. Anal., 3 (1972), pp. 1-16.
[19] C. Pochhammer, Uber ein Integral mit doppeltem Unlauf., Math. Ann., 75 (1890), pp. 470-494.
[20] B. Riemann, Versuch einer Allgemeinen Aufassung der Integration und Differentiation, Ges. Werke, (1847), pp. 331-344.
[21] B. Ross, ed., Fractional Calculus and Applications,' Springer-Verlag, Berlin, New York, 1974.

# ON A GENERALIZED MITTAG-LEFFLER THEOREM AND IMPLICIT DIFFERINTEGRATION* 

L. M. B. C. CAMPOS $\dagger$


#### Abstract

The differintegration operator is defined in the literature [B. Ross, ed., Fractional Calculus and Applications, Springer-Verlag, Berlin, New York, 1974; Fractional Calculus, Academic Press, New York, 1974; Fractional Calculus, 2 vols., Descartes Press, New York, 1974; IMA J. Appl. Math., 33 (1984), pp. 109-133] as an extension to real or complex order $\nu$, of the ordinary $n$th derivative and primitive, which correspond to, respectively, $\nu=+n,-n$, a positive, negative integer. The differintegration operator has been used to generalize [SIAM J. Math. Anal., 1 (1970), pp. 288-293; SIAM J. Math. Anal., 2 (1971), pp. 37-48; Mat. Vesnik, 38 (1986), pp. 375-390; Mat. Vesnik, 40 (1988), p. 85] the power series associated with the names of Taylor, Laurent, Lagrange, and Teixeira. Here we generalize the Mittag-Leffler theorem on series of fractions, as a representation of the differintegration of a meromorphic function (§ 3 ); the proof uses the principal parts of the Laurent series expansion, and of the differintegration of a function near a pole (§2). The rules of derivation with complex order have been discussed in the literature [SIAM J. Appl. Math., 18 (1970), pp. 658-674; SIAM J. Math. Anal., 3 (1972), pp. 1-16; Portugal Math., 43 (1985), pp. 347-376], and we prove (§3) a new rule of differintegration of implicit functions. The differintegration operator has many applications to special functions [Ross, op. cit., pp. 323-356; SIAM Rev., 18 (1976), pp. 240-268; IMA J. Appl. Math., 36 (1986), pp. 191-206], and we illustrate our results in this regard (§5) with Hermite functions.
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1. Introduction. The differintegration operator has been defined in the context of real [23], [18], generalized [14], [15], and complex [17], [1] functions, as an extension of the ordinary derivatives and primitives. It has some properties analogous to those of ordinary derivatives, e.g., if $F(z)$ is an analytic function, its Liouville differintegration $D^{\nu} F / D z^{\nu}$ with $\operatorname{Re}(\nu)>0$ is also analytic (§2). This extends the known result that an analytic function is infinitely differentiable from $\nu=n$ positive integer to the whole right-hand $\nu$-half-plane. It suggests that the differintegration $D^{\nu}$ of an analytic function $F(z)$ has a Taylor series type of expansion in ascending powers of $z$. If the function $F(z)$ has an isolated singularity at $z=\zeta$, its differintegration $D^{\nu} F / D z^{\nu}$ has a Laurent series type of expansion, involving ascending and descending powers of $z-\zeta$. It is not the purpose of this paper to address the representation of the differintegration of functions into power series, which is discussed elsewhere in the literature [19], [21], [3]. For our purposes, it is sufficient to note that the Laurent series type of expansion specifies the principal part of the differintegration of a function $D^{\nu} F / D z^{\nu}$ near singularity, either essential or pole.

The latter remark suggests a form of representation of the differintegration of a rational function; such a function is analytic except for a finite number of poles, and the principal parts near these specify its differintegration to within an added constant, which may be evaluated at any regular point. This process can be extended to a function with an infinite number of poles and no essential singularities, i.e., such that the poles "spread" to infinity, and do not "cluster" in the neighborhood of an accumulation point (which would be an essential singularity). This leads to a generalization of the Mittag-Leffler theorem [24], by representing the differintegration of a meromorphic

[^30]function as a series of fractions, viz., the principal parts at the poles. The added constant can be evaluated at any regular point, provided that the series converges uniformly in its neighborhood. The question of convergence is the only point where the proof of the generalized Mittag-Leffler theorem for the differintegration of a meromorphic function goes beyond the analogous finite expansion for a rational function.

Since the differintegration is a generalization of the ordinary derivative, the question arises of extending the rules of derivation to complex order, e.g., differintegration of elementary functions [10], [2]. The Leibnitz rule can also be extended [20], [22], [2] into an infinite chain rule, which shows that several important special functions are differintegrations of products of elementary functions [11], [2]. Here we prove (§4) a rule of implicit differintegration of a function with regard to another; this rule may be combined with the chain rule, and both lead to series expansions. The use of Riemann differintegration to obtain properties of special functions, both short proofs of known results and new formulas, is well documented in the literature [18], [6]. The Riemann [10] rather than the Liouville [17] differintegration should be used for hypergeometric, confluent, Legendre, Laguerre, Jacobi, Gegenbauer, and Chebyshev functions, because these involve branchpoints. The Hermite function involves the Liouville differintegration of an integral function, namely [5] the Gaussian, and we choose it (§5) for examples of application of rules of differintegration, since it appears to have received less attention in the literature.
2. Extensions of the Laurent series and calculation of residues. We recall the definition of the Liouville [13] system of differintegration, in the context [12], [16], [17], [1] of functions of a complex variable.

Definition 1. The differintegration $D^{\nu}$ of complex order $\nu$, not a negative integer, of an analytic function $F(z)$ is defined by the generalized Cauchy integral:

$$
\begin{equation*}
\frac{D^{\nu} F}{D z^{\nu}}=\{\Gamma(1+\nu) / 2 \pi i\} \int_{\infty \exp \{i \arg (z)\}}^{(z+)}(\zeta-z)^{-\nu-1} F(\zeta) d \zeta \tag{1}
\end{equation*}
$$

along a Hankel [8] loop (Fig. 1) going round $\zeta=z$ in the counterclockwise direction, and starting and ending at infinity, respectively, above and below the branchcut $C \equiv\{\zeta:|\zeta|>|z|, \arg (\zeta)=\arg (z)\}$. The function satisfies the following asymptotic condition:

$$
\begin{equation*}
\arg (\zeta)-\delta<\arg (z)<\arg (\zeta)+\delta: F(\zeta) \sim O\left(\zeta^{\mathrm{Re}(\nu)-\varepsilon}\right) \tag{2}
\end{equation*}
$$

for some $\varepsilon, \delta>0$ in a sector about the branchcut $C$, so that the improper integral in $d \zeta$ converges (1). It is assumed that the convergence is uniform with regard to $z$ in a region $D$.


Fig. 1. The differintegration of an analytic function involves a contour integral (1) along the Hankel [8] path, going counterclockwise around the branchpoint $\zeta=z$, and starting and ending at infinity in the $\zeta$-plane, respectively, above and below the semi-infinite branchcut, joining $z$ to infinity in the direction of $\arg (z)$, so that in an angular sector containing the branchcut the function satisfies an asymptotic condition (2).

Remark 1. The extension of Definition 1 to negative integer order $\nu$, the relation with ordinary derivatives and primitives, and the integration with complex order are summarized [5] and proved [1] elsewhere. For the present we note as an immediate consequence of Definition 1 that the asymptotic condition (2), for the convergence of (1), is still met with $\nu$ replaced by $\mu$, such that $\operatorname{Re}(\mu) \geqq \operatorname{Re}(\nu)$, thus proving Theorem 1.

Theorem 1. If the differintegration $D^{\nu} F / D z^{\nu}$ of an analytic function $F(z)$, with complex order $\nu$ exists, then the differintegration $D^{\mu} F / D z^{\mu}$ with complex order $\mu$, such that $\operatorname{Re}(\mu) \geqq \operatorname{Re}(\nu)$, also exists.

Remark 2. If we set $\mu \neq \nu$ and $\operatorname{Re}(\mu)=\operatorname{Re}(\nu)$, i.e., $\operatorname{Im}(\mu) \neq \operatorname{Im}(\nu)$, Theorem 1 still holds, showing that the imaginary part of the order of differintegration $D^{\nu} F$ of a function $F(z)$ does not affect existence.

If we set $\mu=\nu+1, \cdots, \nu+n, \cdots$ in Theorem 1, it follows that $D^{\nu} F / D z^{\nu}$, if it exists, is infinitely differentiable, and thus, in the context of complex analysis, specifies an analytic function.

Theorem 2. The differintegration $D^{\nu}$ (1) of (2) an analytic function $F(z)$, if it exists, specifies a function $G(z) \equiv D^{\nu} F / D z^{\nu}$, which is analytic in the region $D$, of uniform convergence of the integral (1).

An analytic function has a Taylor series expansion, which we may expect to hold for the function $G(z) \equiv D^{\nu} F / D z^{\nu}$ in Theorem 2. Noting that $G^{(k)}(z) \equiv D^{\nu+k} F / D z^{\nu+k}$ by the rule of composition of derivatives [1], [5], we may expect the following theorem to hold.

Theorem 3 (extended Taylor series). The differintegration $D^{\nu}$, with complex order $\nu$, of an analytic function $F(z)$, can be represented by an extended Taylor series of ascending powers:

$$
\begin{equation*}
\frac{D^{\nu} F}{D z^{\nu}}=\sum_{k=0}^{\infty}\left\{(z-\zeta)^{k} / k!\right\} \frac{D^{\nu+k} F}{D \zeta^{\nu+k}}, \tag{3}
\end{equation*}
$$

whose coefficients involve differintegrations of orders $\nu, \nu+1, \cdots, \nu+k, \cdots$, equal to $\nu$ plus a nonnegative integer, at a regular point $\zeta$. If $\eta$ is the singularity of $F(z)$ closest to the regular point $\zeta$, and $R \equiv|\eta-\zeta|$, then the series (3) converges: (i) absolutely, in the open circle $|z-\zeta|<R$; (ii) uniformly, in the closed subcircle $|z-\zeta| \leqq R-\varepsilon$, for some $\varepsilon$, such that $0<\varepsilon<R$.

Remark 3. The regions of absolute and uniform convergence of the extended Taylor series (3) are the same as for the original Taylor series, which is obtained by setting $\nu=0$, in which case only ordinary derivatives are needed.

Proof. The proof of (3) is broadly similar to the standard demonstration of the Taylor series [24], except that the binomial rather than the geometric series is needed to establish the extended Taylor series [4]. The details are too extensive [6] to be reproduced here.

If the function $F(z)$ has an isolated singularity at $z=\zeta$, it can be expanded in the neighborhood in a Laurent series [24], and its differintegration $D^{\nu}$ with complex order has an extended Laurent series [6], viz., Theorem 4.

Theorem 4 (extended Laurent series). The differintegration $D^{\nu}$, with complex order $\nu$, of a function $F(z)$, having an isolated singularity at $z=\zeta$, can be represented by an extended Laurent series:

$$
\begin{equation*}
\frac{D^{\nu} F}{D z^{\nu}}=\sum_{k=0}^{\infty} A_{k}(z-\zeta)^{k}+\sum_{k=1}^{\infty} A_{-k}(z-\zeta)^{-\nu-k} \tag{4}
\end{equation*}
$$

where the coefficients $A_{k}$ of the ascending integral powers, and $A_{-k}$ of the descending
complex powers, are given, respectively, by

$$
\begin{align*}
& A_{k} \equiv\{\Gamma(1+\nu+k) / k!2 \pi i\} \int_{L}(z-\zeta)^{-\nu-k-1} F(z) d z  \tag{5}\\
& A_{-k} \equiv e^{i \pi \nu}\{\Gamma(\nu+k) /(k-1)!2 \pi i\} \int_{l}(z-\zeta)^{k-1} F(z) d z, \tag{6}
\end{align*}
$$

where L, l are Hankel paths like (1), with l lying within L. If $z=\eta$ is the singularity of $F(z)$ closest to $z=\zeta$, then the series (4) converges: (i) absolutely in the open disk $0<|z-\zeta|<R$ of radius $R \equiv|\zeta-\eta|$; (ii) uniformly in the closed subdisk $\varepsilon \leqq|z-\zeta| \leqq R-\delta$, with $\varepsilon, \delta>0$ and $\varepsilon+\delta<R$.

Remark 4. In the absence of differintegration $\nu=0$, the factors in curly brackets in (5), (6) reduce to $(2 \pi i)^{-1}$, and only integral powers appear in (4), which reduces to the original Laurent series.

Remark 5. If the function $F(z)$ is analytic at $z=\zeta$, then the inner path $l$ can be shrunk to zero, so that (6) vanishes and (4) reduces to the first sum, where the coefficients (5) can be evaluated using (1):

$$
\begin{align*}
& A_{k}=(k!)^{-1} D^{\nu+k} F / D \zeta^{\nu+k},  \tag{7a}\\
& A_{-k}=0 \tag{7b}
\end{align*}
$$

Substituting (7a), (7b) into (4), we regain the extended Taylor series (3).
Remark 6. The regions of absolute and uniform convergence of the extended Laurent series (5), (6) are the same as for the original Laurent series with $\nu=0$, because they are independent of $\nu$; they differ from the regions of absolute and uniform convergence of the Taylor series (extended (3) and original $\nu=0$ ) only in excluding, respectively, an open (closed) neighborhood of the singularity $z=\zeta$.

The descending powers of the extended Laurent series, viz., the second term on the right-hand side of (4), specify the principal part of the differintegration $D^{\nu} F / D z^{\nu}$ in the neighborhood of the singularity, viz., Property 1.

Property 1 (principal part of a differintegration). The differintegration $D^{\nu}$, with complex order $\nu$, of a function $F(z)$, with an isolated singularity at $z=\zeta$, has principal part consisting of: (i) an unending sequence of powers with exponents $-\nu-1, \cdots,-\nu-$ $k, \cdots$ :

$$
\begin{equation*}
\frac{D^{\nu} F}{D z^{\nu}} \sim A_{-1}(z-\zeta)^{-\nu-1}+A_{-2}(z-\zeta)^{-\nu-2}+\cdots, \tag{8}
\end{equation*}
$$

if $z=\zeta$ is an essential singularity; (ii) a sequence of $m$ powers of exponents $-\nu,-\nu-$ $1, \cdots,-\nu-m$;

$$
\begin{equation*}
\frac{D^{\nu} F}{D z^{\nu}} \sim A_{-1}(z-\zeta)^{-\nu-1}+\cdots+A_{-m}(z-\zeta)^{-\nu-m} \tag{9}
\end{equation*}
$$

if $z=\zeta$ is a pole of order $m$.
The coefficient $A_{-1}$ is the residue and can be calculated, at a pole, from the differintegration (9), as follows.

Property 2. The residue $A_{-1}$ of the differintegration $D^{\nu} F / D z^{\nu}$ at a pole of order $m$ (9), can be calculated by

$$
\begin{equation*}
A_{-1}=\lim _{z \rightarrow \zeta}\{(m-1)!\}^{-1}\left(\frac{d}{d z}\right)^{m-1}\left\{(z-\zeta)^{m+\nu} D^{\nu} F / D z^{\nu}\right\} \tag{10}
\end{equation*}
$$

where $(d / d z)^{m-1}$ is an ordinary derivative.

Remark 7. In the case $m=1$ of a simple pole, the residue (10) can be calculated without derivations, by

$$
\begin{equation*}
A_{-1}=\lim _{z \rightarrow \zeta}(z-\zeta)^{1+\nu} \frac{D^{\nu} F}{D z^{\nu}} \tag{11}
\end{equation*}
$$

Not only the residue $A_{-1}$, but also all other coefficients $A_{-k}$, of principal part of the differintegration at a multiple pole (9), can be calculated by a formula analogous to (10).

Property 3. The coefficients $A_{-k}$ with $k=1, \cdots, m$, of the principal part (9) of the differintegration at a pole of order $m$, can be calculated by

$$
\begin{equation*}
A_{-k}=\lim _{z \rightarrow \zeta}\{(m-k)!\}^{-1}\left(\frac{d}{d z}\right)^{m-k}\left\{(z-\zeta)^{m+\nu} \frac{D^{\nu} F}{D z^{\nu}}\right\} \tag{12}
\end{equation*}
$$

Remark 8. The residue $A_{-1}$ (10) is the particular case $k=1$ of (12).
3. The generalized Mittag-Leffler theorem for meromorphic functions. The identification of the principal part of a differintegration $D^{\nu} F / D z^{\nu}$ at a singularity opens the way to the representation of functions having no singularities other than poles by sequences of fractions. For rational and meromorphic functions, which have, respectively, a finite and an infinite number of poles, the representation by means of regular or singular power series, e.g., Taylor (3) or Laurent (4)-(6) type, requires extensive use of analytic continuation because the radius of convergence of each series is limited by the nearest singularity. Also, the form of the coefficients tends to be complicated in such cases, e.g., they involve Bernoulli or Euler numbers for the compound trigonometric and hyperbolic functions, viz., the tangent, cotangent, secant, and cosecant, which are meromorphic. The representation by means of series of fractions is much more convenient, since a single expansion holds over the whole complex plane, and the coefficients are determined by the principal parts at the poles. We start with the case of rational functions, having a finite number $M$ of poles, for which questions of convergence do not arise. We assume that the differintegration $D^{\nu} F / D z^{\nu}$ is a rational function, with a finite number $M$ of poles, at the points $z=a_{k}$, with orders $b_{k}$, for $k=1, \cdots, M$, with $A_{-k}^{j}$ as coefficients of the principal parts:

$$
\begin{equation*}
\frac{D^{\nu} F}{D z^{\nu}} \sim \sum_{j=1}^{b_{k}} A_{-j}^{k}\left(z-a_{k}\right)^{-\nu-j} ; \tag{13}
\end{equation*}
$$

the point at infinity may also be a pole, of order $b_{0}$, with coefficients $A_{-j}^{0}$ of the principal part of the differintegration:

$$
\begin{equation*}
\frac{D^{\nu} F}{D z^{\nu}} \sim \sum_{j=0}^{b_{0}} A_{-j}^{0} z^{\nu+j} . \tag{14}
\end{equation*}
$$

Thus the function $G(z)$, obtained by subtracting from $D^{\nu} F / D z^{\nu}$ its principal parts (14),(13) at all the poles, has no singularities in the extended complex plane and reduces to a constant:

$$
\begin{equation*}
G(z) \equiv \frac{D^{\nu} F}{D z^{\nu}}-\sum_{j=0}^{b_{0}} A_{-j}^{0} z^{\nu+j}-\sum_{k=1}^{M} \sum_{j=1}^{b_{k}} A_{-j}^{k}\left(z-a_{k}\right)^{-\nu-j}=\text { const. }=G(\zeta), \tag{15}
\end{equation*}
$$

e.g., its value at any regular point $z=\zeta$.

The result (15) may be stated formally as the following theorem.
Theorem 5 (expansion in fractions). If the differintegration $D^{\nu} F / D z^{\nu}$ with complex order $\nu$ is a rational function, with $M$ poles $a_{k}$ of orders $b_{k}$, with $k=1, \cdots, M$ in the $z$-plane, with coefficients $A_{-j}^{k}$ with $j=1, \cdots, b_{k}$ of the principal parts (13), plus possibly
a pole of order $b_{0}$ at infinity, with coefficients $A_{-j}^{0}$ with $j=1, \cdots, b_{0}$, of the principal part (14), then it can be represented by a finite expansion in fractions:

$$
\begin{align*}
\frac{D^{\nu} F}{D z^{\nu}} & =\frac{D^{\nu} F}{D \zeta^{\nu}}+\sum_{j=1}^{b_{0}} A_{-j}^{0}\left(z^{\nu+j}-\zeta^{\nu+j}\right)  \tag{16}\\
& +\sum_{k=1}^{M} \sum_{j=1}^{b_{k}} A_{-j}^{k}\left\{\left(z-a_{k}\right)^{-\nu-j}-\left(\zeta-a_{k}\right)^{-\nu-j}\right\},
\end{align*}
$$

where $\zeta$ is any point distinct from the poles $\zeta \neq a_{k}$, with $k=1, \cdots, M$.
To extend the theorem to the case when the differintegration $D^{\nu} F / D z^{\nu}$ is a meromorphic function with an infinite $M=\infty$ number of poles, we must first consider their location in the complex $z$-plane, as illustrated in Fig. 2. (i) The poles $a_{k}$ with $k=1, \cdots, M$, can have no accumulation point (because the latter would be an essential singularity, contradicting that $D^{\nu} F / D z^{\nu}$ be meromorphic); (ii) a compact region, e.g., a circle $|z|<R$ of center at the origin and radius $R$, can contain only a finite number of poles (otherwise, if the number of poles were infinite, at least one accumulation point would exist); (iii) if the poles are ordered by modulus $\left|a_{k}\right| \leqq\left|a_{k+1}\right|$, they must tend to infinity $\left|a_{k}\right| \rightarrow \infty$ as $k \rightarrow \infty$ (otherwise if $\left|a_{k}\right|<R$ for all $k=1, \cdots, \infty$, a circle of finite radius would contain an infinite number of poles); (iv) a sequence of regions


Fig. 2. If the differintegration of a function is meromorphic, it has an infinity of poles $a_{k}$, which when ordered by nondecreasing modulus $\left|a_{k+1}\right| \geqq\left|a_{k}\right|$ tend to infinity as $k \rightarrow \infty$, allowing the construction of a sequence of regions $D_{k}$, each containing the first $k$ poles $a_{1}, \cdots, a_{k}$, and all of the preceding regions $D_{1}, D_{2}, \ldots, D_{k-1}$, with boundary $\partial D_{k}$ lying outside a circle of center at the origin, and radius $R_{k} \rightarrow \infty$ growing without bound as $k \rightarrow \infty$.
$D_{k}$ can be constructed, such that $D_{k}$ contains only the poles $a_{1}, \cdots, a_{k}$ and in its interior can be drawn a circle of radius $R_{k} \geqq\left|a_{k-1}\right|$, such that $R_{k} \rightarrow \infty$ as $k \rightarrow \infty$. These remarks show that to extend (16) to meromorphic functions, the following modifications are needed: (i) the second term on the right-hand side should be omitted, since the point at infinity of a meromorphic function is not a pole, but rather a "point of accumulation" of poles; (ii) the sum over the number of poles $M=\infty$, in the last term on the right-hand side of (16) becomes a series, provided that its convergence be assumed by the asymptotic behavior of the differintegration $D^{\nu} F / D z^{\nu}$ as $z \rightarrow \infty$.

It will turn out that, in the present case, a sufficient condition for the convergence stated in (ii), is the same as for the original Mittag-Leffler theorem, namely [24], that the differintegration $D^{\nu} F / D z^{\nu}$ be bounded on the boundaries $\partial D_{k}$ of the sequence of regions $D_{k}$ tending to infiinity in Fig. 2. This leads to the generalized Mittag-Leffler theorem, for the differintegration of meromorphic functions.

Theorem 6 (series of fractions). The differintegration $D^{\nu} F / D z^{\nu}$, with complex order $\nu$ of a meromorphic function $F(z)$, with an infinity of poles $a_{k}$ of orders $b_{k}$, with $k=1, \cdots, \infty$, with coefficients $A_{-j}^{k}$ with $j=1, \cdots, b_{k}$ of the principal parts (13), can be represented by a series of fractions:

$$
\begin{equation*}
\frac{D^{\nu} F}{D z^{\nu}}=\frac{D^{\nu} F}{D \zeta^{\nu}}+\sum_{k=1}^{\infty} \sum_{j=1}^{b_{k}} A_{-j}^{k}\left\{\left(z-a_{k}\right)^{-\nu-j}-\left(\zeta-a_{k}\right)^{-\nu-j}\right\}, \tag{17}
\end{equation*}
$$

where $\zeta \neq a_{k}$ for $k=1, \cdots, \infty$, is any regular point. Assuming that the differintegration $D^{\nu} F / D z^{\nu}$ is bounded, as $k \rightarrow \infty$ on a sequence of loops $\partial D_{k}$, each containing the first $N$ poles $a_{1}, \cdots, a_{k}$ (Fig. 2), the series (17) converges: (i) simply outside the poles, i.e., for $\left|z-a_{k}\right|>0$ for all $k=1, \cdots, \infty$; (ii) uniformly outside a closed neighborhood of the poles, viz., for $\left|z-a_{k}\right| \geqq \delta_{k}>0$ for some $\delta_{k}$, with $k=1, \cdots, \infty$.

Remark 9. The existence of a pole at infinity, as in the second term on the right-hand side of (16), is incompatible with the boundedness condition on the sequence of loops $\partial D_{N}$, which assures the convergence of (17).

Remark 10. The asymptotic condition (2) on the function $F(z)$, even if it could be restated in terms of the differintegration $D^{\nu} F / D z^{\nu}$, would not satisfy the requirement for convergence of (17); the latter is an isotropic condition, applying as $|z| \rightarrow \infty$ for all directions $0 \leqq \arg (z)<2 \pi$, whereas the asymptotic condition (2) is restricted to a narrow sector about the branchline.

Remark 11. The main differences between Theorems 5 and 6 are that: (i) the functions

$$
\begin{equation*}
G_{M}(z) \equiv \frac{D^{\nu} F}{D z^{\nu}}-\sum_{k=1}^{M} A_{-j}^{k}\left(z-a_{k}\right)^{-\nu-j} \tag{18}
\end{equation*}
$$

are analytic in the compact region $D_{M}$, but not in $D_{M+1}, \cdots$, and thus do not reduce to constants; (ii) the Hankel path in Fig. 1 lies partly outside the region $D_{N}$ in Fig. 2, so that a loop integral for (18) uses a path distinct from Hankel's.

Remark 11 points to the two difficulties (i) and (ii) that must be resolved to prove the convergence of (17) and, in fact, lead to the restrictions in Theorem 6, which appear in addition to those in Theorem 5.

Proof. Since the function (18) is analytic in the region $D_{M}$, we may use the generalized Cauchy integral for its differintegration:

$$
\begin{equation*}
\frac{D^{\nu}\left\{G_{M}(z)\right\}}{D z^{\nu}}=\{\Gamma(1+\nu) / 2 \pi i\} \int_{\partial D_{M}}(\eta-z)^{-\nu-1} G_{M}(\eta) d \eta+\delta_{M}(z), \tag{19}
\end{equation*}
$$

where the last term on the right-hand side of (19) accounts for the part of the Hankel path (Fig. 1) outside the loop $\partial D_{M}$ (Fig. 2) and gives a negligible contribution $\delta_{M}(z) \rightarrow 0$ as $M \rightarrow \infty$, because of the asymptotic condition (2). The remainder of the series (17) after $M$ terms, is given:

$$
\begin{align*}
\Delta_{M}(z, \zeta) & \equiv \sum_{k=M+1}^{\infty} \sum_{j=1}^{b_{k}} A_{-j}^{k}\left\{\left(z-a_{k}\right)^{-\nu-j}-\left(\zeta-a_{k}\right)^{-\nu-j}\right\} \\
& =G_{M}(z)-G_{M}(\zeta) \tag{20}
\end{align*}
$$

where (18) was used. Substituting (19) with $\nu=0$ into (20), we obtain the following integral:

$$
\begin{align*}
\Delta_{M}(z, \zeta)- & \delta_{M}(z)+\delta_{M}(\zeta) \\
= & (2 \pi i)^{-1} \int_{\partial D_{M}} G_{M}(\eta) \eta^{-1}\left\{(1-z / \eta)^{-1}\right.  \tag{21}\\
& \left.-(1-\zeta / \eta)^{-1}\right\} d \eta \\
= & (2 \pi i)^{-1}(z-\zeta) \int_{|\eta|=R_{M}} \eta^{-2}\left\{1+O\left(\eta^{-1}\right)\right\} G_{M}(\eta) d \eta,
\end{align*}
$$

which has an upper bound:

$$
\begin{align*}
\left|\Delta_{M}(z, \zeta)-\delta_{M}(z)+\delta_{M}(\zeta)\right| \leqq & (B \mid 2 \pi) \cdot|z-\zeta|  \tag{22}\\
& \cdot 2 \pi R_{M} \cdot R_{M}^{-2}\left\{1+O\left(R_{M}^{-1}\right)\right\}
\end{align*}
$$

because: (i) the differintegration $D^{\nu} F / D z^{\nu}$, and hence (18), is bounded by $B$ on the sequence of loops $\partial D_{M}$; (ii) the points $z, \zeta$ are fixed points and hence $|\zeta-z|$ is bounded; (iii) the other bounds for terms in (21) show that (22) is $O\left(R_{M}^{-1}\right)$, and since $R_{M} \rightarrow \infty$ as $M \rightarrow \infty$, the expression (22) vanishes. Also, $\delta_{M}(z), \delta_{M}(\zeta) \rightarrow 0$ as $M \rightarrow \infty$, implying that the remainder of the series (17) vanishes $\Delta_{M}(z, \zeta) \rightarrow 0$ as $M \rightarrow \infty$, proving its simple convergence. The convergence is improved from simple to uniform for points at a finite distance $\left|\zeta-a_{k}\right| \geqq \delta_{k}>0$ from all $k=1, \cdots, \infty$ the poles $a_{k}$.
4. Rules of differintegration of products and implicit functions. The prototype of series expansion for a differintegration is the extended Taylor series (3) from which the theory may be developed in two directions: (i) by allowing one or more singularities of the function $F(z)$, we are led to the extended Laurent series (4)-(6), the principal parts in the neighborhood of singularities (8), (9), and the generalized Mittag-Leffler theorem (17) developed in §§ 2-3; (ii) in §§4-5, we consider the consequences of replacing the independent variable $z$ by an auxiliary analytic function $f(z)$ in the extended Taylor series (3), leading to an extended Lagrange series:

$$
\begin{equation*}
\frac{D^{\nu}\{F(z)\}}{D\{f(z)\}^{\nu}}=\sum_{k=0}^{\infty}\{f(z)\}^{k}(k!)^{-1} \frac{D^{\nu+k}\{F(\zeta)\}}{D\{f(\zeta)\}^{\nu+k}}, \tag{23}
\end{equation*}
$$

provided that the implicit differintegration appearing in the last factor of (23) can be evaluated. The extended Lagrange series (23), expressing the differintegration of an analytic function as an ascending power series of a suitable auxiliary analytic function $f(z)$, can be further generalized [3], [6] to the extended Teixeira series; the latter allows the dependent variable $F(z)$ to have an isolated singularity at $z=\zeta$, in which case the power series expansion involves descending as well as ascending powers of
the independent variable $f(z)$, e.g., the particular case $f(z)=z$ is the extended Laurent series (4)-(6). Our present aim is not to obtain the most general power series expansion, as that question is addressed elsewhere [19], [21], [4], [6]. Thus, we leave these remarks in passing and return to the rule of implicit differintegration, which is of use in connection with problems other than the extended Lagrange series (23).

If in Definition 1 of differintegration (1) the independent variable $z$ is replaced by an analytic function $f(z)$, we obtain the integral

$$
\begin{gather*}
\frac{D^{\nu}\{F(z)\}}{D\{f(z)\}^{\nu}} \equiv\{\Gamma(1+\nu) / 2 \pi i\} \int_{\infty \exp \{i \arg (f(z))\}}^{(f(z)+)}\{f(\zeta)-f(z)\}^{-\nu-1}  \tag{24}\\
F(\zeta) f^{\prime}(\zeta) d \zeta,
\end{gather*}
$$

the evaluation of which leads to the rule of implicit differintegration.
Property 4. The implicit differintegration (24), with complex order $\nu$ of an analytic function $F(z)$, with regard to an auxiliary analytic function $f(z)$, at a point $\zeta=z$ that is not a zero of the latter $f^{\prime}(z) \neq 0$, is given by

$$
\begin{equation*}
\frac{D^{\nu}\{F(z)\}}{D\{f(z)\}^{\nu}}=\lim _{\zeta \rightarrow z}\left(\frac{\partial}{\partial \zeta}\right)^{\nu}\left\{F(\zeta)\{(\zeta-z) /(f(\zeta)-f(z))\}^{\nu+1} f^{\prime}(\zeta)\right\} . \tag{25}
\end{equation*}
$$

Remark 12. The assumption that the auxiliary analytic function $f(\zeta)$ is not zero at $\zeta=z$ implies that the equation

$$
\begin{align*}
& f(\zeta)-f(z)=(\zeta-z) H(\zeta, z),  \tag{26a}\\
& H(z, z) \neq 0 \tag{26b}
\end{align*}
$$

has a single root $\zeta=z$, and thus the function

$$
\begin{equation*}
G(\zeta, z) \equiv F(\zeta)\{(f(\zeta)-f(z)) /(\zeta-z)\}^{-\nu-1} f^{\prime}(\zeta) \tag{27}
\end{equation*}
$$

is also analytic at $\zeta=z$.
Proof. The function (27) may be substituted into (24), which gives

$$
\begin{align*}
\frac{D^{\nu}\{F(z)\}}{D\{f(z)\}^{\nu}} & =\{\Gamma(1+\nu) / 2 \pi i\} \int G(\zeta, z)(\zeta-z)^{-\nu-1} d \zeta \\
& =\lim _{\zeta \rightarrow z} \frac{\partial^{\nu}\{G(\zeta, z)\}}{\partial \zeta^{\nu}} \tag{28}
\end{align*}
$$

allowing its evaluation by (1). The expression (28) with (27) leads to (25).
We may apply Property 4 to the evaluation of the coefficients of the extended Lagrange series (23), viz., the following theorem.

Theorem 7 (extended Lagrange series). The differintegration (24) with complex order $\nu$ of an analytic function $F(z)$, with regard to an auxiliary analytic function $f(z)$, without zeros $f^{\prime}(z) \neq 0$, can be expanded in an ascending power series of the latter (23), with coefficients given by (25). The series converges: (i) absolutely in the open region:

$$
\begin{equation*}
D-\partial D \equiv\{z:|f(z)|<R\} ; \tag{29}
\end{equation*}
$$

(ii) uniformly in the closed subregion:

$$
\begin{equation*}
0<\varepsilon<R: D_{\varepsilon} \equiv\{z:|f(z)| \leqq R-\varepsilon\} \subset D-\partial D, \tag{30}
\end{equation*}
$$

where $R$ is the largest positive real number such that the region $D$ excludes all singularities of $F(z)$.

Proof. The only results not proved before concern the conditions of convergence, which are similar to those for the extended Taylor series in Theorem 3, replacing $f(z)=z-\zeta$, as suggested by a comparison of (23) and (3).

To develop the rule of implicit differintegration (Property 4) further, we need the extended Leibnitz rule, in one of the forms [20], [22], [2], [4], that appear in the literature, viz., Property 5.

Property 5. The differintegration (1) of complex order $\nu$ of the product of two analytic functions $F(z) E(z)$, such that $F(z)$ and $F(z) E(z)$ satisfy the asymptotic condition (2), is given by the infinite chain rule:

$$
\begin{align*}
& \frac{D^{\nu}\{F(z) E(z)\}}{D z^{\nu}}=\sum_{k=0}^{\infty}\binom{\nu}{k} E^{(k)}(z) \frac{D^{\nu+k} F}{D z^{\nu+k}},  \tag{31}\\
& \binom{\nu}{k} \equiv \Gamma(1+\nu) /\{k!\Gamma(1+\nu-k)\} . \tag{32}
\end{align*}
$$

Proof. A direct proof of the extended Leibnitz rule in the form (31) can be found elsewhere [5].

To apply the infinite chain rule (31) to (25), we split the term in curly brackets into two factors, namely, $F(\zeta)$ and $E(z, \zeta)$ :

$$
\begin{align*}
& \frac{d^{\nu}\{F(z)\}}{d\{f(z)\}^{\nu}}=\lim _{\zeta \rightarrow z}\left(\frac{\partial}{\partial \zeta}\right)^{\nu}\{F(\zeta) E(z, \zeta)\},  \tag{33}\\
& E(z, \zeta) \equiv f^{\prime}(\zeta)\{(\zeta-z) /(f(\zeta)-f(z))\}^{\nu+1}, \tag{34}
\end{align*}
$$

to obtain Property 6.
Property 6. The differintegration (24), with complex order $\nu$ of an analytic function $F(z)$, with regard to an auxiliary analytic function $f(z)$, at a point $z$ that is not a zero of the latter $f^{\prime}(z) \neq 0$, is given by

$$
\begin{gather*}
\frac{D^{\nu}\{F(z)\}}{D\{f(z)\}^{\nu}}=\sum_{k=0}^{\infty}\binom{\nu}{k} \frac{D^{k} F}{D z^{k}} \frac{D^{\nu-k} E}{D z^{\nu-k}} \\
=\sum_{k=0}^{\infty}\binom{\nu}{k} \frac{D^{k} E}{D z^{k}} \frac{D^{\nu-k} F}{D z^{\nu-k}},  \tag{35}\\
\frac{D^{\mu} E}{D z^{\mu}} \equiv \lim _{\zeta \rightarrow z}\left(\frac{\partial}{\partial \zeta}\right)^{\mu} f^{\prime}(\zeta)\{(\zeta-z) /(f(\zeta)-f(z))\}^{\nu+1}, \tag{36}
\end{gather*}
$$

where $F(z)$, and $F(z) E(z, \zeta)$ are assumed (see (34)) to satisfy the asymptotic condition (3).

Proof. Substitute (31) into (33) to obtain (35), with (36) given by (34).
The application of the rule (35) of implicit differintegration is facilitated by the following remark.

Remark 13. The series (35) terminates at $k=n$ : (i) for $\nu=n$ a positive integer, i.e., an ordinary derivative of order $n$, or (ii) if one of the functions $f(z), E(z, \zeta)$ has derivatives vanishing beyond the order $n$, i.e., is a polynomial.

The latter case (ii) can be illustrated by the implicit differintegration of a power $F(z)=z^{m}$, with a positive integral exponent $m$ :

$$
\begin{equation*}
\frac{d^{\nu}\left(z^{m}\right)}{d\{f(z)\}^{\nu}}=\sum_{k=0}^{m}\binom{\nu}{k}\{m!/(m-k)!\} z^{m-k} \frac{d^{\nu-k} E}{d z^{\nu-k}} \tag{37}
\end{equation*}
$$

in (37) we have used Riemann $d^{\nu}$ instead of Liouville $D^{\nu}$ differintegrations, since Properties 4-6 hold for the former [1], [2], as well as for the latter. Of the two series
(35), one may be simpler than the other, e.g., for the implicit differintegration of the logarithm:

$$
\begin{equation*}
\frac{d^{\nu}(\log z)}{d\{f(z)\}^{\nu}}=\log z \frac{d^{\nu} E}{d z^{\nu}}+\sum_{k=1}^{\infty}\left\{(-)^{k} / k\right\}\{\Gamma(1+\nu) / \Gamma(1+\nu-k)\} z^{-k} \frac{d^{\nu-k} E}{d z^{\nu-k}} \tag{38}
\end{equation*}
$$

Both in (37) and (38) the coefficients (36) still need to be calculated; an example is the case of implicit differintegration with regard to the square $f(z)=z^{2}$, away from the origin $f^{\prime}(z)=2 z \neq 0$, viz.,

$$
\begin{align*}
\frac{d^{\nu-k} E}{d z^{\nu-k}} & =\lim _{\zeta \rightarrow z}\left(\frac{\partial}{\partial \zeta}\right)^{\nu-k}\left\{2 \zeta(\zeta+z)^{-\nu-1}\right\} \\
& =\lim _{\zeta \rightarrow z} 2\left\{\zeta\left(\frac{\partial}{\partial \zeta}\right)^{\nu-k}+(\nu-k)\left(\frac{\partial}{\partial \zeta}\right)^{\nu-k-1}\right\}(\zeta+z)^{-\nu-1}  \tag{39}\\
& =\{\Gamma(1-\nu) / \Gamma(1+k-2 \nu)\}(2 z)^{k-2 \nu} .
\end{align*}
$$

Substituting (39) into (37) and (38), we obtain

$$
\begin{gather*}
\frac{d^{\nu}\left(z^{m}\right)}{d\left(z^{2}\right)^{\nu}}=\sum_{k=0}^{m}\binom{m}{k} C_{\nu, k} 2^{k-2 \nu} z^{m-2 \nu},  \tag{40}\\
\frac{d^{\nu}(\log z)}{d\left(z^{2}\right)^{\nu}}=\log z\{\Gamma(1-\nu) / \Gamma(1-2 \nu)\}(2 z)^{-2 \nu}+\sum_{k=1}^{\infty}\left\{\frac{(-)^{k}}{k}\right\} 2^{k-2 \nu} z^{-2 \nu} C_{\nu, k},  \tag{41}\\
C_{\nu, k} \equiv \Gamma(1+\nu) \Gamma(1-\nu) / \Gamma(1+\nu-k) \Gamma(1+k-2 \nu), \tag{42}
\end{gather*}
$$

as worked-out examples of the implicit differintegration rule.
5. Discussion. The differintegration applied most often to special functions [11], [10], [2], [4] is the Riemann type, since the hypergeometric function and several of its particular cases involve branchpoints. The Liouville differintegration [17] is not suitable for these functions, but rather for those defined from analytic functions; an example is the Hermite function of complex order $\nu$ and variable $z$, which is defined [5] by the Liouville differintegration of the Gaussian function:

$$
\begin{equation*}
H_{\nu}(z) \equiv e^{i \pi \nu} e^{z^{2}} \frac{D^{\nu}\left(e^{-z^{2}}\right)}{D z^{\nu}} . \tag{43}
\end{equation*}
$$

Substituting $\nu$ by $\nu+1$, and using the chain rule (31):

$$
\begin{align*}
e^{i \pi(\nu+1)} e^{z^{2}}\left(\frac{D}{D z}\right)^{\nu+1} e^{-z^{2}} & =e^{i \pi \nu} e^{z^{2}}\left(\frac{D}{D z}\right)^{\nu}\left\{2 z e^{-z^{2}}\right\} \\
& =e^{i \pi \nu} e^{z^{2}}\left\{2 z\left(\frac{D}{D z}\right)^{\nu}+2 \nu\left(\frac{D}{D z}\right)^{\nu-1}\right\} e^{-z^{2}}, \tag{44}
\end{align*}
$$

we obtain the recurrence formula

$$
\begin{equation*}
H_{\nu+1}(z)=2 z H_{\nu}(z)-2 \nu H_{\nu-1}(z) . \tag{45}
\end{equation*}
$$

Differentiating (43) with regard to $z$ :

$$
\begin{equation*}
\left(\frac{D}{D z}\right) e^{i \pi \nu} e^{z^{2}}\left(\frac{D}{D z}\right)^{\nu} e^{-z^{2}}=e^{i \pi \nu} e^{z^{2}}\left\{2 z\left(\frac{D}{D z}\right)^{\nu}+\left(\frac{D}{D z}\right)^{\nu+1}\right\} e^{-z^{2}}, \tag{46}
\end{equation*}
$$

we obtain the derivation formula

$$
\begin{equation*}
\frac{D\left\{H_{\nu}(z)\right\}}{D z}=2 z H_{\nu}(z)-H_{\nu+1}(z)=2 \nu H_{\nu-1}(z), \tag{47}
\end{equation*}
$$

which was simplified using the recurrence formula (45).
Both the recurrence (45) and derivation (47) formulas hold for all complex values of $\nu$ and lead to

$$
\begin{align*}
\frac{D^{2}\left\{H_{\nu}(z)\right\}}{D z^{2}} & =\frac{D\left\{2 z H_{\nu}(z)\right\}}{D z}-\frac{D\left\{H_{\nu+1}(z)\right\}}{D z} \\
& =2 H_{\nu}(z)+2 z \frac{D\left\{H_{\nu}(z)\right\}}{D z}-2(\nu+1) H_{\nu}(z), \tag{48}
\end{align*}
$$

which is the differential equation satisfied by Hermite functions,

$$
\begin{equation*}
\left\{\frac{D^{2}}{D z^{2}}-2 z \frac{D}{D z}+2 \nu\right\} H_{\nu}(z)=0 \tag{49}
\end{equation*}
$$

Substituting (1) into (43), we obtain the integral representation of Hermite functions:

$$
\begin{equation*}
H_{\nu}(z)=\{\Gamma(1+\nu) / 2 \pi i\} e^{z^{2}} \int_{\infty \exp \{i \arg (z)\}}^{(z+)}(z-\zeta)^{-\nu-1} e^{-\zeta^{2}} d \zeta ; \tag{50}
\end{equation*}
$$

the change of variable $\eta=z-\zeta$ can be performed to move the branchpoint $\zeta=z$ of the integrand to the origin $\eta=0$ of the $\eta$-plane:

$$
\begin{equation*}
H_{\nu}(z)=\{\Gamma(1+\nu) / 2 \pi i\} \int_{\infty \exp (i 0)}^{(0+)} \eta^{-\nu-1} e^{-\eta^{2}+2 \eta z} d \eta \tag{51}
\end{equation*}
$$

this can be interpreted again using (1) to show that the Hermite function is specified by the limit:

$$
\begin{equation*}
H_{\nu}(z)=\lim _{\eta \rightarrow 0} D^{\nu}\left\{\exp \left(-\eta^{2}+2 \eta z\right)\right\} / D \eta^{\nu} \tag{52}
\end{equation*}
$$

Using the chain rule (31) once more:

$$
\begin{equation*}
\frac{D^{\nu}\left\{e^{-\eta^{2}} e^{2 \eta z}\right\}}{D \eta^{\nu}}=e^{2 \eta z} \sum_{k=0}^{\infty}\binom{\nu}{k}(2 z)^{k} \frac{D^{\nu-k}\left(e^{-\eta^{2}}\right)}{D \eta^{\nu-k}}, \tag{53}
\end{equation*}
$$

in (52), we obtain the expansion of the Hermite function in power series:

$$
\begin{equation*}
H_{\nu}(z)=e^{-i \pi \nu} \sum_{k=0}^{\infty}\binom{\nu}{k}(-2 z)^{k} H_{\nu-k}(0) \tag{54}
\end{equation*}
$$

with coefficients involving its value at the origin, e.g., for $\nu=\eta$ a positive integer:

$$
\begin{equation*}
H_{n}(z)=(-)^{n} \sum_{k=0}^{n}\binom{n}{k}(-2 z)^{k} H_{n-k}(0) \tag{55}
\end{equation*}
$$

we have an identity for Hermite [9] polynomials.
We conclude the examples of differintegrations applied to Hermite functions with the deduction of an addition formula. The latter is derived from the definition (43):

$$
\begin{equation*}
H_{\nu}(z)=e^{i \pi \nu} e^{z^{2}}(D / D z)^{\nu}\left\{e^{-a z^{2}} e^{-(1-a) z^{2}}\right\} \tag{56}
\end{equation*}
$$

by applying the chain rule (31):

$$
\begin{equation*}
\left(\frac{D}{D z}\right)^{\nu}\left\{e^{-a z^{2}} e^{-(1-a) z^{2}}\right\}=\sum_{k=0}^{\infty}\binom{\nu}{k}\left(\frac{D}{D z}\right)^{k} e^{-a z^{2}}\left(\frac{D}{D z}\right)^{\nu-k} e^{-(1-a) z^{2}} . \tag{57}
\end{equation*}
$$

Introducing the new variables:

$$
\begin{align*}
& x \equiv z \sqrt{a},  \tag{58a}\\
& y \equiv z \sqrt{1-a}, \tag{58b}
\end{align*}
$$

the factors in (57) become, respectively,

$$
\begin{align*}
& \left(\frac{D}{D z}\right)^{k} e^{-a z^{2}}=a^{k / 2}\left(\frac{D}{D x}\right)^{k} e^{-x^{2}},  \tag{59a}\\
& \left(\frac{D}{D z}\right)^{\nu-k} e^{-(1-a) z^{2}}=(1-a)^{(\nu-k) / 2}\left(\frac{D}{D y}\right)^{\nu-k} e^{-y^{2}} . \tag{59b}
\end{align*}
$$

Substitution of (59a), (59b) into (57) and (56) gives

$$
\begin{align*}
& H_{\nu}(z)=\sum_{k=0}^{\infty}\binom{\nu}{k} e^{i \pi k} e^{x^{2}}\left(\frac{D}{D x}\right)^{\nu} e^{-x^{2}} a^{k / 2} \\
& \cdot(1-a)^{(\nu-k) / 2} e^{i \pi(\nu-k)} e^{y^{2}}\left(\frac{D}{D y}\right)^{\nu-k} e^{-y^{2}}, \tag{60}
\end{align*}
$$

where we have used (61a):

$$
\begin{align*}
& x^{2}+y^{2}=z^{2}  \tag{61a}\\
& a=1 /\left(1+y^{2} / x^{2}\right) \tag{61b}
\end{align*}
$$

which follows from (58a), (58b) together with (61b). Recalling (43), we may interpret (60), with (61a), (61b), as Property 7.

Property 7. The Hermite functions satisfy the addition theorem:

$$
\begin{align*}
& H_{\nu}\left(\sqrt{x^{2}+y^{2}}\right)=\sum_{k=0}^{\infty}\binom{\nu}{k}\left(1+y^{2} / x^{2}\right)^{-k / 2}, \\
& H_{k}(x)\left(1+x^{2} / y^{2}\right)^{-(\nu-k) / 2} H_{\nu-k}(y), \tag{62}
\end{align*}
$$

which terminates only at $k=n$, a positive integer, only for Hermite polynomials $H_{n}$.
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#### Abstract

For the $n$ th-order nonlinear difference equation $u(m+n)=f(m, u(m), u(m+1), \cdots, u(m+$ $n-1)$ ), where $f:[a,+\infty) \times \mathbf{R}^{n} \rightarrow \mathbf{R}$ is continuous, and the equation $u_{n}=f\left(m, u_{0}, \cdots, u_{n-1}\right)$ can be solved for $u_{0}$ as a continuous function of $u_{1}, \cdots, u_{n}$ for each $m \in[a,+\infty)$, it is shown that the uniqueness of solutions implies the existence of solutions for conjugate boundary value problems on [a, $+\infty$ ). Shooting methods are used in conjunction with an induction.
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1. Introduction. For $a \in \mathbf{R}$, let the interval $[a,+\infty)=\{a, a+1, a+2, \cdots\}$, and if $b=a+m$, for some $m \in \mathbf{N}$, let the closed interval $[a, b]=\{a, a+1, \cdots, b\}$, and let the intervals $[a, b),(a, b]$, and $(a, b)$ denote the analogous discrete sets. In this paper, we will be concerned with uniqueness of solutions implying the existence of solutions of certain boundary value problems for the $n$ th-order nonlinear difference equation

$$
\begin{equation*}
u(m+n)=f(m, u(m), u(m+1), \cdots, u(m+n-1)), \quad n \geqq 2, \tag{1}
\end{equation*}
$$

where
$f:[a,+\infty) \times \mathbf{R}^{n} \rightarrow \mathbf{R}$ is continuous and the equation $u_{n}=f\left(m, u_{0}, \cdots, u_{n-1}\right)$ can be solved for $u_{0}$ as a continuous function of $u_{1}, \cdots, u_{n}$ for each $m \in[a,+\infty)$.

We remark here that (A) implies (1) is an $n$ th-order difference equation on any subinterval of $[a,+\infty)$, that solutions of initial value problems for (1) are unique and exist on $[a,+\infty)$, and that solutions of (1) depend continuously on initial conditions.

Recently, much research activity has focused on the existence of solutions of boundary value problems for finite difference equations. Much of this activity has been motivated by Hartman's landmark paper [18] and has been devoted to analogues of results for boundary value problems for ordinary differential equations. In particular, Ahlbrandt and Hooker [7]-[8], Eloe [11]-[13], Hankerson [14], and Peterson [25]-[28] have published a number of results concerning the disconjugacy or disfocality of linear difference equations, whereas other papers by Ahlbrandt and Hooker [6], Hankerson and Peterson [15]-[16], Hooker et al. [19]-[22], Patula [24], and Smith and Taylor [31] have dealt with oscillation and nonoscillation of linear difference equations. Moreover, in papers by Agarwal [1]-[4], Eloe [9]-[10], Hankerson [14], Peterson [29], and Rodriguez [30], questions have been addressed dealing with boundary value problems for the nonlinear difference equation (1).

In this work, the types of boundary value problems for (1), for which we address the question of uniqueness of solutions implying the existence of solutions, are analogous in some sense to those known as conjugate problems for ordinary differential equations.

Definition. Given $m_{1} \in[a,+\infty)$ and $m_{2}, \cdots, m_{n} \in \mathbf{N}$, let $s_{1}, \cdots, s_{n} \in[a,+\infty)$ be defined by $s_{1}=m_{1}$ and $s_{i}=s_{i-1}+m_{i}, 2 \leqq i \leqq n$. A boundary value problem for (1) satisfying the conditions

$$
\begin{equation*}
u\left(s_{i}\right)=y_{i}, \quad 1 \leqq i \leqq n, \tag{2}
\end{equation*}
$$

[^31]where $y_{i} \in \mathbf{R}, 1 \leqq i \leqq n$, will be called an ( $m_{1}, \cdots, m_{n}$ ) conjugate boundary value problem for (1). (In the case when $m_{i}=1,2 \leqq i \leqq n$, the problem becomes an initial value problem for (1).)

For ( $m_{1}, \cdots, m_{n}$ ) conjugate boundary value problems for (1), our main result is motivated by a theorem for conjugate boundary value problems for ordinary differential equations proved by Hartman [17] and Klaasen [23].

We will use some of the terminology introduced by Hartman [18] and employed in many of the above-cited papers dealing with difference equations. For a function $u:[a,+\infty) \rightarrow \mathbf{R}$, Hartman defined $m_{0} \in[a,+\infty)$, in the case that $m_{0}=a$, to be a node of $u$ if $u(a)=0$, and $m_{0}>a$ to be a node of $u$ if $u\left(m_{0}\right)=0$ or $u\left(m_{0}-1\right) u\left(m_{0}\right)<0$. Moreover, Hartman defined $m_{0}=a$ to be a generalized zero of $u$ if $u(a)=0$, and $m_{0}>a$ to be a generalized zero of $u$ if $u\left(m_{0}\right)=0$ or there is an integer $j \geqq 1$ such that $(-1)^{j} u\left(m_{0}-\right.$ j) $u\left(m_{0}\right)>0$ and if $j>1, u\left(m_{0}-j+1\right)=\cdots=u\left(m_{0}-1\right)=0$. (Note that if $m_{0}$ is a node of $u$, then $m_{0}$ is a generalized zero of $u$.)

In view of this terminology, our uniqueness assumption on ( $m_{1}, \cdots, m_{n}$ ) conjugate boundary value problems for (1) takes the following form:
(B) Given $m_{1} \in[a,+\infty)$ and $m_{2}, \cdots, m_{n} \in \mathbf{N}$, if $s_{1}=m_{1}$ and $s_{i}=s_{i-1}+m_{i}, 2 \leqq i \leqq n$, and if $u(m)$ and $v(m)$ are solutions of (1) such that $u\left(s_{1}\right)=v\left(s_{1}\right)$ and $u(m)-$ $v(m)$ has a generalized zero at $s_{i}, 2 \leqq i \leqq n$, then it follows that $u(m)=v(m)$ on $\left[s_{1}, s_{n}\right]$ (hence on $[a,+\infty)$ ).
In § 2, we will state for convenience and reference some theorems concerning continuous dependence of solutions of (1) on initial and boundary conditions. Then, in §3, we prove that under assumptions (A) and (B), each ( $m_{1}, \cdots, m_{n}$ ) conjugate boundary value problem for (1) has a unique solution on [ $a,+\infty$ ). The proof employs shooting methods in conjunction with an induction on the indices $m_{2}, \cdots, m_{n}$.
2. Continuous dependence. In this section, we will state standard theorems concerning the continuous dependence of solutions of initial value problems and ( $m_{1}, \cdots, m_{n}$ ) conjugate boundary value problems for (1). We state these results for convenience and reference, and hence will eliminate repeating them later.

Our first theorem follows immediately from condition (A).
Theorem 1. Assume that condition (A) is satisfied. If there exist a sequence $\left\{y_{k}(m)\right\}$ of solutions of (1), an interval $\left[m_{0}, m_{0}+n-1\right] \subset[a,+\infty)$, and an $M>0$ such that $\left|y_{k}(m)\right| \leqq M$, for all $m \in\left[m_{0}, m_{0}+n-1\right]$, for all $k \in \mathbf{N}$, then there exists a subsequence $\left\{y_{k_{j}}(m)\right\}$ that converges pointwise on $[a,+\infty)$ to a solution of (1).

In turn it follows that if $(B)$ is also assumed, then the continuous dependence of solutions on initial conditions, coupled with an application of the Brouwer Theorem on the invariance of domain, imply that solutions of conjugate problems depend continuously on boundary conditions; for a typical argument with difference equations, see [14].

Theorem 2. Assume that with respect to (1), conditions (A) and (B) are satisfied. Given a solution $u(m)$ of (1) on [ $a,+\infty$ ), points $s_{1}<s_{2}<\cdots<s_{n}$ belonging to [a, $+\infty$ ), an interval $\left[s_{1}, b\right]$, where $b \geqq s_{n}$, and $\varepsilon>0$, there exists $\delta\left(\varepsilon,\left[s_{1}, b\right]\right)>0$ such that, if $\left|u\left(s_{i}\right)-y_{i}\right|<\delta, 1 \leqq i \leqq n$, then there exists a solution $v(m)$ of (1) satisfying $v\left(s_{i}\right)=y_{i}$, $1 \leqq i \leqq n$, and $|v(m)-u(m)|<\varepsilon$, for all $m \in\left[s_{1}, b\right]$.

From Theorem 2, we can state a theorem similar to Theorem 1.
Theorem 3. Assume that (A) and (B) are satisfied and suppose that, given $m_{1} \in$ $[a,+\infty)$ and for some $m_{2}, \cdots, m_{n} \in N$, there exist unique solutions of (1), (2). Let $s_{i}$, $1 \leqq i \leqq n$, be corresponding points in $[a,+\infty)$. If there exist a sequence $\left\{y_{k}(m)\right\}$ of solutions of (1) and an $M>0$ such that $\left|y_{k}\left(s_{i}\right)\right| \leqq M, 1 \leqq i \leqq n$, for all $k \in N$, then there exists a
subsequence $\left\{y_{k_{j}}(m)\right\}$ that converges pointwise on $[a,+\infty)$. In particular, for this subsequence, if $\lim _{j} y_{k_{j}}\left(s_{i}\right)=y_{i}, 1 \leqq i \leqq n$, then $\left\{y_{k_{j}}(m)\right\}$ converges pointwise on $[a,+\infty)$ to the solution of the ( $m_{1}, \cdots, m_{n}$ ) conjugate boundary value problem for (1) satisfying

$$
y\left(s_{i}\right)=y_{i}, \quad 1 \leqq i \leqq n .
$$

3. Uniqueness implies existence. In this section, we prove that hypotheses (A) and (B) imply the existence of solutions of ( $m_{1}, \cdots, m_{n}$ ) conjugate boundary value problems for (1). The method of shooting is employed in conjunction with an induction on $m_{2}, \cdots, m_{n}$. Shooting methods, frequently paired with comparison results for uniqueness, have been used by Agarwal [4], Hankerson [14], and Peterson [29] in obtaining the existence of solutions of two-point problems for (1). For linear difference equations, results appear in [5] where shooting methods are used for multipoint boundary value problems.

The theorem we present here is analogous to the uniqueness implies existence result that Hartman [17] and Klaasen [23] proved for conjugate boundary value problems for ordinary differential equations.

To better illustrate the inductive pattern used with the shooting method in the proof, we will specifically detail the inductive steps on the indices $m_{n-2}, m_{n-1}, m_{n}$. Then, the general inductive step is outlined in the latter part of the proof.

Theorem 4. Assume that with respect to (1), conditions (A) and (B) are satisfied. Then given $m_{1} \in\left[a,+\infty\right.$ ) and $m_{2}, \cdots, m_{n} \in N$, each ( $m_{1}, \cdots, m_{n}$ ) conjugate boundary value problem for (1) has a unique solution on $[a,+\infty)$.

Proof. We remark first that the uniqueness of all such solutions follows from (B). As stated above, the proof is by induction on $m_{2}, \cdots, m_{n}$, and throughout the proof, let $y_{i} \in R, 1 \leqq i \leqq n$, be given.

To begin, let $m_{1} \in[a,+\infty)$ be given, let $m_{2}=\cdots=m_{n}=1$, and let $s_{1}=m_{1}$ and $s_{i}=s_{i-1}+m_{i}, 2 \leqq i \leqq n$. From the existence of unique solutions of initial value problems for (1), it follows that there exists a unique solution $u(m)$ of (1) on [ $a,+\infty$ ) satisfying

$$
u\left(s_{i}\right)=y_{i}, \quad 1 \leqq i \leqq n .
$$

Assume now that $m_{n}>1$ and that, given $m_{1} \in[a,+\infty)$ and $m_{2}=\cdots=m_{n-1}=1$, there exists a unique solution of each ( $m_{1}, 1, \cdots, 1, h$ ) conjugate boundary value problem, where $1 \leqq h<m_{n}$, for (1) on [ $a,+\infty$ ).

Under this assumption, let $m_{1} \in[a,+\infty)$ be given, let $m_{2}=\cdots=m_{n-1}=1$, let $s_{1}=m_{1}, s_{i}=s_{i-1}+m_{i}, 2 \leqq i \leqq n$, and let $z_{1}(m)$ be the solution (given by the induction hypotheses), of the ( $m_{1}, 1, \cdots, 1, m_{n}-1$ ) conjugate boundary value problem for (1) satisfying

$$
\begin{aligned}
& z_{1}\left(s_{i}\right)=y_{i}, \quad 1 \leqq i \leqq n-1, \\
& z_{1}\left(s_{n}-1\right)=0 .
\end{aligned}
$$

Now define $S_{1}=\left\{r \in \mathbf{R} \mid\right.$ there is a solution $y(m)$ of (1) satisfying $y\left(s_{i}\right)=z_{1}\left(s_{i}\right), 1 \leqq i \leqq$ $n-1$, and $\left.y\left(s_{n}\right)=r\right\}$. Since $z_{1}\left(s_{n}\right) \in S_{1}, S_{1}$ is nonempty. Moreover, it follows from Theorem 2 that $S_{1}$ is an open subset of $\mathbf{R}$.

We claim that $S_{1}$ is also a closed subset of $\mathbf{R}$. Assuming the claim is false, it follows that there exist $r_{0} \in \bar{S}_{1} \backslash S_{1}$ and a strictly monotone sequence $\left\{r_{k}\right\} \subset S_{1}$ such that $\lim _{k} r_{k}=r_{0}$. We may assume without loss of generality that $r_{k} \uparrow r_{0}$. For each $k \in \mathbf{N}$, let $y_{k}(m)$ denote the corresponding solution of (1) satisfying

$$
\begin{aligned}
& y_{k}\left(s_{i}\right)=z_{1}\left(s_{i}\right), \quad 1 \leqq i \leqq n-1, \\
& y_{k}\left(s_{n}\right)=r_{k} .
\end{aligned}
$$

It follows from (B) that $y_{k}(m)<y_{k+1}(m)$ on $\left(s_{n-1},+\infty\right)$, for all $k \in \mathbf{N}$. Furthermore, the induction hypothesis implies the existence of unique solutions of ( $m_{1}, 1, \cdots, 1, m_{n}-1$ ) boundary value problems for (1), which, when coupled with Theorem 3 along with $r_{0} \notin S$, implies that $y_{k}\left(s_{n}-1\right) \uparrow+\infty$, as $k \rightarrow+\infty$. Moreover, by Theorem 1, there exists $m_{0} \in\left(s_{n}, s_{n}+n-1\right]$ such that $y_{k}\left(m_{0}\right) \uparrow+\infty$, as $k \rightarrow+\infty$.

Now let $u(m)$ denote the solution at the points $s_{2}, \cdots, s_{n-1}, s_{n-1}+1, s_{n}$ of the ( $m_{1}+1,1, \cdots, 1, m_{n}-1$ ) conjugate boundary value problem for (1) satisfying

$$
\begin{aligned}
& u\left(s_{i}\right)=z_{1}\left(s_{i}\right), \quad 2 \leqq i \leqq n-1, \\
& u\left(s_{n-1}+1\right)=0, \\
& u\left(s_{n}\right)=r_{0} .
\end{aligned}
$$

Since $y_{k}\left(s_{n}-1\right) \uparrow+\infty$ and $y_{k}\left(m_{0}\right) \uparrow+\infty$, whereas $y_{k}\left(s_{n}\right)=r_{k}<r_{0}=u\left(s_{n}\right)$, for all $k$, it follows that, for some $K \in \mathbf{N}, u(m)-y_{K}(m)$ has a generalized zero at $s_{n}$ and also a generalized zero (or zero) at some $n_{0} \in\left(s_{n}, m_{0}\right]$. Furthermore, $u\left(s_{i}\right)-y_{K}\left(s_{i}\right)=0,2 \leqq i \leqq$ $n-1$, and hence from (B), $u(m)=y_{K}(m)$ on [ $a,+\infty$ ), a contradiction.

Hence $S_{1}$ is also closed and consequently $S_{1}=\mathbf{R}$. Choosing $y_{n} \in S_{1}$, it follows that there exists a solution $y(m)$ of (1) satisfying

$$
y\left(s_{i}\right)=y_{i}, \quad 1 \leqq i \leqq n .
$$

In particular, given $m_{1} \in[a,+\infty), m_{2}=\cdots=m_{n-1}=1$, and $m_{n} \geqq 1$, each $\left(m_{1}, 1, \cdots, 1\right.$, $m_{n}$ ) conjugate boundary value problem for (1) has a unique solution on [ $a,+\infty$ ).

For the next part of the proof we induct on $m_{n-1}$. For this part, we now assume that $m_{n-1}>1$ and that given $m_{1} \in[a,+\infty), m_{2}=\cdots=m_{n-2}=1$, and $m_{n} \geqq 1$, there exists a unique solution of each $\left(m_{1}, 1, \cdots, 1, l, m_{n}\right)$ conjugate boundary value problem, where $1 \leqq l<m_{n-1}$, for (1) on [ $a,+\infty$ ).

With that assumption, let $m_{1} \in[a,+\infty)$ be given, let $m_{2}=\cdots=m_{n-2}=m_{n}=1$, let $s_{1}=m_{1}, s_{i}=s_{i-1}+m_{i}, 2 \leqq i \leqq n$, and let $z_{2}(m)$ be the solution at $s_{1}, \cdots, s_{n-2}, s_{n-1}-1$, $s_{n-1}$ of the ( $m_{1}, 1, \cdots, 1, m_{n-1}-1,1$ ) conjugate boundary value problem for (1) satisfying

$$
\begin{aligned}
& z_{2}\left(s_{i}\right)=y_{i}, \quad 1 \leqq i \leqq n-2, \\
& z_{2}\left(s_{n-1}-1\right)=0, \\
& z_{2}\left(s_{n-1}\right)=y_{n-1} .
\end{aligned}
$$

This time, define $S_{2}=\left\{r \in \mathbf{R} \mid\right.$ there is a solution $y(m)$ of (1) satisfying $y\left(s_{i}\right)=z_{2}\left(s_{i}\right)$, $1 \leqq i \leqq n-1$, and $\left.y\left(s_{n}\right)=r\right\}$. Again, since $z_{2}\left(s_{n}\right) \in S_{2}, S_{2}$ is nonempty. Also, Theorem 2 implies that $S_{2}$ is an open subset of $\mathbf{R}$.

We now claim that $S_{2}$ is also closed. Assuming that $S_{2}$ is not closed, it follows that there exist $r_{0} \in \bar{S}_{2} \backslash S_{2}$ and a strictly monotone sequence $\left\{r_{k}\right\} \subset S_{2}$ such that $\lim _{k} r_{k}=$ $r_{0}$. We may assume again that $r_{k} \uparrow r_{0}$ and as before, let $y_{k}(m)$ denote the corresponding solution of (1) satisfying

$$
\begin{aligned}
& y_{k}\left(s_{i}\right)=z_{2}\left(s_{i}\right), \quad 1 \leqq i \leqq n-1, \\
& y_{k}\left(s_{n}\right)=r_{k} .
\end{aligned}
$$

It follows from (B) that $y_{k}(m)>y_{k+1}(m)$ on $\left(s_{n-2}, s_{n-1}\right)$ and $y_{k}(m)<y_{k+1}(m)$ on $\left[s_{n},+\infty\right)$, for all $k \in \mathbf{N}$. Since $r_{0} \notin S_{2}$ and since there exist unique solutions of ( $m_{1}$, $\left.1, \cdots, 1, m_{n-1}-1,1\right)$ problems, Theorem 3 implies that $y_{k}\left(s_{n-1}-1\right) \downarrow-\infty$, as $k \rightarrow+\infty$, and Theorem 1 implies that there exists $m_{0} \in\left(s_{n}, s_{n}+n-1\right]$ such that $y_{k}\left(m_{0}\right) \uparrow+\infty$, as $k \rightarrow+\infty$.

Let $u(m)$ be the solution at the points $s_{2}, \cdots, s_{n-2}, s_{n-2}+1, s_{n-1}, s_{n}$ of the $\left(m_{1}+1\right.$, $1, \cdots, 1,1, m_{n-1}-1,1$ ) conjugate problem for (1) satisfying

$$
\begin{aligned}
& \boldsymbol{u}\left(s_{i}\right)=z_{2}\left(s_{i}\right), \quad 2 \leqq i \leqq n-2, \\
& \boldsymbol{u}\left(s_{n-2}+1\right)=0, \\
& \boldsymbol{u}\left(s_{n-1}\right)=z_{2}\left(s_{n-1}\right), \\
& \boldsymbol{u}\left(s_{n}\right)=r_{0} .
\end{aligned}
$$

Since $y_{k}\left(s_{n-1}-1\right) \downarrow-\infty$, whereas $u\left(s_{n-1}\right)-y_{k}\left(s_{n-1}\right)=0$ and $u\left(s_{n}\right)-y_{k}\left(s_{n}\right)>0$ for all $k \in \mathbf{N}$, it follows that for all $k$ sufficiently large, $u(m)-y_{k}(m)$ has a generalized zero at $s_{n}$. Since $y_{k}\left(m_{0}\right) \uparrow+\infty$, there exists $K \in \mathbf{N}$ such that $u(m)-y_{K}(m)$ has a generalized zero at $s_{n}$ and a generalized zero (or zero) at some $n_{0} \in\left(s_{n}, m_{0}\right]$. We also have that $u\left(s_{i}\right)-y_{K}\left(s_{i}\right)=0,2 \leqq i \leqq n-1$, and (B) implies that $u(m)=y_{K}(m)$ on [ $a,+\infty$ ); again, this is a contradiction.

Thus, $S_{2}$ is closed and $S_{2}=R$. Choosing $y_{n} \in S_{2}$, it follows that there exists a solution $y(m)$ of (1) satisfying

$$
y\left(s_{i}\right)=y_{i}, \quad 1 \leqq i \leqq n .
$$

In summary, given $m_{1} \in[a,+\infty), m_{2}=\cdots=m_{n-2}=m_{n}=1$, $\operatorname{each}\left(m_{1}, 1, \cdots, 1, m_{n-1}, 1\right)$ conjugate boundary value problem for (1) has a unique solution on [a, $+\infty$ ).

Still assuming the induction hypotheses associated with $m_{n-1}>1$, we assume in addition that $m_{n}>1$ and that given $m_{1} \in[a,+\infty)$ and $m_{2}=\cdots=m_{n-2}=1$, there exists a unique solution of each $\left(m_{1}, 1, \cdots, 1, m_{n-1}, h\right)$ conjugate boundary value problem, where $1 \leqq h<m_{n}$, for (1) on [ $a,+\infty$ ).

With this latter assumption, let $m_{1} \in[a,+\infty)$ be given, let $m_{2}=\cdots=m_{n-2}=1$, let $s_{1}, \cdots, s_{n}$ be defined in the usual way, and let $z_{3}(m)$ be the solution at the points $s_{1}, \cdots, s_{n-2}, s_{n-1}, s_{n}-1$ of the ( $m_{1}, 1, \cdots, 1, m_{n-1}, m_{n}-1$ ) conjugate problem for (1) satisfying

$$
\begin{aligned}
& z_{3}\left(s_{i}\right)=y_{i}, \quad 1 \leqq i \leqq n-1, \\
& z_{3}\left(s_{n}-1\right)=0 .
\end{aligned}
$$

Define $S_{3}=\left\{r \in \mathbf{R} \mid\right.$ there is a solution $y(m)$ of (1) satisfying $y\left(s_{i}\right)=z_{3}\left(s_{i}\right), 1 \leqq i \leqq n-$ 1 , and $\left.y\left(s_{n}\right)=r\right\}$. As before $S_{3}$ is a nonempty open subset of $\mathbf{R}$, and we claim that $S_{3}$ is also closed. Assuming again that the claim is false, let $r_{0} \in \bar{S}_{3} \backslash S_{3}$ and $\left\{r_{k}\right\} \subset S_{3}$, with $r_{k} \uparrow r_{0}$, be as in the previous considerations, and let $y_{k}(m)$ denote the solution of (1) satisfying

$$
\begin{aligned}
& y_{k}\left(s_{i}\right)=z_{3}\left(s_{i}\right), \quad 1 \leqq i \leqq n-1, \\
& y_{k}\left(s_{n}\right)=r_{k} .
\end{aligned}
$$

Condition (B) implies that $y_{k}(m)<y_{k+1}(m)$ on $\left(s_{n-1},+\infty\right)$, for all $k \in \mathbf{N}$, and because of the existence of unique solutions of ( $m_{1}, 1, \cdots, 1, m_{n-1}, m_{n}-1$ ) problems for (1) along with $r_{0} \notin S_{3}$, Theorem 3 implies $y_{k}\left(s_{n}-1\right) \uparrow+\infty$, as $k \rightarrow+\infty$, and Theorem 1 implies that for some $m_{0} \in\left(s_{n}, s_{n}+n-1\right], y_{k}\left(m_{0}\right) \uparrow+\infty$, as $k \rightarrow+\infty$.

Now, let $u(m)$ be the solution at $s_{2}, \cdots, s_{n-2}, s_{n-2}+1, s_{n-1}, s_{n}$ of the $\left(m_{1}+1\right.$, $1, \cdots, 1,1, m_{n-1}-1, m_{n}$ ) boundary value problem for (1) satisfying

$$
\begin{aligned}
& \boldsymbol{u}\left(s_{i}\right)=z_{3}\left(s_{i}\right), \quad 2 \leqq i \leqq n-2, \\
& \boldsymbol{u}\left(s_{n-2}+1\right)=0, \\
& \boldsymbol{u}\left(s_{n-1}\right)=z_{3}\left(s_{n-1}\right), \\
& \boldsymbol{u}\left(s_{n}\right)=r_{0} .
\end{aligned}
$$

Such a solution $u(m)$ exists by the primary induction hypotheses on $m_{n-1}$ in this section of the proof. Because of the unbounded conditions on $\left\{y_{k}\left(s_{n}-1\right)\right\}$ and $\left\{y_{k}\left(m_{0}\right)\right\}$, while $u\left(s_{n}\right)>y_{k}\left(s_{n}\right)$, for all $k \in \mathbf{N}$, there exists $K \in \mathbf{N}$ such that $u(m)-y_{K}(m)$ has a generalized zero at $s_{n}$ and a generalized zero at some $n_{0} \in\left(s_{n}, m_{0}\right]$. Moreover, $u\left(s_{i}\right)-y_{K}\left(s_{i}\right)=0,2 \leqq i \leqq n-1$, from which it follows that $u(m)=y_{K}(m)$ on $[a,+\infty)$, a contradiction.

Consequently, $S_{3}$ is closed, $S_{3}=\mathbf{R}$, and choosing $y_{n} \in S_{3}$, the corresponding solution $y(m)$ of (1) satisfying $y\left(s_{n}\right)=y_{n}$ is the desired solution. In particular, given $m_{1} \in[a,+\infty), m_{2}=\cdots=m_{n-2}=1$, and $m_{n} \geqq 1$, each ( $m_{1}, 1, \cdots, 1, m_{n-1}, m_{n}$ ) conjugate boundary value problem for (1) has a unique solution on [ $a,+\infty$ ).

This completes the induction on $m_{n-1}$. That is, given $m_{1} \in[a,+\infty), m_{2}=\cdots=$ $m_{n-2}=1$, and $m_{n-1}, m_{n} \geqq 1$, each ( $m_{1}, 1, \cdots, 1, m_{n-1}, m_{n}$ ) conjugate boundary value problem for (1) has a unique solution on [ $a,+\infty$ ).

To illustrate the pattern of the induction better, we will give some of the details of the four steps involved in the induction on $m_{n-2}$.

For this section of the proof, our outstanding assumption is that $m_{n-2}>1$, and that given $m_{1} \in[a,+\infty), m_{2}=\cdots=m_{n-3}=1$, and $m_{n-1}, m_{n} \geqq 1$, there exists a unique solution of each ( $m_{1}, 1, \cdots, 1, k, m_{n-1}, m_{n}$ ) conjugate boundary value problem, where $1 \leqq k<m_{n-2}$, for (1) on [ $a,+\infty$ ). Under that assumption, we will be concerned with solutions of $\left(m_{1}, 1, \cdots, 1, m_{n-2}, 1,1\right)$ followed by ( $m_{1}, 1, \cdots, 1, m_{n-2}, 1, m_{n}$ ), $m_{n}>1$, followed by $\left(m_{1}, 1, \cdots, 1, m_{n-2}, m_{n-1}, 1\right), \quad m_{n-1}>1$, followed by ( $m_{1}, 1, \cdots, 1, m_{n-2}, m_{n-1}, m_{n}$ ), $m_{n-1}, m_{n}>1$, boundary value problems for (1).

Let $m_{1} \in[a,+\infty)$, let $m_{2}=\cdots=m_{n-3}=m_{n-1}=m_{n}=1$, let $s_{i}, 1 \leqq i \leqq n$, be as usual, and let $z_{4}(m)$ be the solution of the ( $m_{1}, 1, \cdots, 1, m_{n-2}-1,1,1$ ) conjugate boundary value problem for (1) satisfying

$$
\begin{aligned}
& z_{4}\left(s_{i}\right)=y_{i}, \quad 1 \leqq i \leqq n-3, \\
& z_{4}\left(s_{n-2}-1\right)=0, \\
& z_{4}\left(s_{i}\right)=y_{i}, \quad i=n-2, n-1 .
\end{aligned}
$$

Defining $S_{4}=\left\{r \in \mathbf{R} \mid\right.$ there is a solution $y(m)$ of (1) satisfying $y\left(s_{i}\right)=z_{4}\left(s_{i}\right), 1 \leqq i \leqq n-1$, and $\left.y\left(s_{n}\right)=r\right\}, S_{4}$ is nonempty and open.

If we assume $S_{4}$ is not closed, then let $r_{0}$ and $\left\{r_{k}\right\}$, with $r_{k} \uparrow r_{0}$, be as usual and let $y_{k}(m)$ denote the corresponding solution of (1). It follows in this case that $y_{k}\left(s_{n-2}-\right.$ 1) $\uparrow+\infty$, as $k \rightarrow+\infty$, and for some $m_{0} \in\left(s_{n}, s_{n}+n-1\right], y_{k}\left(m_{0}\right) \uparrow+\infty$, as $k \rightarrow+\infty$.

Denoting by $u(m)$ the solution of the ( $m_{1}+1,1, \cdots, 1,1, m_{n-2}-1,1,1$ ) problem for (1) satisfying

$$
\begin{aligned}
& u\left(s_{i}\right)=y_{i}, \quad 2 \leqq i \leqq n-3, \\
& u\left(s_{n-3}+1\right)=0, \\
& u\left(s_{i}\right)=y_{i}, \quad i=n-2, n-1, \\
& u\left(s_{n}\right)=r_{0},
\end{aligned}
$$

it follows that for some $K \in \mathbf{N}, u(m)-y_{K}(m)$ has a generalized zero at $s_{n}$, a generalized zero at some $n_{0} \in\left(s_{n}, m_{0}\right]$, and zeros at $s_{i}, 2 \leqq i \leqq n-1$. Again, we contradict (B), and hence $S_{4}$ is closed. Select $y_{n} \in S_{4}$ and the corresponding solution is the desired solution of the ( $m_{1}, 1, \cdots, 1, m_{n-2}, 1,1$ ) problem for (1).

In addition to our assumptions on $m_{n-2}>1$, we assume that $m_{n}>1$ and that given $m_{1} \in[a,+\infty), m_{2}=\cdots=m_{n-3}=m_{n-1}=1$, each ( $m_{1}, 1, \cdots, 1, m_{n-2}, 1, h$ ) conjugate boundary value problem, where $1 \leqq h<m_{n}$, for (1) has a unique solution on [a, $+\infty$ ).

Given $m_{1} \in[a,+\infty)$ and $m_{2}=\cdots=m_{n-3}=m_{n-1}=1$ with $s_{i}, 1 \leqq i \leqq n$, as usual, let $z_{5}(m)$ be the solution of the ( $m_{1}, 1, \cdots, 1, m_{n-2}, 1, m_{n}-1$ ) problem for (1) satisfying

$$
\begin{aligned}
& z_{5}\left(s_{i}\right)=y_{i}, \quad 1 \leqq i \leqq n-1, \\
& z_{5}\left(s_{n}-1\right)=0 .
\end{aligned}
$$

Defining $S_{5}$ in the standard way, $S_{5}$ is nonempty and open.
If we assume $S_{5}$ is not closed, then let $r_{0}$ and $\left\{r_{k}\right\}$, with $r_{k} \uparrow r_{0}$, be as usual, and let $y_{k}(m)$ be the appropriate solution of (1). By the existence of unique solutions of ( $m_{1}, 1, \cdots, 1, m_{n-2}, 1, m_{n}-1$ ) problems for (1), we have that $y_{k}\left(s_{n}-1\right) \uparrow+\infty$. Also, $y_{k}\left(m_{0}\right) \uparrow+\infty$, where $m_{0}$ is as usual. In this case, now let $u(m)$ be the solution of the ( $m_{1}+1,1, \cdots, 1, m_{n-2}-1,1, m_{n}$ ) problem for (1) satisfying

$$
\begin{aligned}
& u\left(s_{i}\right)=z_{5}\left(s_{i}\right), \quad 2 \leqq i \leqq n-3, \\
& u\left(s_{n-3}+1\right)=0, \\
& u\left(s_{i}\right)=z_{5}\left(s_{i}\right), \quad i=n-2, n-1, \\
& u\left(s_{n}\right)=r_{0} .
\end{aligned}
$$

In this case, there exists $K \in \mathbf{N}$ such that $u(m)-y_{K}(m)$ has a generalized zero at $s_{n}$, a generalized zero at some $n_{0} \in\left(s_{n}, m_{0}\right]$, and zeros at $s_{i}, 2 \leqq i \leqq n-1$, the usual contradiction.

Thus $S_{5}$ is closed, and we conclude the existence of unique solutions of ( $m_{1}, 1, \cdots, 1, m_{n-2}, 1, m_{n}$ ) conjugate boundary value problems for (1) on $[a,+\infty)$.

In addition to the primary induction hypotheses on $m_{n-2}$, we assume now that $m_{n-1}>1$ and that given $m_{1} \in[a,+\infty), m_{2}=\cdots=m_{n-3}=1$, and $m_{n} \geqq 1$, there exists a unique solution of each ( $m_{1}, 1, \cdots, 1, m_{n-2}, l, m_{n}$ ) conjugate boundary value problem, where $1 \leqq l<m_{n-1}$, for (1) on [ $a,+\infty$ ).

In this case, we let $m_{1} \in[a,+\infty), m_{2}=\cdots=m_{n-3}=m_{n}=1$, and we let $z_{6}(m)$ be the solution of the ( $m_{1}, 1, \cdots, 1, m_{n-2}, m_{n-1}-1,1$ ) problem for (1) satisfying

$$
\begin{aligned}
& z_{6}\left(s_{i}\right)=y_{i}, \quad 1 \leqq i \leqq n-2, \\
& z_{6}\left(s_{n-1}-1\right)=0, \\
& z_{6}\left(s_{n-1}\right)=y_{n-1} .
\end{aligned}
$$

The corresponding set $S_{6}$ will be nonempty and open. Repeating the pattern, we assume $S_{6}$ is not closed and make the usual arguments using $r_{0},\left\{r_{k}\right\}$, and the corresponding solutions of (1). In this case $y_{k}\left(s_{n-1}-1\right) \downarrow-\infty$, as $k \rightarrow+\infty$, and for some $m_{0} \in$ $\left(s_{n}, s_{n}+n-1\right], y_{k}\left(m_{0}\right) \uparrow+\infty$, as $k \rightarrow+\infty$.

With $u(m)$ the solution at $s_{2}, \cdots, s_{n-3}, s_{n-3}+1, s_{n-2}, s_{n-1}, s_{n}$ of the $\left(m_{1}+\right.$ $1,1, \cdots, 1, m_{n-2}-1, m_{n-1}, 1$ ) boundary value problem for (1) satisfying

$$
\begin{aligned}
& u\left(s_{i}\right)=z_{6}\left(s_{i}\right), \quad 2 \leqq i \leqq n-3, \\
& u\left(s_{n-3}+1\right)=0, \\
& u\left(s_{i}\right)=z_{6}\left(s_{i}\right), \quad i=n-2, n-1, \\
& u\left(s_{n}\right)=r_{0},
\end{aligned}
$$

it follows that for some $K \in \mathbf{N}, u(m)-y_{K}(m)$ has a generalized zero at $s_{n}$, a generalized zero at some $n_{0} \in\left(s_{n}, m_{0}\right]$, and zeros at $s_{i}, 2 \leqq i \leqq n-1$. This is a contradiction to (B), and hence $S_{6}$ is closed; consequently each ( $m_{1}, 1, \cdots, 1, m_{n-2}, m_{n-1}, 1$ ) problem for (1) has a unique solution.

For the final step under the primary induction hypotheses on $m_{n-2}>1$ and the induction hypotheses on $m_{n-1}>1$, assume in addition that $m_{n}>1$ and that given $m_{1} \in[a,+\infty)$ and $m_{2}=\cdots=m_{n-3}=1$, there exists a unique solution of each ( $m_{1}, 1, \cdots, 1, m_{n-2}, m_{n-1}, h$ ) conjugate boundary value problem, where $1 \leqq h<m_{n}$, for (1) on $[a,+\infty)$.

To complete the argument, let $m_{1} \in[a,+\infty)$ be given, let $m_{2}=\cdots=m_{n-3}=1$, and let $z_{7}(m)$ be the solution of the ( $m_{1}, 1, \cdots, 1, m_{n-2}, m_{n-1}, m_{n}-1$ ) boundary value problem for (1) satisfying

$$
\begin{aligned}
& z_{7}\left(s_{i}\right)=y_{i}, \quad 1 \leqq i \leqq n-1 \\
& z_{7}\left(s_{n}-1\right)=0 .
\end{aligned}
$$

Defining the nonempty open set $S_{7}$ in our standard manner, and making the usual assumption that $S_{7}$ is not closed, let $r_{0},\left\{r_{k}\right\}$, and $y_{k}(m)$ be the appropriate values and solutions. We can argue that $y_{k}\left(s_{n}-1\right) \uparrow+\infty$ and $y_{k}\left(m_{0}\right) \uparrow+\infty$, for some $m_{0} \in$ $\left(s_{n}, s_{n}+n-1\right]$. If $u(m)$ is the solution of the ( $\left.m_{1}+1,1, \cdots, 1, m_{n-2}-1, m_{n-1}, m_{n}\right)$ conjugate boundary value problem for (1) satisfying

$$
\begin{aligned}
& u\left(s_{i}\right)=z_{7}\left(s_{i}\right), \quad 2 \leqq i \leqq n-3, \\
& u\left(s_{n-3}+1\right)=0, \\
& u\left(s_{i}\right)=z_{7}\left(s_{i}\right), \quad i=n-2, n-1, \\
& u\left(s_{n}\right)=r_{0},
\end{aligned}
$$

then there exists $K \in \mathbf{N}$ such that $u(m)-y_{K}(m)$ has a generalized zero at $s_{n}$, a generalized zero at some $n_{0} \in\left(s_{n}, m_{0}\right]$, and zeros at $s_{i}, 2 \leqq i \leqq n-1$. This contradicts (B); hence $S_{7}$ is closed, and as in each of the above cases, the ( $m_{1}, 1, \cdots, 1, m_{n-2}, m_{n-1}, m_{n}$ ) problem has a unique solution.

That concludes the induction on $m_{n-2}$; in particular, given $m_{1} \in[a,+\infty), m_{2}=\cdots=$ $m_{n-3}=1$, and $m_{n-2}, m_{n-1}, m_{n} \geqq 1$, each ( $m_{1}, 1, \cdots, 1, m_{n-2}, m_{n-1}, m_{n}$ ) conjugate boundary value problem for (1) has a unique solution on [ $a,+\infty$ ).

Although our above arguments exhibit the entire pattern for the induction scheme in obtaining solutions of the boundary value problems, for completeness we will include some of the details involved in the general induction step. To that end, assume that $2 \leqq p \leqq n-3$, that $m_{p}>1$, and that given $m_{1} \in[a,+\infty), \quad m_{2}=\cdots=m_{p-1}=1$, and $m_{p+1}, \cdots, m_{n} \geqq 1$, there exists a unique solution of each ( $m_{1}, 1, \cdots, 1, k, m_{p+1}, \cdots, m_{n}$ ) conjugate boundary value problem, where $1 \leqq k<m_{p}$, for (1) on $[a,+\infty)$.

Under that assumption we will be concerned with establishing the existence of solutions of ( $m_{1}, 1, \cdots, 1, m_{p}, m_{p+1}, \cdots, m_{n}$ ) problems by proceeding through $2^{n-p}$ inductive steps, wherein we induct on $m_{n}, m_{n-1}, \cdots, m_{p+1}$, following the pattern in the above parts of this proof. Now for each one of these $2^{n-p}$ steps, there exist natural numbers $1 \leqq j_{1}<j_{2}<\cdots<j_{s} \leqq n-p$, such that we are concerned with the ( $2^{j_{s}}+2^{j_{s-1}}+$ $\cdots+2^{j_{2}}+2^{j_{1}}$ ) st inductive step or with the $\left(2^{j_{s}}+2^{j_{s-1}}+\cdots+2^{j_{2}}+2^{j_{1}}+1\right)$ st inductive step.
(a) In the case of the $\left(2^{j_{s}}+2^{j_{s-1}}+\cdots+2^{j_{2}}+2^{j_{1}}\right)$ st inductive step, our concern is with showing the existence of solutions of ( $m_{1}, 1, \cdots, 1, m_{p}, 1, \cdots, 1, m_{n-j_{s}}, 1, \cdots, 1$, $m_{n-j_{s-1}}, 1, \cdots, 1, m_{n-j_{2}}, 1, \cdots, 1, m_{n-j_{1}+1}, m_{n-j_{1}+2}, \cdots, m_{n}$ ) problems for (1), where the reader realizes the significance of the entries in the $n$-tuple from previous arguments.

For this problem, in addition to appropriate assumptions from preceding steps on $m_{p}, m_{n-j_{s}}, \cdots, m_{n-j_{2}}, m_{n-j_{1}+1}, \cdots, m_{n-1}$, our assumptions are that $m_{n}>1$ and that given $m_{1} \in[a,+\infty)$, each $\left(m_{1}, 1, \cdots, 1, m_{p}, 1, \cdots, 1, m_{n-j_{s}}, 1, \cdots, 1, m_{n-j_{s-1}}, 1, \cdots, 1\right.$,
$\left.m_{n-j_{2}}, 1, \cdots, 1, m_{n-j_{1}+1}, \cdots, m_{n-1}, h\right)$ conjugate boundary value problem, where $1 \leqq$ $h<m_{n}$, for (1) has a unique solution on [a, + ${ }^{(1)}$ ).

Given $m_{1} \in[a,+\infty)$, let $z(m)$ be the solution at the points $s_{1}, \cdots, s_{n-1}, s_{n}-1$ of the $\left(m_{1}, 1, \cdots, 1, m_{p}, 1, \cdots, 1, m_{n-j_{s}}, 1, \cdots, 1, m_{n-j_{s-1}}, 1, \cdots, 1, m_{n-j_{2}}, 1, \cdots, 1\right.$, $m_{n-j_{1}+1}, \cdots, m_{n-1}, m_{n}-1$ ) conjugate boundary value problem for (1) satisfying

$$
\begin{aligned}
& z\left(s_{i}\right)=y_{i}, \quad 1 \leqq i \leqq n-1, \\
& z\left(s_{n}-1\right)=0 .
\end{aligned}
$$

The set $S=\left\{r \in \mathbf{R} \mid\right.$ there is a solution $y(m)$ of (1) satisfying $y\left(s_{i}\right)=z\left(s_{i}\right), 1 \leqq i \leqq n-1$, and $\left.y\left(s_{n}\right)=r\right\}$ is nonempty and open.

If we assume as above that $S$ is not closed, and if $r_{0},\left\{r_{k}\right\}$, with $r_{k} \uparrow r_{0}$, and $y_{k}(m)$ are also as in our previous arguments, then it follows from (B) that $y_{k}(m)<y_{k+1}(m)$, for each $k \in \mathbf{N}$, on $\left(s_{n-1},+\infty\right)$. In complete analogy also, $y_{k}\left(s_{n}-1\right) \uparrow+\infty$, as $k \rightarrow+\infty$, and for some $m_{0} \in\left(s_{n}, s_{n}+n-1\right], y_{k}\left(m_{0}\right) \uparrow+\infty$, as $k \rightarrow+\infty$.

If $u(m)$ is the solution at the points $s_{2}, s_{3}, \cdots, s_{p-1}, s_{p-1}+1, s_{p}, s_{p+1}, \cdots$, $s_{n-1}, s_{n}$ of the $\left(m_{1}+1,1, \cdots, 1,1, m_{p}-1,1, \cdots, 1, m_{n-j_{s}}, 1, \cdots, 1, m_{n-j_{s-1}}, 1, \cdots, 1\right.$, $m_{n-j_{2}}, 1, \cdots, 1, m_{n-j_{1}+1}, \cdots, m_{n-1}, m_{n}$ ) conjugate boundary value problem for (1) satisfying

$$
\begin{aligned}
& u\left(s_{i}\right)=z\left(s_{i}\right), \quad 2 \leqq i \leqq p-1, \\
& u\left(s_{p-1}+1\right)=0, \\
& u\left(s_{i}\right)=z\left(s_{i}\right), \quad p \leqq i \leqq n-1, \\
& u\left(s_{n}\right)=r_{0},
\end{aligned}
$$

then we can argue that, for some $K \in \mathbf{N}, u(m)-y_{K}(m)$ has a generalized zero at $s_{n}$, a generalized zero at some $n_{0} \in\left(s_{n}, m_{0}\right]$, and zeros at $s_{i}, 2 \leqq i \leqq n-1$. This contradicts (B), and it follows that $S$ is also closed. For $y_{n} \in S$, the corresponding solution $y(m)$ is the desired solution. This completes this case.
(b) For the case of the $\left(2^{j_{s}}+2^{j_{s-1}}+\cdots+2^{j_{2}}+2^{j_{1}}+1\right)$ st inductive step, we are concerned with the existence of solutions of ( $m_{1}, 1, \cdots, 1, m_{p}, 1, \cdots, 1$, $\left.m_{n-j_{s}}, 1, \cdots, 1, m_{n-j_{s-1}}, 1, \cdots, 1, m_{n-j_{2}}, 1, \cdots, 1, m_{n-j_{1}}, 1, \cdots, 1\right)$ problems for (1).

As in (a), in addition to appropriate assumptions on $m_{p}, m_{n-j_{s}}, \cdots, m_{n-j_{2}}$, our assumptions are that $m_{n-j_{1}}>1$ and that given $m_{1} \in[a,+\infty)$, each $\left(m_{1}, 1, \cdots, 1, \quad m_{p}, 1, \cdots, 1, m_{n-j_{s}}, 1, \cdots, 1, m_{n-j_{s-1}}, 1, \cdots, 1, m_{n-j_{2}}, 1, \cdots, 1, l\right.$, $m_{n-j_{1}+1}, m_{n-j_{1}+2}, \cdots, m_{n}$ ) conjugate boundary value problem, where $1 \leqq l<m_{n-j_{1}}$, for (1) has a unique solution on [a, $+\infty$ ).

Given $m_{1} \in[a,+\infty)$, let $z(m)$ be the solution at the points $s_{1}, \cdots, s_{n-j_{1}-1}, s_{n-j_{1}}-1$, $s_{n-j_{1}}, s_{n-j_{1}+1}, \cdots, s_{n-2}, s_{n-1} \quad$ of $\quad$ the $\quad\left(m_{1}, 1, \cdots, 1, m_{p}, 1, \cdots, 1, m_{n-j_{s}}, 1, \cdots, 1\right.$, $\left.m_{n-j_{s-1}}, 1, \cdots, 1, m_{n-j_{2}}, 1, \cdots, 1, m_{n-j_{1}}-1,1, \cdots, 1\right)$ conjugate boundary value problem for (1) satisfying

$$
\begin{aligned}
& z\left(s_{i}\right)=y_{i}, \quad 1 \leqq i \leqq n-j_{1}-1, \\
& z\left(s_{n-j_{1}}-1\right)=0, \\
& z\left(s_{i}\right)=y_{i}, \quad n-j_{1} \leqq i \leqq n-1 .
\end{aligned}
$$

If $S=\left\{r \in \mathbf{R} \mid\right.$ there is a solution $y(m)$ of (1) satisfying $y\left(s_{i}\right)=z\left(s_{i}\right), 1 \leqq i \leqq n-1$, and $\left.y\left(s_{n}\right)=r\right\}$, then $S$ is a nonempty open subset of $\mathbf{R}$.

If we assume $S$ is not closed, and if $r_{0},\left\{r_{k}\right\}$, with $r_{k} \uparrow r_{0}$, and $y_{k}(m)$ are the standard points and solutions, then $y_{k}(m)<y_{k+1}(m)$ on $\left[s_{n},+\infty\right)$, for all $k \in \mathbf{N}$. Moreover, since $y_{k}\left(s_{i}\right)=z\left(s_{i}\right), n-j_{1} \leqq i \leqq n-1$, it follows from (B) that either
(i) $y_{k}\left(s_{n-j_{1}}-1\right)<y_{k+1}\left(s_{n-j_{1}}-1\right)$, for each $k \in \mathbf{N}$, if $j_{1}$ is even, or
(ii) $y_{k}\left(s_{n-j_{1}}-1\right)>y_{k+1}\left(s_{n-j_{1}}-1\right)$, for each $k \in \mathbf{N}$, if $j_{1}$ is odd.

Since the arguments for both cases are analogous, we may assume case (i) is the situation. In this case, since $r_{0} \notin S$, it follows from Theorem 3 that $y_{k}\left(s_{n-j_{1}}-1\right) \uparrow+\infty$, as $k \rightarrow+\infty$. Furthermore, it is again the case that, for some $m_{0} \in\left(s_{n}, s_{n}+n-1\right]$, $y_{k}\left(m_{0}\right) \uparrow+\infty$, as $k \rightarrow+\infty$.

Now let $u(m)$ be the solution at the points $s_{2}, \cdots, s_{p-1}, s_{p-1}+1$, $s_{p}, s_{p+1}, \cdots, s_{n-1}, s_{n}$ of the $\left(m_{1}+1,1, \cdots, 1,1, m_{p}-1,1, \cdots, 1, m_{n-j_{s}}, 1, \cdots, 1\right.$, $\left.m_{n-j_{s-1}}, 1, \cdots, 1, m_{n-j_{2}}, 1, \cdots, 1, m_{n-j_{1}}, 1, \cdots, 1\right)$ conjugate boundary value problem for (1) satisfying

$$
\begin{aligned}
& u\left(s_{i}\right)=z\left(s_{i}\right), \quad 2 \leqq i \leqq p-1, \\
& u\left(s_{p-1}+1\right)=0, \\
& u\left(s_{i}\right)=z\left(s_{i}\right), \quad p \leqq i \leqq n-1, \\
& u\left(s_{n}\right)=r_{0} .
\end{aligned}
$$

As with previous similar cases, there exists $K \in \mathbf{N}$ such that $u(m)-y_{K}(m)$ has a generalized zero at $s_{n}$, a generalized zero at some $n_{0} \in\left(s_{n}, m_{0}\right]$, and zeros at $s_{i}$, $2 \leqq i \leqq n-1$. This is a contradiction to (B), and we conclude that $S$ is closed; hence $S=\mathbf{R}$. Choosing $y_{n} \in S$, the associated solution $y(m)$ is the unique solution of (1) that we sought. This completes case (b).

The proof is complete.
Remark. We remark here that the half-line $[a,+\infty)$ is not necessary. In particular, the results can be extended to a finite interval $[a, b+n]$, where $b$ is the right-most point at which conditions are specified, so that our application of Theorem 1 can still be made in the arguments.
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#### Abstract

The singular perturbation problem $\varepsilon^{2} u^{\prime \prime}=h(x, u, \varepsilon), u(a)=u(b)=0$ is studied under the assumption that $h$ vanishes for some $x \in[a, b]$. Uniform asymptotic approximations are obtained for solutions exhibiting boundary layer behavior. Approximate Green's functions are constructed to show existence of solutions and verify formal approximations.
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1. Introduction. Elliptic singularly perturbed boundary value problems of the form

$$
\begin{gather*}
\varepsilon^{2} \nabla^{2} u=f(x, u, \varepsilon), \quad x \in \Omega,  \tag{1.1}\\
u(x)=0, \quad x \in \partial \Omega, \tag{1.2}
\end{gather*}
$$

where $\varepsilon$ is a small positive parameter, have been studied by Fife [2], van Harten [3] and others under the following hypotheses:
(a) There is a smooth $u_{0}$ so that $f\left(x, u_{0}(x), 0\right)=0$ for $x \in \Omega \cup \partial \Omega$.
(b) $f_{u}\left(x, u_{0}(x), 0\right)>0$ for $x \in \Omega \cup \partial \Omega$.
(c) $\int_{u_{0}(x)}^{A} f(x, s, 0) d s>0$ for $x \in \partial \Omega$ and $A$ between $u_{0}(x)$ and 0 .

They have shown that, for sufficiently small values of $\varepsilon$, problem (1.1), (1.2) has a solution $u_{\varepsilon}$ with a boundary layer of width $\varepsilon$ along $\partial \Omega$ and that asymptotic approximations of all orders can be constructed.

Recently, we have obtained equations similar to (1.1) while using regularization methods for optimization problems that arise in the identification of parameters. However, in these problems the function $f$ vanishes identically for some $x$ in the domain so that hypothesis (b) is violated. Note that (c) is also violated if $x$ happens to be a boundary point.

In this paper, as a first step in analyzing such problems, we consider ordinary differential equations

$$
\begin{equation*}
\varepsilon^{2} u^{\prime \prime}=h(x, u, \varepsilon) \tag{1.3}
\end{equation*}
$$

with Dirichlet boundary conditions, where $h(0, u, 0)=0$ for all $u$ and $x=0$ belongs to the domain of interest, and show that there is a solution with boundary layers at both endpoints. The exact behavior of the solution will be obtained by constructing and verifying a uniform asymptotic approximation. The analysis has some connection with classical turning point theory for linear equations (see Wasow [10]). However, our hypotheses rule out the possibility that solutions exhibit rapid oscillations. Cochran [1] has given a method for constructing solutions for linear boundary value problems under similar hypotheses.

In § 3 we consider first the case when $x=0$ is in the interior of the interval. One interesting aspect of the computation is that the regular expansion has a singularity at $x=0$. Nevertheless, a composite approximation is easily constructed and is verified

[^32]by the use of an approximate Green's function. We do not consider higher-order approximations.

In the final section, we treat the case where $x=0$ is a boundary point. Despite the fact that $h$ vanishes at the boundary, it is shown that an integral condition similar to hypothesis (c) suffices to obtain a solution with boundary layer behavior. We also verify that a lowest-order approximation consisting of the reduced solution with boundary layer corrections is uniformly valid. In contrast to the situation where hypotheses (a)-(c) hold, the boundary layer at $x=0$ is found to be thicker than the other one.
2. Preliminaries. In the following sections, we will use the method of approximate Green's functions introduced in van Harten and Vader-Burger [4] to show the existence of solutions and to verify formal approximations. Consequently, this section will summarize the results of [4] as they apply to (1.3) with Dirichlet boundary conditions

$$
\begin{equation*}
u(a)=u(b)=0 \tag{2.1}
\end{equation*}
$$

We will assume throughout that all functions are smooth enough to make the arguments valid, but class $C^{2}$ is sufficient in all cases.

Suppose a formal approximation $A(x, \varepsilon)$ has been obtained, in the sense that

$$
\begin{equation*}
\varepsilon^{2} A^{\prime \prime}-h(x, A, \varepsilon)=E(x, \varepsilon)=\mathscr{O}\left(\varepsilon^{\alpha}\right) \tag{2.2}
\end{equation*}
$$

for some $\alpha>0$ and all $x \in[a, b]$ and $A$ satisfies (2.1). Then

$$
\begin{equation*}
L_{\varepsilon}(v)=\varepsilon^{2} v^{\prime \prime}-h_{u}(x, A, \varepsilon) v \tag{2.3}
\end{equation*}
$$

is the linearization of (2.2) about $A$ and the residual nonlinear operator is given by

$$
\begin{equation*}
N_{\varepsilon}(v)=-\int_{0}^{1}(1-s) \frac{d^{2}}{d s^{2}} h(x, A+s v, \varepsilon) d s \tag{2.4}
\end{equation*}
$$

Let || \| denote the supremum norm on $C[a, b]$.
Definition. A function $\operatorname{Gr}(x, t, \varepsilon)$ is said to be an "approximate Green's function" for (1.3), (2.1) if it satisfies the following conditions:
(1) $\mathrm{Gr} \in C\left([a, b]^{2}\right)$ and Gr is smooth except across the diagonal $x=t$;
(2) The jump in $\mathrm{Gr}_{x}$ at $x=t$ satisfies

$$
\left[\mathrm{Gr}_{x}\right]_{x=t}=1+\mathscr{O}(\varepsilon) ;
$$

(3) There is a $\nu>0$ so that

$$
\int_{a}^{b}\left|L_{\varepsilon} \operatorname{Gr}(x, t)-\delta(x-t)\right| d t=\mathcal{O}\left(\varepsilon^{\nu}\right)
$$

uniformly for $x \in[a, b]$, where $\delta$ is the Dirac delta function;
(4) $\operatorname{Gr}$ satisfies $\operatorname{Gr}(a, t, \varepsilon)=\operatorname{Gr}(b, t, \varepsilon)=0$ for all $t \in[a, b]$.

If Gr is an approximate Green's function, we define an approximate right inverse $L_{\varepsilon}^{-1}$ for $L_{\varepsilon}$ by

$$
\begin{equation*}
L_{\varepsilon}^{-1} u(x)=\int_{a}^{b} \operatorname{Gr}(x, t) u(t) d t . \tag{2.5}
\end{equation*}
$$

The proof of the following theorem in [4] is based on a contraction mapping argument.

Theorem 1. Suppose that A satisfies (2.1), (2.2), $N_{\varepsilon}$ and $L_{\varepsilon}^{-1}$ are given by (2.4), and (2.5), respectively, where Gr is an approximate Green's function, and

$$
\begin{equation*}
\left\|N_{\varepsilon} L_{\varepsilon}^{-1} u_{1}-N_{\varepsilon} L_{\varepsilon}^{-1} u_{2}\right\| \leqq \frac{\rho}{\beta(\varepsilon)}\left\|u_{1}-u_{2}\right\| \tag{2.6}
\end{equation*}
$$

for $\left\|u_{1}\right\|,\left\|u_{2}\right\|<\rho, 0<\rho<\bar{\rho}(\varepsilon), \varepsilon$ sufficiently small and $\beta(\varepsilon)>0$. If

$$
\begin{equation*}
\|E\| \leqq \min \{\bar{\rho}(\varepsilon) / 4, \beta(\varepsilon) / 16\} \tag{2.7}
\end{equation*}
$$

then for $\varepsilon>0$ sufficiently small, (1.3), (2.1), has a locally unique solution $u(x, \varepsilon)$ so that

$$
\|u(x, \varepsilon)-A(x, \varepsilon)\| \leqq 4\left|L_{\varepsilon}^{-1}\right|\|E\|,
$$

where $\|$ is the norm of the operator $L_{\varepsilon}^{-1}$ as a mapping from $C[a, b]$ into $C[a, b]$.
This theorem with minor modification holds as well for a variety of perturbation problems and Banach spaces.

Now the calculations in [3] imply that

$$
\left\|N_{\varepsilon} v_{1}-N_{\varepsilon} v_{2}\right\|=\mathscr{O}(\rho)\left\|v_{1}-v_{2}\right\|
$$

for $\rho$ and $\varepsilon$ small, where $\rho$ is independent of $\varepsilon$, so (2.6) is true with $\beta=C /\left|L_{\varepsilon}^{-1}\right|$. Then (2.7) is satisfied if

$$
\begin{equation*}
\|E\| \times\left|L_{\varepsilon}^{-1}\right| \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 \tag{2.8}
\end{equation*}
$$

Corollary. If the error term $E$ in (2.2) satisfies (2.8), then for small $\varepsilon$, (1.3), (2.1) has a locally unique solution $u(x, \varepsilon)$ so that

$$
\begin{equation*}
\|u-A\| \leqq 4\left|L_{\varepsilon}^{-1}\right|\|E\| . \tag{2.9}
\end{equation*}
$$

3. Problems with an interior singularity. Consider now the problem

$$
\begin{gather*}
\varepsilon^{2} u^{\prime \prime}=x^{m} f(x, u)+\varepsilon^{2} g(x, u, \varepsilon),  \tag{3.1}\\
u(-1)=u(1)=0, \tag{3.2}
\end{gather*}
$$

where $m$ is an even positive integer. More general problems could be considered; for example, we could replace $x^{m}$ by $|x|^{m}$, where $m$ is allowed to be odd. We will assume the following:
(a) There is a smooth $u_{0}$ so that $f\left(x, u_{0}(x)\right)=0,-1 \leqq x \leqq 1$;
(b) $f_{u}\left(x, u_{0}\right)>k^{2}>0,-1 \leqq x \leqq 1$;
(c) $\int_{u_{0}(-1)}^{\theta} f(-1, s) d s>0$ for $\theta$ between $u_{0}(-1)$ and 0 ;
(d) $\int_{u_{0}(1)}^{\theta} f(1, s) d s>0$ for $\theta$ between $u_{0}(1)$ and 0 .

The first step is to construct an approximation of the solution of (3.1), (3.2) valid near $x=0$. If a regular expansion $u=u_{0}(x)+\varepsilon^{2} u_{1}(x)+\cdots$ is substituted into (3.1), we find that

$$
\begin{equation*}
u_{1}(x)=\frac{u_{0}^{\prime \prime}(x)-g\left(x, u_{0}, 0\right)}{x^{m} f_{u}\left(x, u_{0}\right)} \tag{3.3}
\end{equation*}
$$

which is generally singular at $x=0$. We consider only the worst case, namely that
(e) $F(x) \equiv u_{0}^{\prime \prime}(x)-g\left(x, u_{0}(x), 0\right) \neq 0$ at $x=0$.

To correct the singularity, we try as an approximation near zero

$$
\begin{equation*}
u_{0}(x)+\varepsilon^{4 /(m+2)} v(\xi, \varepsilon) \tag{3.4}
\end{equation*}
$$

with $\xi=x \varepsilon^{-2 /(m+2)}$. If we put (3.4) into (3.1), we find that $v$ satisfies the nonhomogeneous equation

$$
\begin{equation*}
\frac{d^{2} v}{d \xi^{2}}=\xi^{m} f_{u}\left(0, u_{0}(0)\right) v-F(0) \tag{3.5}
\end{equation*}
$$

To obtain matching with the first two terms of the regular expansion, we want a solution of (3.5) so that

$$
\begin{equation*}
v(\xi, \varepsilon) \sim \frac{F(0)}{\xi^{m} f_{u}\left(0, u_{0}(0)\right)} \quad \text { as } \xi \rightarrow \pm \infty \tag{3.6}
\end{equation*}
$$

Now let $\eta=\xi f_{u}\left(0, u_{0}(0)\right)^{1 /(m+2)}$ and write (3.5) in terms of the independent variable $\eta$ :

$$
\begin{equation*}
\frac{d^{2} v}{d \eta^{2}}=\eta^{m} v-\frac{F(0)}{f_{u}\left(0, u_{0}(0)\right)^{2 /(m+2)}} \tag{3.7}
\end{equation*}
$$

It is well known (see, for example, [11]) that the homogeneous portion of (3.7) has the solution

$$
\begin{equation*}
w(\eta)=\eta^{1 / 2} K_{1 /(m+2)}\left(\frac{2 \eta^{(m+2) / 2}}{m+2}\right) \tag{3.8}
\end{equation*}
$$

for $\eta \geqq 0$, where $K_{1 /(m+2)}$ is a modified Bessel function; furthermore, $w$ can be continued to an analytic function defined for all $\eta$. Note that $w(-\eta)$ is also a solution of the homogeneous part of (3.7).

Define

$$
\begin{equation*}
v(\eta)=\frac{F(0)}{\mathrm{Wr}}\left(\frac{1}{f_{u}\left(0, u_{0}(0)\right)}\right)^{2 /(m+2)}\left\{w(-\eta) \int_{\eta}^{\infty} w(t) d t+w(\eta) \int_{-\infty}^{\eta} w(-t) d t\right\} \tag{3.9}
\end{equation*}
$$

where Wr is the Wronskian of $w(\eta), w(-\eta)$ :

$$
\mathrm{Wr}=-2 w(0) w^{\prime}(0)>0
$$

Then $v$ satisfies (3.7). Using the well-known asymptotic expansions of the modified Bessel functions or the Liouville-Green approximations (see [7]), we easily obtain

$$
w(\eta) \sim \begin{cases}c_{1} \eta^{-m / 4} \exp \left(-\frac{2}{m+2} \eta^{(m+2) / 2}\right) & \text { as } \eta \rightarrow \infty  \tag{3.10}\\ c_{2}(-\eta)^{-m / 4} \exp \left(\frac{2}{m+2} \eta^{(m+2) / 2}\right) & \text { as } \eta \rightarrow-\infty\end{cases}
$$

for some constants $c_{1}, c_{2}$. It is then straightforward to verify (3.6) by using (3.9) and (3.7).

A formal composite approximation can be defined by

$$
\begin{equation*}
a(x, \xi, \varepsilon)=u_{0}(x)+\varepsilon^{4 /(m+2)} \frac{F(x)}{F(0)} \frac{f_{u}\left(0, u_{0}(0)\right)}{f_{u}\left(x, u_{0}(x)\right)} v(\xi) \tag{3.11}
\end{equation*}
$$

We show in the Appendix that for any constant $\delta>0$,

$$
\varepsilon^{2} a^{\prime \prime}-x^{m} f(x, a)-\varepsilon^{2} g(x, a, \varepsilon)= \begin{cases}\mathcal{O}\left(\varepsilon^{4}\right), & \text { for } \delta \leqq|x| \leqq 1,  \tag{3.12}\\ \mathcal{O}\left(\varepsilon^{4((m+3) /(2 m+5))}\right) & \text { for }|x| \leqq 1\end{cases}
$$

For large $|\xi|$, we have

$$
a(x, \varepsilon)=u_{0}(x)+\frac{\varepsilon^{2} F(x)}{x^{m} f_{u}\left(x, u_{0}(x)\right)}+\mathscr{O}\left(\frac{1}{\xi^{2}}\right) .
$$

Define

$$
\bar{a}(x)= \begin{cases}a(x) & \text { if }|x| \leqq .5  \tag{3.13}\\ u_{0}(x)+\frac{\varepsilon^{2} F(x)}{x^{m} f_{u}\left(x, u_{0}(x)\right)}+\Lambda(x) \mathcal{O}\left(\frac{1}{\xi^{2}}\right) & \text { if }|x|>.5\end{cases}
$$

where $\Lambda$ is a cutoff function on the interval $[-1,1]$ having the value 1 near $x=0$ and having the value zero near $x=-1$ and $x=1$.

Finally, to obtain an approximation that is also valid near the endpoints, we require boundary layer corrections of the form

$$
\begin{aligned}
B_{1}\left(\frac{1-x}{\varepsilon}, \varepsilon\right) & =B_{1}\left(\frac{1-x}{\varepsilon}, 0\right)+\mathcal{O}(\varepsilon), \\
B_{-1}\left(\frac{x+1}{\varepsilon}, \varepsilon\right) & =B_{-1}\left(\frac{x+1}{\varepsilon}, 0\right)+\mathcal{O}(\varepsilon),
\end{aligned}
$$

at the endpoints $x=1$ and $x=-1$, respectively. Since the construction of these corrections has been given by many authors (see [2], [3], [9]), we refer the reader to these sources for the details. The global approximation is

$$
\begin{equation*}
A=\bar{a}+\Gamma B_{-1}+(1-\Gamma) B_{1} \tag{3.14}
\end{equation*}
$$

where $\Gamma$ is a cutoff function that is 1 near $x=-1$ and is zero near $x=1$. Then $A$ satisfies (3.12) as well as (3.2).

The next theorem will demonstrate that $A$ gives a uniform approximation of a solution $u$ of (3.1), (3.2) for sufficiently small $\varepsilon>0$. Note that since $A-u_{0}(x)=$ $\mathscr{O}\left(\varepsilon^{4 /(m+2)}\right)$ near $x=0$, the theorem implies that the graph of $u-u_{0}(x)$ has a small "bump" as a result of the singularity at $x=0$ and the size of the bump increases with $m$.

Theorem 2. Assume hypotheses (a)-(e). For $\varepsilon>0$ sufficiently small, (3.1), (3.2) has a locally unique solution $u(x, \varepsilon)$ so that

$$
u(x, \varepsilon)-A(x, \varepsilon)=\mathcal{O}\left(\varepsilon^{(10 m+24 /(2 m+5)(m+2))}\right)
$$

uniformly in $[0,1]$, where $A$ is defined by (3.14), (3.13), (3.9), and (3.8).
Proof. The key element in the proof is the construction of an appropriate approximate Green's function for (3.1), (3.2). Let $\lambda(t)=f_{u}^{1 / 2}\left(t, u_{0}(t)\right)$ for $-1 \leqq t \leqq 1$. We will define $H_{m}(x, t, \varepsilon)$ to be the solution of the problem:

$$
\begin{gather*}
\varepsilon^{2} \frac{d^{2} H_{m}}{d x^{2}}-\lambda^{2} x^{m} H_{m}=\delta(t-x), \\
H_{m}(-1, t)=H_{m}(1, t)=0 . \tag{3.15}
\end{gather*}
$$

Now $w\left( \pm(\lambda / \varepsilon)^{2 /(m+2)} x\right)$ are independent solutions of the homogeneous equation. Define

$$
\begin{aligned}
& h_{1}\left(\left(\frac{\lambda}{\varepsilon}\right)^{2 /(m+2)} x\right)=w\left(\left(\frac{\lambda}{\varepsilon}\right)^{2 /(m+2)} x\right)-\frac{w\left((\lambda / \varepsilon)^{2 /(m+2)}\right)}{w\left(-(\lambda / \varepsilon)^{2 /(m+2)}\right)} w\left(-\left(\frac{\lambda}{\varepsilon}\right)^{2 /(m+2)} x\right), \\
& h_{2}\left(\left(\frac{\lambda}{\varepsilon}\right)^{2 /(m+2)} x\right)=w\left(-\left(\frac{\lambda}{\varepsilon}\right)^{2 /(m+2)} x\right)-\frac{w\left((\lambda / \varepsilon)^{2 /(m+2)}\right)}{w\left(-(\lambda / \varepsilon)^{2 /(m+2)}\right)} w\left(\left(\frac{\lambda}{\varepsilon}\right)^{2 /(m+2)} x\right),
\end{aligned}
$$

so that $h_{1}, h_{2}$ satisfy the homogeneous equation, $h_{1}$ vanishes at $x=1, h_{2}$ vanishes at $x=-1$, and

$$
h_{2}(-\eta), h_{1}(\eta)= \begin{cases}\mathcal{O}\left(\eta^{-m / 4} \exp \left(-\frac{2}{m+2} \eta^{(m+2) / 2}\right)\right) & \text { as } \eta \rightarrow \infty  \tag{3.16}\\ \mathcal{O}\left((-\eta)^{-m / 4} \exp \left(\frac{2}{m+2} \eta^{(m+2) / 2}\right)\right) & \text { as } \eta \rightarrow-\infty\end{cases}
$$

Then specifically we have
$H_{m}(x, t, \varepsilon)= \begin{cases}-C \varepsilon^{-(2 m+2) /(m+2)} h_{1}\left(\left(\frac{\lambda}{\varepsilon}\right)^{2 /(m+2)} t\right) h_{2}\left(\left(\frac{\lambda}{\varepsilon}\right)^{2 /(m+2)} x\right) & \text { if }-1 \leqq x \leqq t \leqq 1, \\ -C \varepsilon^{-(2 m+2) /(m+2)} h_{1}\left(\left(\frac{\lambda}{\varepsilon}\right)^{2 /(m+2)} x\right) h_{2}\left(\left(\frac{\lambda}{\varepsilon}\right)^{2 /(m+2)} t\right) & \text { if }-1 \leqq t \leqq x \leqq 1,\end{cases}$
where $C$ is a constant independent of $\varepsilon$.
Let $L_{\varepsilon}$ be the linearization of (3.1) about $A$ (see (2.3)). Then

$$
\begin{align*}
L_{\varepsilon} H_{m} & =\varepsilon^{2} \frac{d^{2} H_{m}}{d x^{2}}-x^{m} f_{u}(x, A) H_{m}+\mathcal{O}\left(\varepsilon^{2}\right) \\
& =\varepsilon^{2} \frac{d^{2} H_{m}}{d x^{2}}-\lambda^{2} x^{m} H_{m}+\left[\lambda^{2}-f_{u}(x, A)\right] x^{m} H_{m}+\mathcal{O}\left(\varepsilon^{2}\right)  \tag{3.18}\\
& =\delta(t-x)+\left\{\mathcal{O}(|t-x|)-f_{u u}(x, \sim)\left[\mathcal{O}\left(\varepsilon^{4 /(m+2)} v\right)+B_{-1}+B_{1}\right]\right\} x^{m} H_{m}+\mathcal{O}\left(\varepsilon^{2}\right),
\end{align*}
$$

where $\sim$ is between $u_{0}$ and $A$.
In a similar way, $H_{0}(x, t, \varepsilon)$ is defined to be the solution of

$$
\begin{gathered}
\varepsilon^{2} \frac{d^{2} H_{0}}{d x^{2}}-\lambda^{2} t^{m} H_{0}=\delta(t-x) \\
H_{0}(-1, t)=H_{0}(1, t)=0
\end{gathered}
$$

Note that the explicit formula for $H_{0}$ involves only exponential functions. Now

$$
\begin{aligned}
L_{\varepsilon} H_{0} & =\varepsilon^{2} \frac{d^{2} H_{0}}{d x^{2}}-x^{m} f_{u}(x, A) H_{0}+\mathcal{O}\left(\varepsilon^{2}\right) \\
& =\varepsilon^{2} \frac{d^{2} H_{0}}{d x^{2}}-\lambda^{2} t^{m} H_{0}+\left[\lambda^{2} t^{m}-f_{u}(x, A) x^{m}\right] H_{0}+\mathscr{O}\left(\varepsilon^{2}\right) \\
& =\delta(t-x)+\mathcal{O}(|x-t|) H_{0}-f_{u u}\left(\varepsilon^{4 /(m+2)} v+B_{-1}+B_{1}\right) x^{m} H_{0}+\mathcal{O}\left(\varepsilon^{2}\right) .
\end{aligned}
$$

According to the calculations in [2], we can choose $M_{-1}, M_{1}$ to be solutions of

$$
\begin{gather*}
\varepsilon^{2} \frac{d^{2} M_{-1}}{d x^{2}}-f_{u}\left(-1, u_{0}(-1)+B_{-1}\left(\frac{x+1}{\varepsilon}, 0\right)\right) M_{-1}=f_{u u} B_{-1}\left(\frac{x+1}{\varepsilon}, 0\right) H_{0}  \tag{3.20}\\
\varepsilon^{2} \frac{d^{2} M_{1}}{d x^{2}}-f_{u}\left(1, u_{0}(1)+B_{1}\left(\frac{1-x}{\varepsilon}, 0\right)\right) M_{1}=f_{u u} B_{1}\left(\frac{1-x}{\varepsilon}, 0\right) H_{0}
\end{gather*}
$$

which vanish at $x=-1, x=1$, respectively, and satisfy

$$
M_{-1}=\mathscr{O}\left(\varepsilon^{-1} \exp \left(\frac{-x-1}{\varepsilon}\right)\right), \quad M_{1}=\mathcal{O}\left(\varepsilon^{-1} \exp \left(\frac{x-1}{\varepsilon}\right)\right)
$$

For $M_{1}$ we have

$$
\begin{align*}
L_{\varepsilon} M_{1} & =\varepsilon^{2} M_{1}-f_{u}(x, A) M_{1}+\mathscr{O}\left(\varepsilon^{2}\right) \\
& =f_{u u} B_{1}\left(\frac{1-x}{\varepsilon}, 0\right) H_{0}+\mathcal{O}\left(|x-1| M_{1}\right)+\mathscr{O}\left(\varepsilon M_{1}\right)+\mathscr{O}\left(\varepsilon^{2}\right) \tag{3.22}
\end{align*}
$$

A similar equation holds for $M_{-1}$.
The approximate Green's function is defined as follows:

$$
\begin{align*}
\operatorname{Gr}(x, t, \varepsilon)= & \Lambda(t) H_{m}(x, t, \varepsilon)+(1-\Lambda(t)) H_{0}+\Gamma(x) \chi\left(\frac{t+1}{\varepsilon^{\alpha}}\right) M_{-1} \\
& +(1-\Gamma(x)) \chi\left(\frac{1-t}{\varepsilon^{\alpha}}\right) M_{1} \tag{3.23}
\end{align*}
$$

where $\chi$ is a cutoff function defined on $[0, \infty]$ which is 1 near zero and is zero when its argument is greater than 1 , and $0<\alpha<2 /(m+2)$.

Among the conditions for a function to be an approximate Green's function, only the third condition is not immediate. Using (3.18), (3.19), and (3.22), we have

$$
\begin{aligned}
L_{\varepsilon} \mathrm{Gr}-\delta(x-t)=\Lambda(t)[ & \left.\mathscr{O}(|t-x|)-f_{u u}\left(\mathscr{O}\left(\varepsilon^{4 /(m+2)} v\right)+B_{-1}+B_{1}\right)\right] x^{m} H_{m} \\
& +(1-\Lambda(t))\left[\mathscr{O}(|t-x|)-f_{u u}\left(\mathscr{O}\left(\varepsilon^{4 /(m+2)} v\right)+\mathscr{O}(\varepsilon)\right) x^{m}\right. \\
& \left.+\mathscr{O}\left((1-x) B_{1}\right)+\mathscr{O}\left((x+1) B_{-1}\right)\right] H_{0} \\
& +\left[(1-\Gamma(x)) \chi\left((1-t) / \varepsilon^{\alpha}\right)\right. \\
& -(1-\Lambda(t))] f_{u u} B_{1}((1-x) / \varepsilon, 0) H_{0} \\
& +\left[\Gamma(x) \chi\left((1+t) / \varepsilon^{\alpha}\right)\right. \\
& -(1-\Lambda(t))] f_{u u} B_{-1}((1+x) / \varepsilon, 0) H_{0} \\
& +(1-\Gamma(x)) \chi\left((1-t) / \varepsilon^{\alpha}\right)[\mathcal{O}(1-x)+\mathscr{O}(\varepsilon)] M_{1} \\
& +\Gamma(x) \chi\left((1-t) / \varepsilon^{\alpha}\right)[\mathcal{O}(x+1)+\mathscr{O}(\varepsilon)] M_{-1}+\mathscr{O}\left(\varepsilon^{2}\right)
\end{aligned}
$$

The following estimates are valid uniformly for $x \in[-1,1]$ and for all nonnegative even integers $m$ :

$$
\begin{gather*}
\int_{-1}^{1}|t-x|\left|x^{m} H_{m}\right| d t=\mathcal{O}\left(\varepsilon^{2 /(m+2)}\right)  \tag{3.25}\\
 \tag{3.26}\\
\quad \int_{-1}^{1}\left|H_{m}\right| d t=\mathscr{O}\left(\varepsilon^{-2 m /(m+2)}\right)  \tag{3.27}\\
\quad \int_{-1}^{1}\left|v x^{m} H_{m}\right| d t=\mathscr{O}(1)  \tag{3.28}\\
\int_{0}^{1-C \varepsilon^{\alpha}}\left|B_{1}\left(\frac{1-x}{\varepsilon}, 0\right) H_{0}\right| d t=\text { transcendentally small. }
\end{gather*}
$$

We prove estimate (3.25) in Appendix B. The others can be established more easily. It follows from these estimates that Gr is an approximate Green's function.

Finally, from (3.26) we obtain

$$
\int_{-1}^{1}|\operatorname{Gr}| d t=\mathscr{O}\left(\varepsilon^{-2 m /(m+2)}\right)
$$

uniformly for $x \in[-1,1]$, so

$$
\left|L_{\varepsilon}^{-1}\right|=\mathcal{O}\left(\varepsilon^{-2 m /(m+2)}\right) .
$$

The result then follows immediately from the corollary to Theorem 1.
Remark. We can show by comparison techniques that $u(x, \varepsilon)-A(x, \varepsilon)=\mathscr{O}\left(\varepsilon^{4}\right)$ uniformly for $0<\delta \leqq|x| \leqq 1$, where $\delta$ is independent of $\varepsilon$ and $\varepsilon$ is sufficiently small. We omit the details.
4. Problems with a singularity at the boundary. In this final section, we treat the boundary value problem

$$
\begin{gather*}
\varepsilon^{2} u^{\prime \prime}=x^{m} f(x, u)+\varepsilon^{2} g(x, u, \varepsilon),  \tag{4.1}\\
u(0)=u(1)=0, \tag{4.2}
\end{gather*}
$$

where $m$ is a positive integer and $f$ satisfies the hypotheses of $\S 3$ with the exception that the inequality in (c) is replaced by
(c) $\int_{u_{0}(0)}^{\theta^{*}} f(0, s) d s>0$ for $\theta$ between $u_{0}(0)$ and 0 .

Once again, we anticipate boundary layer behavior at the endpoints, but the layer at $x=0$ will be thicker than the one at $x=1$. The lowest-order approximation will consist of the reduced solution $u_{0}$ plus boundary layer corrections.

With $\xi=x \varepsilon^{-2 /(m+2)}$, we find that the first term in the boundary layer correction at zero, $\Theta(\xi)$, satisfies

$$
\begin{gather*}
\frac{d^{2} \Theta}{d \xi^{2}}=\xi^{m} f\left(0, u_{0}(0)+\Theta\right),  \tag{4.3}\\
\Theta(0)=-u_{0}(0), \quad \Theta(\xi) \rightarrow 0 \quad \text { as } \xi \rightarrow \infty . \tag{4.4}
\end{gather*}
$$

Let $\lambda(t)=f_{u}^{1 / 2}\left(t, u_{0}(t)\right)$.
Lemma. The problem (4.3), (4.4) has a monotone solution $\Theta(\xi)$ for which, given $\delta>0$, there is a $C>0$ so that

$$
\begin{equation*}
|\Theta(\xi)| \leqq C \exp \left(\frac{-2 \lambda(0)+\delta}{m+2} \xi^{(m+2) / 2}\right) \tag{4.5}
\end{equation*}
$$

for $\xi \geqq 0$.
Proof. Suppose that $u_{0}(0)<0$; the other case is similar. We define a positive, monotone decreasing function $\beta(\xi), \xi \geqq 0$ by

$$
\begin{equation*}
\frac{2}{m+2} \xi^{(m+2) / 2}=\int_{\beta}^{-u_{0}(0)} d \tau / \sqrt{2 \int_{0}^{\tau} f\left(0, u_{0}(0)+s\right) d s} \tag{4.6}
\end{equation*}
$$

Note that $\beta(0)=-u_{0}(0)$,

$$
\begin{equation*}
\frac{d \beta}{d \xi}=-\xi^{m / 2} \sqrt{2 \int_{0}^{\beta} f\left(0, u_{0}(0)+s\right) d s} \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d^{2} \beta}{d \xi^{2}}=\xi^{m} f\left(0, u_{0}(0)+\beta\right)-\frac{m}{2} \xi^{(m-2) / 2} \sqrt{2 \int_{0}^{\beta} f\left(0, u_{0}(0)+s\right) d s} \tag{4.8}
\end{equation*}
$$

Furthermore, we can use an argument like the one given by Fife [2] for the case $m=0$ to show that for each $\delta>0$ there is a $C>0$ so that

$$
\beta(\xi) \leqq c \exp \left(\frac{-2 \lambda(0)+\delta}{m+2} \xi^{(m+2) / 2}\right)
$$

for $\xi \geqq 0$.

Now (4.8) implies that $\beta$ is an upper solution for (4.3), (4.4). In the case $m=1$, $\beta^{\prime \prime}$ is singular at $\xi=0$, but singularities of this type at the boundary are permissible. Since zero is a lower solution, it follows that (4.3), (4.4) has a solution $\Theta(\xi)$ satisfying (4.5).

It remains to show that $\Theta$ is monotone decreasing. From (4.3), (4.5), it is clear that $\Theta^{\prime}(\xi) \rightarrow 0$ exponentially fast as $\xi \rightarrow \infty$. Multiplying (4.3) by $\Theta^{\prime}$, integrating both sides from $\infty$ to $\xi$ and using integration by parts, we obtain

$$
\begin{aligned}
.5 \Theta^{\prime 2}(\xi) & =\int_{\infty}^{\xi} \Theta^{\prime} \Theta^{\prime \prime} d \tau \\
& =\int_{\infty}^{\xi} \tau^{m} f\left(0, u_{0}(0)+\Theta\right) \Theta^{\prime} d \tau \\
& =\xi^{m} \int_{0}^{\Theta(\xi)} f\left(0, u_{0}(0)+s\right) d s+\int_{\xi}^{\infty} m \tau^{m-1} \int_{0}^{\Theta(\tau)} f\left(0, u_{0}(0)+s\right) d s d \tau
\end{aligned}
$$

so hypothesis (c)' implies that $\Theta^{\prime}(\xi) \neq 0$ for all $\xi \geqq 0$, and the proof is complete.
The next theorem yields the existence of a solution having a boundary layer of width $\varepsilon^{2 /(m+2)}$ at $x=0$ and a boundary layer of width $\varepsilon$ at $x=1$.

Theorem 3. Assume hypotheses (a), (b), (c)', and (d) are satisfied for the interval $[0,1]$. For all $\delta>0$ and sufficiently small $\varepsilon>0,(4.1)$, (4.2) has a solution $u(x, \varepsilon)$ so that $u(x, \varepsilon)-u_{0}(x, \varepsilon)=\mathscr{O}\left(\varepsilon^{2}\right)$ uniformly for $\delta \leqq x \leqq 1-\delta$.

Proof. We consider the case that $u_{0}(0)$ and $u_{0}(1)$ are negative. Existence will follow from the construction of upper and lower solutions for (4.1), (4.2).

An upper solution can be chosen to have the form

$$
\begin{equation*}
u_{0}(x)+\beta(\xi)+\gamma\left(\frac{1-x}{\varepsilon}\right)+C \varepsilon^{4 /(m+2)} V(\xi) \tag{4.9}
\end{equation*}
$$

where $\beta$ is defined by (4.6), $\gamma$ is a certain positive solution of

$$
\varepsilon^{2} \frac{d^{2} \gamma}{d x^{2}}-f\left(1, u_{0}(1)+\gamma\right)<0, \quad \gamma(0)=-u_{0}(1)
$$

so that $\gamma \rightarrow 0$ as $\varepsilon \rightarrow 0$ for $x<1$, and $C$ is a positive constant to be determined. The definition of $V$ is similar to the definition of $v$ in §3. Let $\bar{\eta}=\xi k^{2 /(m+2)}$ and let $w(\bar{\eta})$ be defined as in (3.8). Define

$$
\begin{equation*}
\bar{w}(\bar{\eta})=\bar{\eta}^{1 / 2} I_{1 /(m+2)}\left(\frac{2 \bar{\eta}^{(m+2) / 2}}{m+2}\right), \tag{4.10}
\end{equation*}
$$

where $I$ is a modified Bessel function, and

$$
V(\bar{\eta})=W r^{-1}\left\{\bar{w}(\bar{\eta}) \int_{\bar{\eta}}^{\infty} w(t) d t+w(\bar{\eta}) \int_{0}^{\bar{\eta}} \bar{w}(t) d t\right\},
$$

where Wr is the Wronskian. Then $V$ satisfies the equation

$$
\begin{equation*}
\frac{d^{2} V}{d \bar{\eta}^{2}}-\bar{\eta}^{m} V=-1 \tag{4.11}
\end{equation*}
$$

and

$$
V(\bar{\eta}) \sim \bar{\eta}^{-m}
$$

as $\bar{\eta} \rightarrow \infty$.
It suffices to verify that (4.9) satisfies the requisite differential inequality near $x=0$; see Howes [6, Thm. 4.1] for the verification near $x=1$.

Substituting (4.9) into (4.1), using a prime to denote differentiation with respect to $x$, and neglecting $\gamma$, which is exponentially small, we have

$$
\begin{array}{rl}
x^{m} f\left(x, u_{0}+\beta+C \varepsilon^{4 /(m+2)} V(\xi)\right)-\varepsilon^{2}\left(u_{0}^{\prime \prime}+\beta^{\prime \prime}+C \varepsilon^{4 /(m+2)} V^{\prime \prime}\right)+\mathscr{O}\left(\varepsilon^{2}\right) \\
=x^{m} & {\left[f\left(x, u_{0}(x)+\beta\right)-f\left(0, u_{0}(0)+\beta\right)\right]+x^{m} f\left(0, u_{0}(0)+\beta\right)-\varepsilon^{2} \beta^{\prime \prime}} \\
& \quad+x^{m}\left[f_{u}(x, \sim)-k^{2}\right] C \varepsilon^{4 /(m+2)} V+\left[k^{2} x^{m} V-\varepsilon^{2} V^{\prime \prime}\right] C \varepsilon^{4 /(m+2)}+\mathscr{O}\left(\varepsilon^{2}\right)  \tag{4.12}\\
\geqq O & \mathcal{O}\left(x^{m+1} \beta\right)+\frac{m}{2} x^{(m-2) / 2} \varepsilon\left(2 \int_{0}^{\beta} f\left(0, u_{0}(0)+s\right) d s\right)^{1 / 2} \\
\quad+\mathscr{O}\left(x^{m} C \varepsilon^{4 /(m+2)} V\right)+C k^{4 /(m+2)} \varepsilon^{2}+\mathscr{O}\left(\varepsilon^{2}\right)
\end{array}
$$

by the Mean Value Theorem, (4.8), and (4.11). Consider an interval $0 \leqq x \leqq D \varepsilon^{2 /(m+2)}$. The second and fourth terms in the last expression in (4.12) are positive and dominate the other terms on this interval for large enough $C$, so (4.12) is positive on such an interval. Also, we can assume that

$$
f_{u}\left(x, u+\beta+C \varepsilon^{4 /(m+2)} V\right) \geqq k^{2}
$$

for $x \geqq D \varepsilon^{2 /(m+2)}$.
For $x \geqq D \varepsilon^{2 /(m+2)}$, the expression (4.12) is at least as large as

$$
\begin{aligned}
& \mathcal{O}\left(x^{m+1} \beta\right)+\frac{m}{2} x^{(m-2) / 2} \varepsilon\left(2 \int_{0}^{\beta} f\left(0, u_{0}(0)+s\right) d s\right)^{1 / 2} \\
& \quad+C \varepsilon^{4 /(m+2)}\left[-\varepsilon^{2} V^{\prime \prime}+x^{m} f_{u}(x, \sim) V\right]+\mathcal{O}\left(\varepsilon^{2}\right) \\
& \geqq \geqq \mathcal{O}\left(x^{m+1} \beta\right)+\frac{m}{2} x^{(m-2) / 2} \varepsilon\left(2 \int_{0}^{\beta} f\left(0, u_{0}(0)+s\right) d s\right)^{1 / 2} \\
& \quad+C k^{4 /(m+2)} \varepsilon^{2}+\mathcal{O}\left(\varepsilon^{2}\right) .
\end{aligned}
$$

Note that the second term in the last expression dominates the first term for $x \ll \varepsilon^{2 /(m+4)}$ and $\beta$ is exponentially small for $x \gg \varepsilon^{2(m+2)}$. Consequently, (4.12) is positive for all $x$ in a neighborhood of zero if $C$ is large and $\varepsilon$ is small.

It is routine to check that $u_{0}(x)-C \varepsilon^{4 /(m+2)} V$ serves as a lower solution for large enough $C$. These calculations, together with the asymptotic behavior of $V$, complete the proof for the case considered.

An approximation for a solution of (4.1), (4.2) is defined by

$$
\begin{equation*}
A\left(x, \xi, \frac{1-x}{\varepsilon}, \varepsilon\right)=u_{0}(x)+\Gamma(x) \Theta(\xi)+(1-\Gamma(x)) B_{1}\left(\frac{1-x}{\varepsilon}, \varepsilon\right) \tag{4.13}
\end{equation*}
$$

where $B_{1}$ is an appropriate boundary layer correction at $x=1$ and $\Gamma$ is a cutoff function which has the value 1 near zero and the value zero near 1 . A straightforward calculation yields

$$
\begin{equation*}
\varepsilon^{2} A^{\prime \prime}-x^{m} f(x, A)-\varepsilon^{2} g(x, A, \varepsilon)=\mathscr{O}\left(\varepsilon^{(2 m+2) /(m+2)}\right), \tag{4.14}
\end{equation*}
$$

uniformly for $x \in[0,1]$ and $A(0)=A(1)=0$. Of course, higher-order approximations would involve terms such as the one in (3.11) to correct the singularity in the regular expansion, as well as additional boundary layer terms.

We can verify the formal approximation (4.13) if hypothesis (c)' is strengthened. Theorem 4. Assume hypotheses (a), (b), and (d) are satisfied for the interval [0, 1], and
(c)" $f(0, s)>0$ for $s$ between zero and $u_{0}(0)$.

For all sufficiently small positive $\varepsilon$, (4.1), (4.2) has a locally unique solution $u(x, \varepsilon)$ so that

$$
u(x, \varepsilon)-A(x, \varepsilon)=\mathcal{O}\left(\varepsilon^{2 /(m+2)}\right)
$$

uniformly for $0 \leqq x \leqq 1$, where $A$ is defined by (4.13), (4.3), and (4.4).
Proof. As in the proof of Theorem 2, we let $\lambda(t)=f_{u}^{1 / 2}\left(t, u_{0}(t)\right)$ and define $H_{m}(t, x)$ to be the solution of

$$
\begin{gather*}
\varepsilon^{2} \frac{d^{2} H_{m}}{d x^{2}}-\lambda^{2} x^{m} H_{m}=\delta(t-x), \\
H_{m}(0, t)=H_{m}(1, t)=0 . \tag{4.15}
\end{gather*}
$$

Since $m$ is allowed to be odd, the construction of $H_{m}$ is slightly different from that given previously. Let $w$ be defined by (3.8), $\bar{w}$ by (4.10), $h_{2}(s)=\bar{w}(s)$, and

$$
h_{1}(s)=w(s)-\frac{w\left((\lambda / \varepsilon)^{2 /(m+2)}\right)}{h_{2}\left((\lambda / \varepsilon)^{2 /(m+2)}\right)} h_{2}(s) .
$$

Then

$$
\begin{aligned}
& h_{1}(s)=\mathscr{O}\left(s^{-m / 4} \exp \left(-\frac{2}{m+2} s^{(m+2) / 2}\right)\right), \\
& h_{2}(s)=\mathscr{O}\left(s^{-m / 4} \exp \left(\frac{2}{m+2} s^{(m+2) / 2}\right)\right)
\end{aligned}
$$

as $s \rightarrow \infty$. With $s=(\lambda / \varepsilon)^{2 /(m+2)} x, h_{2}, h_{2}$ satisfy the homogeneous portion of (4.11), $h_{1}$ vanishes at $x=1$ and $h_{2}$ vanishes at $x=0$.

Then $H_{m}$ is defined as in (3.17). Also, $H_{0}$ is defined much as in the proof of Theorem 2 with the obvious modifications needed to accommodate the interval [0, 1]. With $L_{\varepsilon}$ as in (2.3),

$$
\begin{align*}
& L_{\varepsilon} H_{m}=\delta(t-x)+\left\{\mathscr{O}(|t-x|)-f_{u u}\left[\Gamma \Theta+(1-\Gamma) B_{1}\right]\right\} x^{m} H_{m}+\mathcal{O}\left(\varepsilon^{2}\right),  \tag{4.16}\\
& L_{\varepsilon} H_{0}=\delta(t-x)+\mathscr{O}(|t-x|) H_{0}-f_{u u}\left[\Gamma \Theta+(1-\Gamma) B_{1}\right] x^{m} H_{0}+\mathscr{O}\left(\varepsilon^{2}\right) . \tag{4.17}
\end{align*}
$$

The function

$$
M_{1}=\mathcal{O}\left(\varepsilon^{-1} \exp (\mathrm{x}-1) / \varepsilon\right)
$$

is chosen as in the proof of Theorem 2 to be a solution of (3.21) that vanishes at $x=1$. $M_{0}$ is chosen to be a solution of

$$
\begin{equation*}
\frac{d^{2} M_{0}}{d \xi^{2}}-\xi^{m} f_{u}\left(0, u_{0}(0)+\Theta\right) M_{0}=f_{u u} \Theta \xi^{m} H_{m}, \quad M_{0}(0)=0 \tag{4.18}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left|M_{0}(\xi)\right| \leqq C \exp \left(-\frac{2 m+2}{m+2}\right) \exp \left(-\mu \xi^{(m+2) / 2}\right) \tag{4.19}
\end{equation*}
$$

for $\xi \geqq 0$ and some positive constants $C$ and $\mu$. A similar estimate will be valid for $M_{0}^{\prime}$.
Such an $M_{0}$ can be constructed in the following way. Note that hypothesis (c)" implies that $-\theta^{\prime}$ is a positive upper solution for the homogeneous portion of (4.18). It follows that there is a positive function $z(\xi)$ which satisfies

$$
\begin{gathered}
z^{\prime \prime}-\xi^{m} f_{u}\left(0, u_{0}(0)+\Theta\right) z=0, \quad(\xi \geqq 0), \\
z(0)=-\Theta^{\prime}(0),
\end{gathered}
$$

and $z \rightarrow 0$ as $\xi \rightarrow \infty$. According to the Liouville-Green approximations, for any small $\delta>0$ there is a $C>0$ so that

$$
C^{-1} \exp \left(-\frac{2}{m+2}(\lambda(0)+\delta) \xi^{(m+2) / 2}\right) \leqq z(\xi) \leqq C \exp \left(-\frac{2}{m+2}(\lambda(0)-\delta) \xi^{(m+2) / 2}\right)
$$

for $\xi \geqq 0$. Define

$$
M_{0}(\xi, t)=z(\xi) \int_{0}^{\xi} z^{-2}(s) \int_{s}^{\infty} z(\tau) f_{u u} \tau^{m} \Theta(\tau) H_{m}(\tau, t) d \tau d s
$$

Then $M_{0}$ satisfies (4.18) and (4.19).
Now an approximate Green's function is

$$
\begin{equation*}
\operatorname{Gr}(x, t, \varepsilon)=\Gamma(t) H_{m}+(1-\Gamma(t)) H_{0}+\Gamma(x) \Gamma\left(\frac{t}{\varepsilon^{\alpha}}\right) M_{0}+(1-\Gamma(x)) \Gamma\left(\frac{1-t}{\varepsilon^{\alpha}}\right) M_{1} \tag{4.20}
\end{equation*}
$$ where $0<\alpha<2 /(m+2)$.

The verification that Gr is an approximate Green's function follows from (4.16)(4.19) and is similar to that given in the proof of Theorem 2. We also have that

$$
\left|L^{-1}\right|=\mathscr{O}\left(\varepsilon^{-2 m /(m+2)}\right),
$$

which together with the Corollary to Theorem 1 and (4.14) completes the proof of the theorem.

Theorems 2, 3, and 4 contain all the basic ideas needed for investigating a nonoscillatory semilinear singular perturbation problem in which the right-hand side vanishes at one or more points in the interval. In the following example, there are three such points.

Example. Consider the boundary value problem

$$
\begin{gathered}
\varepsilon^{2} u^{\prime \prime}=x^{4}\left(1-x^{2}\right) f(u)+\varepsilon^{2} g(u), \\
u(-1)=u(1)=0 .
\end{gathered}
$$

Suppose there is a $C \neq 0$ so that $f(C)=0, f_{u}(C)>0, \int_{C}^{\theta} f(u) d s>0$ for $\theta$ between $C$ and zero, and $g(C) \neq 0$. Then the hypotheses of Theorems 2 and 3 are satisfied (with appropriate translation of the $x$-axis) and the boundary value problem has a solution $u(x, \varepsilon)$ if $\varepsilon$ is small enough. Furthermore,

$$
u(x, \varepsilon)-C= \begin{cases}\mathscr{O}(1) & \text { near } x=-1 \text { and } x=1 \\ \mathscr{O}\left(\varepsilon^{2 / 3}\right) & \text { near } x=0 \\ \mathscr{O}\left(\varepsilon^{2}\right) & \text { elsewhere in }[-1,1]\end{cases}
$$

The boundary layers at $x=-1$ and $x=1$ have width $\varepsilon^{2 / 3}$. We could construct a uniform approximation for $u(x, \varepsilon)$ using the calculations of $\S \S 3$ and 4.

There is a relationship between the problems discussed here and turning point problems for quasilinear equations (see [5], [8]). We will study these latter problems in a future paper.

Appendix A. Verification of (3.12). For the sake of brevity, we write (3.11) as

$$
\begin{equation*}
a=u_{0}+\varepsilon^{4 /(m+2)} b(x) v(\xi) \tag{A1}
\end{equation*}
$$

Then

$$
\begin{gather*}
\varepsilon^{2} a^{\prime \prime}-x^{m} f(x, a)-\varepsilon^{2} g=\varepsilon^{2}\left(u_{0}^{\prime \prime}-g\right)+\varepsilon^{2+4 /(m+2)}\left(b^{\prime \prime} v+\frac{2 b^{\prime} \dot{v}}{\varepsilon^{2 /(m+2)}}+\frac{b \ddot{v}}{\varepsilon^{4 /(m+2)}}\right) \\
-x^{m}\left[f_{u}\left(x, u_{0}\right) \varepsilon^{4 /(m+2)} b v+\mathscr{O}\left(\varepsilon^{8 /(m+2)} v^{2}\right)\right], \tag{A2}
\end{gather*}
$$

where the prime indicates differentiation with respect to $x$ and the dot indicates differentiation with respect to $\xi$.

Now the asymptotic expansion for $v$ in negative powers of $\xi$ begins:

$$
\begin{equation*}
v(\xi) \sim \frac{\left(u_{0}^{\prime \prime}-g\right)(0)}{\xi^{m} f_{u}(0)}+\frac{m(m+1)\left(u_{0}^{\prime \prime}-g\right)(0)}{\xi^{2 m+2} f_{u}^{2}(0)}+\mathscr{O}\left(\xi^{-3 m-4}\right) \tag{A3}
\end{equation*}
$$

as $\xi \rightarrow \pm \infty$. If $|x| \gg \varepsilon^{2 /(m+2)}$, (A2) can be written in the form
(A4)

$$
\begin{aligned}
& \varepsilon^{2}\left(u_{0}^{\prime \prime}-g\right)(x)+\mathscr{O}\left(\xi^{-m} \varepsilon^{2+(4 /(m+2))}\right)+\mathscr{O}\left(\xi^{-m-1} \varepsilon^{2+(2 /(m+2))}\right) \\
& \quad+\varepsilon^{2} b \frac{\left(u_{0}^{\prime \prime}-g\right)(0) m(m+1)}{\xi^{m+2} f_{u}(0)}+\mathscr{O}\left(\varepsilon^{2} \xi^{-2 m-4}\right)-x^{m} f_{u}\left(x, u_{0}\right) \varepsilon^{4 /(m+2)} b
\end{aligned}
$$

$$
\cdot\left[\frac{\left(u_{0}^{\prime \prime}-g\right)(0)}{\xi^{m} f_{u}(0)}+\frac{m(m+1)\left(u_{0}^{\prime \prime}-g\right)(0)}{\xi^{2 m+2} f_{u}^{2}(0)}\right]
$$

$$
+\mathscr{O}\left(x^{m} \varepsilon^{4 /(m+2)} \xi^{-3 m-4}\right)+\mathscr{O}\left(x^{m} \varepsilon^{8 /(m+2)} \xi^{-2 m}\right)
$$

where $f_{u}(0)=f_{u}\left(0, u_{0}(0)\right)$. Using $\xi=x \varepsilon^{-2 /(m+2)}$ and

$$
b(x)=\frac{u_{0}^{\prime \prime}(x)-g\left(x, u_{0}(x), 0\right)}{u_{0}^{\prime \prime}(0)-g\left(0, u_{0}(0), 0\right)} \frac{f_{u}\left(0, u_{0}(0)\right)}{f_{u}\left(x, u_{0}(x)\right)}
$$

we have

$$
\begin{equation*}
(\mathrm{A} 4)=\mathscr{O}\left(\varepsilon^{4} x^{-m-1}\right)+\mathscr{O}\left(\varepsilon^{4} x^{-m}\right)+\mathscr{O}\left(\varepsilon^{6} x^{-2 m-4}\right) \tag{A5}
\end{equation*}
$$

It follows immediately from (A5) that

$$
(\mathrm{A} 2)=\mathscr{O}\left(\varepsilon^{4}\right) \quad \text { if }|x| \geqq \delta>0,
$$

where $\delta$ is independent of $\varepsilon$, and

$$
(\mathrm{A} 2)=\mathscr{O}\left(\varepsilon^{2+2 \gamma}\right)+\mathcal{O}\left(\varepsilon^{(2+(\gamma m+\gamma+2) /(m+2))}\right) \quad \text { if } 1 \geqq|x| \geqq M \varepsilon^{(2-\gamma) /(m+2)},
$$

where $\gamma$ and $M$ are any positive $\varepsilon$-independent constants.
Finally, consider the case that $|x| \leqq \varepsilon^{(2-\gamma) /(m+2)}$. We have

$$
\begin{aligned}
(\mathrm{A} 2)=\varepsilon^{2}( & \left.u_{0}^{\prime \prime}-g\right)(x)+\mathcal{O}\left(\varepsilon^{(2+4 /(m+2))} v\right)+\mathscr{O}\left(\varepsilon^{2+2 /(m+2)} \dot{v}\right)+\varepsilon^{2} b\left[\ddot{v}-\xi^{m} f_{u}\left(0, u_{0}(0)\right) v\right] \\
& +\mathcal{O}\left(\varepsilon^{2} x \xi^{m} v\right)+\mathcal{O}\left(\varepsilon^{8 /(m+2)} x^{m} v^{2}\right)
\end{aligned}
$$

which by (3.5) and the fact that $b(0)=1$ yields

$$
\begin{aligned}
(\mathrm{A} 2) & =\mathscr{O}\left(\varepsilon^{2} x\right)+\mathscr{O}\left(\varepsilon^{(2+4 /(m+2))} v\right)+\mathscr{O}\left(\varepsilon^{(2+2 /(m+2))} \dot{v}\right)+\mathscr{O}\left(\varepsilon^{2} x \xi^{m} v\right)+\mathscr{O}\left(\varepsilon^{8 /(m+2)} x^{m} v^{2}\right) \\
& =\mathscr{O}\left(\varepsilon^{(2 m+6-\gamma) /(m+2)}\right)
\end{aligned}
$$

From the preceding calculations, it follows that the best estimate is obtained by setting $2 \gamma=(2-\gamma) /(m+2)$, so that $\gamma=2 /(2 m+5)$. The uniform estimate

$$
(\mathrm{A} 2)=\mathscr{O}\left(\varepsilon^{(4 m+12) /(2 m+5)}\right)
$$

is obtained, which agrees with (3.12).

Appendix B. Verification of (3.25). We will show only that

$$
\begin{equation*}
\int_{0}^{x}|t-x| x^{m} H_{m}(x, t, \varepsilon) d t=\mathcal{O}\left(\varepsilon^{2 /(m+2)}\right) \tag{B1}
\end{equation*}
$$

uniformly for $0 \leqq x \leqq 1$ since estimates over the other $t$ intervals are similar.
Let $M$ be a positive constant and consider first the case $0 \leqq x \leqq \varepsilon^{2 /(m+2)}$. Using (3.17), we have that the integral in (B1) is (except for an inessential constant multiple)

$$
\varepsilon^{-(2 m+2) /(m+2)} x^{m} h_{1}\left(\left(\frac{\lambda}{\varepsilon}\right)^{2 /(m+2)} x\right) \int_{0}^{x}(x-t) h_{2}\left(\left(\frac{\lambda}{\varepsilon}\right)^{2 /(m+2)} t\right) d t
$$

$$
\begin{align*}
& =\frac{x^{m} h_{1}\left((\lambda / \varepsilon)^{2 /(m+2)} x\right)}{\lambda^{2 /(m+2)} \varepsilon^{(2 m-2) /(m+2)}} \int_{0}^{x \varepsilon^{-2 /(m+2)}}\left(\frac{x}{\varepsilon^{2 /(m+2)}}-\frac{s}{\lambda^{2 /(m+2)}}\right) h_{2}(s) d s  \tag{B2}\\
& =\mathcal{O}\left(\varepsilon^{2 /(m+2)}\right) .
\end{align*}
$$

Next, for $x \geqq M \varepsilon^{2 /(m+2)}$, we have

$$
\begin{aligned}
& \frac{x^{m} h_{1}\left((\lambda / \varepsilon)^{2 /(m+2)} x\right)}{\varepsilon^{(2 m+2) /(m+2)}} \int_{0}^{M \varepsilon^{2 /(m+2)}}(x-t) h_{2}\left(\left(\frac{\lambda}{\varepsilon}\right)^{2 /(m+2)} t\right) d t \\
& \quad=\frac{x^{m+1} h_{1}\left((\lambda / \varepsilon)^{2 /(m+2)} x\right)}{\lambda^{2 /(m+2)} \varepsilon^{2 m /(m+2)}}\left[\int_{0}^{M} h_{2}(s) d s+\mathcal{O}(1)\right] \\
& \quad=\mathcal{O}\left(\varepsilon^{2 /(m+2)}\right) .
\end{aligned}
$$

Finally, from (3.16) we have

$$
\begin{aligned}
& \frac{x^{m} h_{1}\left((\lambda / \varepsilon)^{2 /(m+2)} x\right)}{\varepsilon^{(2 m+2) /(m+2)}} \int_{M \varepsilon^{2 /(m+2)}}^{x}(x-t) h_{2}\left(\left(\frac{\lambda}{\varepsilon}\right)^{2 /(m+2)} t\right) d t \\
& \leqq \frac{x^{m}}{\varepsilon^{(2 m+2) /(m+2)}} \int_{M \varepsilon^{2 /(m+2)}}^{x}(x-t) \\
& \quad \cdot\left(\exp \left(-\frac{2}{\varepsilon(m+2)} x^{(m+2) / 2}\right) /\left(x \varepsilon^{-(2 /(m+2))}\right)^{m / 4}\right) \\
& \quad \cdot\left(\exp \left(\frac{2}{\varepsilon(m+2)} t^{(m+2) / 2}\right) /\left(t \varepsilon^{-(2 /(m+2))}\right)^{m / 4}\right) d t \\
& = \\
& \frac{x^{3 m / 4}}{\varepsilon} \int_{M \varepsilon^{2 /(m+2)}}^{x} \frac{(x-t)}{t^{m / 4}} \exp \left(\frac{2}{\varepsilon(m+2)}\left(t^{(m+2) / 2}-x^{(m+2) / 2}\right)\right) d t \\
& \leqq \\
& C \frac{x^{3 m / 4}}{\varepsilon} \int_{M \varepsilon^{2 /(m+2)}}^{x} \frac{(x-t)}{t^{m / 4}} \exp \left(\frac{2(t-x)}{\varepsilon(m+2)} x^{m / 2}\right) d t
\end{aligned}
$$

since $t^{(m+2) / 2}-x^{(m+2) / 2} \leqq(t-x) x^{m / 2}$ for $0 \leqq t \leqq x$. Using integration by parts on the last expression in (B4), we have that the first expression in (B4) is no greater than

$$
\begin{align*}
& C \frac{x^{3 m / 4}}{\varepsilon^{(3 m+4) /(2 m+4)}}\left[\left(M \varepsilon^{2 /(m+2)}-x\right) \frac{\varepsilon(m+2)}{2 x^{m / 2}} \exp \left(\frac{2}{\varepsilon(m+2)}\left(M \varepsilon^{2 /(m+2)}-x\right) x^{m / 2}\right)\right. \\
&  \tag{B5}\\
& \text { B5) } \left.\quad+\frac{\varepsilon^{2}(m+2)^{2}}{4 x^{m}}\left(1-\exp \left(\frac{2}{\varepsilon(m+2)}\left(M \varepsilon^{2 /(m+2)}-x\right) x^{m / 2}\right)\right)\right] \\
& =O \mathcal{O}\left(\varepsilon^{2 /(m+2)+\delta m / 4}\right)
\end{align*}
$$

if $x=\mathcal{O}\left(\varepsilon^{2 /(m+2)-\delta}\right)$ and $0<\delta<2 /(m+2)$.
The estimates (B2), (B3), and (B5) imply that (B1) is valid uniformly for $x \in[0,1]$.
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# ON THE EXISTENCE OF SOLUTIONS OF A TWO-POINT BOUNDARY VALUE PROBLEM ARISING FROM FLOWS IN A CYLINDRICAL FLOATING ZONE* 

CHUNQUING LU $\dagger$ AND NICHOLAS D. KAZARINOFF $\ddagger$


#### Abstract

Existence of one solution for a two-point boundary value problem arising from flows in a cylindrical floating zone is proved using forward and backward shooting and the Schauder fixed point theorem. If $Q=2 A^{3} \mathrm{Re}$, where $A$ is the aspect ratio and Re is the Reynolds number, then the existence theorem holds only for $Q<1$.
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1. Introduction. We consider solutions of the following nonautonomous two-point boundary value problem (TPBVP) on [0, 1]:
(a) $\left[\eta\left(f^{\prime} / \eta\right)^{\prime}\right]^{\prime}+Q\left[f\left(f^{\prime} / \eta\right)^{\prime}-\eta\left(f^{\prime} / \eta\right)^{2}\right]=\beta \eta \quad\left({ }^{\prime}=d / d \eta\right)$,
(b) $f(0)=f(1)=0$ and $\left.\left(f^{\prime} / \eta\right)^{\prime}\right|_{\eta=0}=\left.\left(f^{\prime} / \eta\right)^{\prime}\right|_{\eta=1}-1=0$.

This problem arises in the study of surface-tension induced flows of a liquid metal or semiconductor in a cylindrical floating zone of length $2 L$ and radius $R$. In dimensionless coordinates $(r, x)$, points of the cylinder are given by $-1 \leqq x=X / L \leqq 1,0 \leqq \eta=r / R \leqq 1$, with free surface $\eta=1$. The ( $x, r$ )-components of dimensionless velocity $(u, v)$ are, respectively, $u=2 A^{3}(\mathrm{Re}) f / \eta$ and $v=-2 A^{3}(\mathrm{Re}) f^{\prime} / \eta$, where Re is the Reynolds number ( $Q=2 A^{3} \mathrm{Re}$ ), and $A=L / R$ is the aspect ratio. Assuming that the dimensionless pressure $p$ is a quadratic function of $x$, we find that the $r$-component of the acceleration equation in the Navier-Stokes energy system describing the flow of fluid and its temperature in the cylinder becomes (1.1)(a). The physical boundary conditions reduce to the conditions (1.1)(b) if we make the assumption that the free boundary is time-independent but not "flat."

Numerical solutions of (1.1) have been found [1] for $0 \leqq Q \leqq 32.7$ and $Q \geqq 1749$ (see Fig. 1). At $Q=0$, the unique solution of (1.1) is $\eta^{2}\left(\eta^{2}-1\right) / 8$. We prove existence of at least one solution of (1.1) for $Q \in\left[0, Q_{0}\right.$ ), with $Q_{0}$ sufficiently small by applying the Schauder fixed point theorem (see [2], where Lu et al. have used the same method to study a simpler TPBVP). The nonautonomous nature of (1.1) makes the proof of our main theorem longer, more complex, and more delicate than the proof of the corresponding result, Theorem 2 of [2]. We are also able to give a crude estimate of how small $Q$ must be for our existence theorem to hold, namely, $Q<Q_{0}=1.0$.

The solutions we have found all correspond to two-cell solutions on the left-hand branch in Fig. 1; they all have $f(\eta)<0$ on $(0,1)$ with $f^{\prime}$ vanishing just once there. Thus $u$ preserves its sign and $v$ vanishes exactly once on ( 0,1 ), which means that these solutions give rise to but two flow cells, one in each half ( $x>0$ and $x<0$ ) of the cylinder. For some of the numerically found solutions on the right-hand branch, $f$ does change sign once on $(0,1)$. These solutions correspond to three-cell flows in the
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Fig. 1
cylinder. The mathematical existence of such solutions, as well as the existence of others, is still an open question.
2. A nonlinear operator $T$. Let $g=\left(f^{\prime} / \eta\right)^{\prime}$. Then (1.1)(a) can be rewritten as

$$
\begin{equation*}
g^{\prime}+[(1+Q f) / \eta] g-Q\left(f^{\prime} / \eta\right)^{2}=\beta \tag{2.1}
\end{equation*}
$$

We differentiate (1.2) once with respect to $\eta$ and obtain the equation

$$
\begin{equation*}
g^{\prime \prime}+[(1+Q f) / \eta] g^{\prime}-\left[\left\{1+Q(\eta f)^{\prime}\right\} / \eta^{2}\right] g=0 \quad(0<\eta<1) \tag{2.2}
\end{equation*}
$$

to which we add the conditions

$$
\begin{equation*}
\lim _{\eta>0} g(\eta)=g(0)=g(1)-1=0 . \tag{2.3}
\end{equation*}
$$

Let

$$
\begin{array}{r}
\Omega=\left\{f \mid f \in C^{1}[0,1], f(0)=0, f^{\prime}(0)=0, f(1)=0,-\frac{1}{3} \leqq f(\eta) \leqq 0,\right. \\
\left.-\frac{2}{3} \leqq f^{\prime}(\eta) \leqq 1, \text { and }\|f\| \leqq \frac{4}{3}\right\}
\end{array}
$$

where $\|f\|=\max |f|+\max \left|f^{\prime}\right|$, and the maxima are taken over $[0,1]$. It is easy to check that $\Omega$ is a nonempty, closed, bounded, convex subset of $C^{1}[0,1]$.

Given any $f \in \Omega$, find the solution $g$ of the linear TPBVP (2.2)-(2.3), and let $f^{*}$ be the solution of the $\operatorname{TPBVP}\left(f^{* \prime} / \eta\right)^{\prime}=g(\eta \in(0,1))$ with $f^{*}(0)=f^{*}(1)=0$. Then define $T f=f^{*}$. Thus, given a $Q \in\left[0, Q_{0}\right]$ for some $Q_{0}>0$, if we can find an $f \in \Omega$ for which $T f=f$, then $f$ will be a solution of (1.1) with

$$
f(\eta)=\int_{0}^{\eta}\left[\int_{0}^{s} g(t) d t\right] d s+\frac{1}{2} \eta^{2} f^{\prime \prime}(0) \quad \text { and } \quad f^{\prime \prime}(0)=-2 \int_{0}^{1}\left[s \int_{0}^{s} g(t) d t\right] d s .
$$

We carry out the above program for defining $f^{*}$ and $T f=f^{*}$ in the next section. In § 4 we show that $T(\Omega) \subseteq \Omega, T$ is continuous and $T$ maps bounded subsets of $\Omega$
into compact subsets of $\Omega$. Having thus set the stage, in § 5, we apply Schauder's fixed point theorem [3] and obtain our main theorem.
3. Some lemmas. We now consider the following backward initial value problem on $(0,1)$ :

$$
\begin{equation*}
g^{\prime \prime}+[(1+Q f) / \eta] g^{\prime}-\left[\left\{1+Q(\eta f)^{\prime}\right] / \eta^{2}\right] g=0 \quad \text { with } g(1)=1 \text { and } g^{\prime}(1)=\alpha . \tag{3.1}
\end{equation*}
$$

We multiply (3.1) by the integrating factor $I(\eta)=\exp \left\{\int_{1}^{\eta}[(1+Q f(s)) / s] d s\right\}$, integrate the differential equation in (3.1) from 1 to $\eta$, and obtain

$$
\begin{equation*}
g^{\prime}(\eta) I(\eta)=\int_{1}^{\eta}\left\{\left[1+Q(t f)^{\prime}\right] / t^{2}\right\} g(t) I(t) d t+\alpha \tag{3.2}
\end{equation*}
$$

In each of the eight lemmas below the following hypotheses are to be understood: $f \in \Omega, g$ is a solution of (3.1), and $Q \in[0,1)$.

Lemma 1. If $\alpha=g^{\prime}(1) \leqq 0$, then $g^{\prime}(\eta) \leqq 0$ for all $\eta \in(0,1)$.
Proof. Observe that since $f \in Q$,

$$
\begin{equation*}
1+Q(t f)^{\prime}=1+Q\left(f+t f^{\prime}\right)>1-Q\left(\frac{1}{3}+2 t / 3\right)>0 \tag{3.3}
\end{equation*}
$$

for all $Q \in[0,1]$ and all $t \in(0,1)$. If $g^{\prime}(1) \leqq 0$, then initially for $t<1, g(t) \geqq 1$. Hence, the integral on the right-hand side of (3.2) is negative as long as $g(t)>0$, and so, we claim, $g^{\prime}(\eta) \leqq 0$ for all $\eta \in(0,1)$. If not, $g^{\prime}\left(\eta_{0}\right)>0$ for some $\eta_{0} \in(0,1)$, and there must be a first zero $\eta_{1}>\eta_{0}$ of $g^{\prime}$ (closest to one) for which $g^{\prime \prime}\left(\eta_{1}\right)<0$. But from the differential equation (3.1) $g^{\prime \prime}\left(\eta_{1}\right)>0$. This is a contradiction, and the proof of Lemma 1 is complete.

Lemma 2. If $g\left(\eta_{0}\right)=0$ for some $\eta_{0} \in(0,1)$, then $g(\eta)<0$ for $0<\eta<\eta_{0}$; that is, $g$ has no more than one zero and

$$
\lim _{\eta \searrow 0} g(\eta)<0
$$

Proof. Suppose not. Let $\eta_{0}<1$ be the zero of $g$ closest to 1 and let $\eta_{1}$ be the next zero of $g$. Then there must be an $\eta_{2} \in\left(\eta_{1}, \eta_{0}\right)$ such that $g\left(\eta_{2}\right)<0$ and $g^{\prime}\left(\eta_{2}\right)=0$. To see this we note that, since $\eta_{1}$ is the first zero of $g$ less than $\eta_{0}$ and $g(1)=0, g(\eta)<0$ on ( $\eta_{1}, \eta_{0}$ ), $g\left(\eta_{2}\right)$ is a local minimum of $g$ and $g^{\prime \prime}\left(\eta_{2}\right)>0$. However, the differential equation in (3.1) implies $g^{\prime \prime}\left(\eta_{2}\right)<0$ since $g^{\prime}\left(\eta_{2}\right)=0, g\left(\eta_{2}\right)<0$ and $1-Q(t f)^{\prime}>0$. This is a contradiction.

It remains to prove that $\lim _{\eta \searrow 0} g(\eta)<0$. We first observe that since $g\left(\eta_{0}\right)=0$, $g^{\prime}\left(\eta_{0}\right) \neq 0$, for otherwise $g \equiv 0$. Then $g^{\prime}\left(\eta_{0}\right)>0$, and by (3.1), $g^{\prime \prime}\left(\eta_{0}\right)<0$. Thus $g^{\prime}(\eta)>$ $g^{\prime}\left(\eta_{0}\right)$ and $g(\eta)<0$ for $\eta<\eta_{0}$ and close to $\eta_{0}$. Moreover, $g^{\prime}(\eta)$ remains positive on ( $0, \eta_{0}$ ), because $g^{\prime \prime}(\eta)<0$ wherever $g^{\prime}(\eta)=0$ for $\eta<\eta_{0}$. Therefore, $\lim _{\eta \searrow 0} g(\eta)<0$ (the limit may be $-\infty$ ). This completes the proof.

Lemma 3. Let $Q \in[0,1)$ be given, $f \in \Omega$, and $g(\eta, \alpha)$ solve the backward initial value problem (3.1). Then there exists an $\alpha_{0}>0$ such that $\alpha>\alpha_{0}$ implies an $\eta \in\left(\frac{3}{4}, 1\right)$ exists at which $g(\eta, \alpha)=0$.

Proof. Rewrite the differential equation in (3.1) as follows:

$$
\begin{equation*}
g^{\prime \prime}=-[(1+Q f) / \eta] g^{\prime}+\left[\left\{1+Q(\eta f)^{\prime}\right\} / \eta^{2}\right] g . \tag{3.4}
\end{equation*}
$$

Let $\alpha_{1}$ satisfy the condition

$$
\begin{equation*}
-(1-Q / 3) \alpha_{1}+(1+Q\|f\|) /\left(\frac{1}{2}\right)^{2}<0 \tag{3.5}
\end{equation*}
$$

Then for all $\alpha>\alpha_{1}$ and $\eta \in\left[\frac{1}{2}, 1\right)$,

$$
-(1-Q / 3) \alpha / \eta+g(1 ; a)(1+Q\|f\|) /(\eta)^{2}<0
$$

hence, $g^{\prime \prime}(1 ; \alpha)<0$. This implies that for $\eta<1$ and $\eta$ close to $1, g^{\prime}(\eta ; \alpha)>g^{\prime}(1 ; \alpha)=\alpha$ and $g(\eta ; \alpha)<1$. We claim $g^{\prime \prime}(\eta ; \alpha)<0$ as long as $g^{\prime}(\eta ; \alpha)>\alpha$ for $\eta \in\left[\frac{1}{2}, 1\right)$. To see this, we use (3.4)-(3.5) together with $g^{\prime}(\eta ; \alpha)>\alpha$ and $g(\eta ; \alpha)<g(1 ; \alpha)=1$ to obtain the following estimate: for $\alpha>\alpha_{1}$,

$$
\begin{align*}
g^{\prime \prime}(\eta ; \alpha) & <-(1-Q / 3) \alpha / \eta+g(1, \alpha)(1+Q\|f\|) /(\eta)^{2} \\
& <-(1-Q / 3) \alpha_{1}+(1+Q\|f\|) /\left(\frac{1}{2}\right)^{2} \quad\left(\eta \in\left[\frac{1}{2}, 1\right)\right)  \tag{3.6}\\
& <0 .
\end{align*}
$$

Then $g^{\prime}$ increases as $\eta$ decreases; hence, $g^{\prime \prime}(\eta ; \alpha)<0$ and $g^{\prime}(\eta ; \alpha)>\alpha$ for $\eta \in\left[\frac{1}{2}, 1\right)$.
Using Taylor's formula, for $\eta \in\left[\frac{1}{2}, 1\right)$ we can write

$$
g(\eta ; \alpha)=g(1 ; \alpha)+g^{\prime}(1 ; \alpha)(\eta-1)+g^{\prime \prime}(\xi ; \alpha)(\eta-1)^{2} / 2
$$

for some $\xi \in(\eta ; 1)$. From this and (3.6) we see that if $\alpha_{0}=\max \left[\alpha_{1}, 4\right]$, then $g\left(\frac{3}{4} ; \alpha\right)<0$ for $\alpha>\alpha_{0}$. Finally, since $g(1 ; \alpha)=1$, we conclude that $g$ must vanish somewhere on $\left(\frac{3}{4}, 1\right)$. The proof of the lemma is complete.

Lemma 4. There is a nonempty set $A$ such that $A \subset\left(0, \alpha_{0}\right)$ and

$$
0 \leqq \lim _{\eta>0} g(\eta ; \alpha)<1 \quad \text { for } \alpha \in A .
$$

Proof. We define two subsets of the real line as follows:

$$
\begin{aligned}
& A_{1}=\left\{\alpha \mid g^{\prime}(\eta ; \alpha) \leqq 0 \text { for some } \eta \in(0,1]\right\}, \\
& A_{2}=\{\alpha \mid g(\eta ; \alpha)=0 \text { for some } \eta \in(0,1)\} .
\end{aligned}
$$

By Lemma 3, $A_{2} \neq \varnothing$; and $A_{2}$ is open since, by (3.1), $g^{\prime}(\eta ; \alpha) \neq 0$ if $g(\eta ; \alpha)=0$. By Lemma $1, A_{1} \neq \varnothing$, and $A_{1}$ is also open since, by (3.1), $g(\eta ; \alpha) \neq 0$ if $g^{\prime}(\eta ; \alpha)=0$. We claim $A_{1} \cap A_{2}=\varnothing$. Suppose not. First, we observe that it is impossible for $g^{\prime}(\eta)<0$ and the $g(\eta)=0$ to hold simultaneously. If $g(\eta)$ vanishes farther from 1 than $g^{\prime}(\eta)$ becomes negative, then there must be a local maximum of $g$ at a point $\eta_{1}$ where $g^{\prime}\left(\eta_{1}\right)=0, g^{\prime \prime}\left(\eta_{1}\right)<0$, and $g\left(\eta_{1}\right)>0$. This contradicts (3.1). If $g^{\prime}(\eta)<0$ farther from one than an $\eta<1$ exists where $g(\eta)=0$, then $g$ must take on a negative local minimum, which also contradicts (3.1).

It is clear from the definitions of $A_{1}$ and $A_{2}$ that the complement $\left(A_{1} \cup A_{2}\right)^{c}$ in $\mathbb{R}^{1}$ of $A_{1} \cup A_{2}$ is not empty and $\left(A_{1} \cup A_{2}\right)^{c} \subset\left(0, \alpha_{0}\right)$, where $\alpha_{0}$ is defined in the proof of Lemma 3 above. Let $A=\left(A_{1} \cup A_{2}\right)^{c}$. Then for $\alpha \in A, g^{\prime}(\eta, \alpha)$ and $g(\eta, \alpha)$ are positive on ( 0,1 ). Therefore, $\lim _{\eta \searrow 0} g(\eta)$ exists and $0 \leqq \lim _{\eta \searrow 0} g(\eta)<1$. This completes the proof.

We next prove that if $\alpha \in A, \lim _{\eta \backslash 0} g(\eta ; \alpha)=0$.
Lemma 5. If $\lim _{\eta \searrow 0} g(\eta ; \alpha)$ exists and is finite, and, in particular, if $\alpha \in A$, then this limit is zero.

Proof. Recall from § 2 that for $f \in \Omega, f(0)=f^{\prime}(0)=0$ and $f(\eta)<0$ on $(0,1)$. We begin with (3.2). Suppose $\eta_{0}>0$ is so small that

$$
\frac{1}{2}<1+Q(\eta f)^{\prime} \quad\left(0 \leqq \eta<\eta_{0}\right)
$$

Then the integral appearing on the right-hand side of (3.2) can be rewritten as

$$
\begin{align*}
\int_{1}^{\eta}\left\{\left[1+Q(t f)^{\prime}\right] / t^{2}\right\} g(t) I(t) d t & \equiv \int_{1}^{\eta} F(t) d t, \\
& =\int_{1}^{\eta_{0}} F(t) d t+\int_{\eta_{0}}^{\eta} F(t) d t,  \tag{3.7}\\
& \equiv M\left(\eta_{0}\right)+B(\eta) .
\end{align*}
$$

Clearly, $M\left(\eta_{0}\right)<0$. Since $g(t)>0$ on (0,1], for $0<\eta<\eta_{0}$

$$
\begin{equation*}
\frac{1}{2} \int_{\eta_{0}}^{\eta} g(t) I(t) / t^{2} d t \geqq B(\eta) \tag{3.8}
\end{equation*}
$$

where $I(t)$ is defined at the beginning of this section. Note that $f^{\prime}(0)=0$ and $f(\eta)<0$ on ( 0,1 ) imply that given $\varepsilon>0$ there exists an $\eta_{1}=\eta_{1}(\varepsilon)>0$ such that

$$
\begin{equation*}
-\varepsilon<f(v) / v<0 \quad\left(v \in\left(0, \eta_{1}\right)\right) \tag{3.9}
\end{equation*}
$$

We rewrite the integral $h(t)$ in the exponent for $I(t)$ as

$$
\begin{aligned}
h(t) & =\int_{1}^{\eta_{1}}\{(1+Q f) / v\} d v+\int_{\eta_{1}}^{t}\{(1+Q f) / v\} d v \\
& \equiv N\left(\eta_{1}\right)+\ln t-\ln \eta_{1}+Q \int_{\eta_{1}}^{t}\left(\frac{f}{v}\right) d v .
\end{aligned}
$$

Therefore, for $0<t<\eta_{1}$

$$
\begin{equation*}
-Q \varepsilon\left(\eta_{1}-t\right)<h(t)-\left[N\left(\eta_{1}\right)+\ln t-\ln \eta_{1}\right]<Q \varepsilon\left(\eta_{1}-t\right) . \tag{3.10}
\end{equation*}
$$

Let $\eta_{2}=\min \left[\eta_{0}, \eta_{1}\right]$. Then (3.8) and (3.10) both hold for $0<t<\eta_{2}$. Therefore,

$$
\begin{equation*}
t N^{-}\left(\eta_{2}, \varepsilon\right) e^{+Q \varepsilon t}<I(t)<t N^{+}\left(\eta_{2}, \varepsilon\right) e^{-Q \varepsilon t} \tag{3.11}
\end{equation*}
$$

where

$$
N^{ \pm}(\eta, \varepsilon)=(1 / \eta) e^{N(\eta)( \pm Q \varepsilon \eta)} .
$$

It follows that for $0<\eta<\eta_{2}$ the function $B(\eta)$ defined in (3.8) satisfies the following inequalities:

$$
\begin{equation*}
B(\eta)<\frac{1}{2} \int_{\eta_{2}}^{\eta} t^{-1} g(t) N^{+}\left(\eta_{2}, \varepsilon\right) e^{-Q \varepsilon t} d t . \tag{3.12}
\end{equation*}
$$

Finally, from (3.2), (3.7), and (3.12), for $0<\eta<\eta_{2}$ we obtain the inequality

$$
\begin{equation*}
\eta N^{-}\left(\eta_{2}, \varepsilon\right) g^{\prime}(\eta) e^{+Q \varepsilon \eta}<\frac{1}{2} \int_{\eta_{2}}^{\eta} t^{-1} g(t) N^{+}\left(\eta_{2}, \varepsilon\right) e^{-Q \varepsilon t} d t+M\left(\eta_{2}\right)+g^{\prime}(1) . \tag{3.13}
\end{equation*}
$$

If we let $\eta \searrow 0$ in (3.13) and $\lim _{\eta \searrow 0} g(\eta)=\beta>0$, then the integral (3.13) approaches $-\infty$. Thus there is an $\eta^{*}>0$ such that $g^{\prime}(\eta)<0$ for $0<\eta<\eta^{*}$. This is a contradiction. Consequently, $\lim _{\eta \searrow 0} g(\eta ; \alpha)=0$. The proof of the lemma is complete.

Lemma 6. There exists only one $\alpha \in A$ such that $\lim _{\eta \searrow 0} g(\eta ; \alpha)=0$.
Proof. We prove this by contradiction. Suppose there exist two solutions $g_{1}(\eta)=$ $g\left(\eta ; \alpha_{1}\right)$ and $g_{2}(\eta)=g\left(\eta ; \alpha_{2}\right)$ that approach zero as $n \searrow 0$. Let $g_{1}-g_{2}=h$. Then $h$ satisfies the differential equation

$$
\begin{equation*}
h^{\prime \prime}+[(1+Q f) / \eta] h^{\prime}-\left[\left\{1+Q(\eta f)^{\prime}\right\} / \eta^{2}\right] h=0 \tag{3.14}
\end{equation*}
$$

with $h(1)=0, h^{\prime}(1)=\alpha_{1}-\alpha_{2} \neq 0$. Suppose $\alpha_{1}<\alpha_{2}$. Then $h(\eta)>0$ and $h^{\prime \prime}(\eta)>0$ as long as $h^{\prime}(\eta)<0$. Suppose that for some first point $\eta_{0} \in(0,1)$ (closest to 1) $h^{\prime}\left(\eta_{0}\right)=0$. Then it must be that $h\left(\eta_{0}\right)>0$. Then, by (3.14) we see that $h^{\prime \prime}\left(\eta_{0}\right)>0$, which is a contradiction. Therefore, (a) $g_{1}^{\prime}(\eta)<g_{2}^{\prime}(\eta)$ and (b) $g_{1}(\eta)>g_{2}(\eta)$. Integrating (a) from zero to $\eta$ and using our assumption that $g_{1}(+0)=g_{2}(+0)=0$, we find that $g_{1}(\eta)<g_{2}(\eta)$, which contradicts (b), and the proof is complete.

The proof of Lemma 5 implies that not only $\lim _{\eta \searrow 0} g(\eta)=0$ but that $\eta g^{\prime}(\eta)$ remains bounded as $\eta \searrow 0$. We now show that, under the hypotheses of Lemma 4, $\lim _{\eta \searrow 0} \eta g^{\prime}(\eta)=0$.

Lemma 7. Under the hypotheses of Lemma $4, \lim _{\eta \searrow 0} \eta g^{\prime}(\eta)=0$.
Proof. It is obvious that $\lim _{\eta \searrow 0} g^{\prime}(\eta) I(\eta) \geqq 0$ exists and

$$
0 \leqq \lim _{\eta>0} g^{\prime}(\eta) I(\eta)<\alpha .
$$

Also, $I(\eta) / \eta$ has a finite limit as $\eta \searrow 0$. Hence, $\lim _{\eta \searrow 0} \eta g^{\prime}(\eta)$ exists and is nonnegative. Suppose this limit is $\nu>0$. Then given $\varepsilon>0$ with $0<\varepsilon<\nu$, there exists an $\eta^{\#}>0$ such that for $0<\eta<\eta^{*}$,

$$
\nu-\varepsilon<\eta g^{\prime}(\eta)<\nu+\varepsilon .
$$

We divide these inequalities by $\eta$ and integrate from $\eta$ to $\eta^{\#}$. The result is

$$
(\nu-\varepsilon)\left[\ln \left(\eta^{\#} / \eta\right)\right]<g\left(\eta^{\#}\right)-g(\eta)<(\nu+\varepsilon)\left[\ln \left(\eta^{\#} / \eta\right)\right] .
$$

These inequalities imply that as $\eta \downarrow 0, g \rightarrow-\infty$, which is a contradiction. Hence, $\lim _{\eta \searrow 0} \eta g^{\prime}(\eta)=0$.

Remark. If $\lim _{\eta \searrow 0} g(\eta)$ exists (including $\pm \infty$ ) and $g^{\prime}$ has constant sign near $\eta=0$, then all integral curves of (3.1) are asymptotic to either $\pm \infty$ as $\eta \searrow 0$, except for one that approaches the origin.

We next obtain bounds for $g$ and $g^{\prime}$ on $[0,1]$.
Lemma 8. If the hypotheses of Lemma 4 are satisfied and $\alpha \in A$, then the solution $g$ of (3.1) satisfies the inequalities

$$
\begin{gather*}
\eta^{1+2 Q / 3} \leqq g(\eta) \leqq \eta^{1-Q / 3},  \tag{3.15}\\
(1-Q / 3) \eta^{1+2 Q / 3} \leqq \eta g^{\prime}(\eta) \leqq(1+2 Q / 3) \eta^{1-Q / 3} \tag{3.16}
\end{gather*}
$$

for all $\eta \in[0,1]$.
Proof. Rewrite (3.1):

$$
\begin{equation*}
\left(\eta^{2} g^{\prime}\right)^{\prime}-(\eta g)^{\prime}-Q(\eta f g)^{\prime}=-2 Q \eta f g^{\prime} . \tag{3.17}
\end{equation*}
$$

We integrate (3.17) from zero to $\eta$ and apply Lemmas 5 and $6\left(g(0)=0\right.$ and $\eta g^{\prime}(\eta)_{\left.\right|_{\eta=0}}=$ 0 ) to obtain

$$
\begin{equation*}
g^{\prime}=[(1+Q f) / \eta] g-\left(2 Q / \eta^{2}\right) \int_{0}^{\eta} t f g^{\prime} d t \quad(0<\eta<1) . \tag{3.18}
\end{equation*}
$$

Since $-\frac{1}{3} \leqq f(\eta) \leqq 0$ and $g^{\prime}(\eta) \geqq 0$, using (3.18), we obtain the inequalities

$$
\begin{equation*}
\left[\left(1-\frac{1}{3} Q\right) / \eta\right] g(\eta) \leqq g^{\prime}(\eta) \leqq(1 / \eta) g(\eta)+\left[2 Q /\left(3 \eta^{2}\right)\right] \int_{0}^{\eta} t g^{\prime} d t \quad(0<\eta<1) . \tag{3.19}
\end{equation*}
$$

We apply integration by parts to the integral in (3.19) to find

$$
\begin{equation*}
\int_{0}^{\eta} \operatorname{tg}^{\prime} d t=\eta g(\eta)-\int_{0}^{\eta} g d t \quad(0<\eta<1) \tag{3.20}
\end{equation*}
$$

Finally, combining (3.19) and (3.20) and using the positivity of $g$ for $\alpha \in A$, we obtain the inequalities

$$
\left[\left(1-\frac{1}{3} Q\right) / \eta\right] g(\eta) \leqq g^{\prime}(\eta) \leqq(1 / \eta) g(\eta)+\left[2 Q /\left(3 \eta^{2}\right)\right][\eta g(\eta)]=[(1+2 Q / 3) / \eta] g,
$$

namely,

$$
\begin{equation*}
\left(1-\frac{1}{3} Q\right) / \eta \leqq g^{\prime}(\eta) / g(\eta) \leqq(1+2 Q / 3) / \eta \quad(0<\eta<1) . \tag{3.21}
\end{equation*}
$$

If we integrate (3.21) from $\eta$ to 1 and exponentiate the result, we obtain (3.15). The combination of (3.15) with (3.21) then yields (3.16), and the lemma is proved.
4. Definition, continuity, compactness of the operator $T$. We recall the definitions of $\Omega$ and $T$ from $\S 2$. The domain $\Omega$ of $T$ consists of the functions in $C^{1}[0,1]$ for which $f(0)=f^{\prime}(0)=f(1)=0,-\frac{1}{3} \leqq f(\eta) \leqq 0,-\frac{2}{3} \leqq f^{\prime}(\eta) \leqq 1$ and $\|f\| \leqq \frac{4}{3}$. The operator $T$ is defined on $\Omega$ by $T f=f^{*}$, where $f^{*}$ satisfies the equation $\left(f^{* \prime} / \eta\right)^{\prime}=g$, subject to the boundary conditions $f^{*}(0)=f^{*}(1)=f^{* \prime}(0)=0$, and where $g$ is the solution of the backward initial value problem (3.1), found in the last section, with $\alpha$ chosen so that $g(0)=0$ and on $(0,1)$ both $g(\eta)$ and $g^{\prime}(\eta)$ are positive. We first prove Lemma 9.

Lemma 9. If the hypotheses of Lemma 8 are satisfied, then the operator $T$ is well defined and maps any bounded subset of $\Omega$ into a compact subset of $\Omega$.

Proof. We first show that for $\|f\| \leqq \frac{4}{3}$, as in the definition of $\Omega, T$ maps $\Omega$ into itself. We integrate the equation $\left(f^{* \prime} / \eta\right)^{\prime}=g$ from zero to $\eta$ and use the conditions $f^{*}(0)=f^{* \prime}(0)=0$ and obtain the results that

$$
\begin{equation*}
f^{* \prime}(\eta)=k \eta+\eta \int_{0}^{\eta} g(t) d t \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
f^{*}(\eta)=\frac{1}{2} k \eta^{2}+\int_{0}^{\eta}\left\{x \int_{0}^{x} g(t) d t\right\} d x \tag{4.2}
\end{equation*}
$$

where

$$
k=-2 \int_{0}^{1}\left\{x \int_{0}^{x} g(t) d t\right\} d x=f^{* \prime \prime}(0) .
$$

Then, $f^{*}(1)=0$. Differentiating (4.1), we find that

$$
\begin{equation*}
f^{* \prime \prime}(\eta)=k+\int_{0}^{\eta} g(t) d t+\eta g(\eta) \tag{4.3}
\end{equation*}
$$

Since $g$ is positive and strictly increasing on $(0,1), f^{* \prime \prime}$ has at most one zero on $(0,1)$, and hence $f^{*}$ does not change sign on $(0,1)$. But $f^{* \prime \prime}(0)=k<0$ and $f^{*}(0)=f^{* \prime}(0)=0$ imply that $f^{*}$ is negative near zero. Thus, $f^{*}(\eta)<0$ on $[0,1]$.

We now show that $f^{*}$ and its derivatives have the bounds necessary for $f^{*}$ to lie in $\Omega$ and for $T$ to have the property that if $K \in \Omega$ is closed and bounded, then the closure, $\mathrm{cl}(T(K))$, of $T(K)$ is compact. From (4.3) we see that

$$
\begin{equation*}
k<f^{* \prime \prime}(\eta)<\int_{0}^{\eta} g(t) d t+\eta g(\eta)<2, \tag{4.4}
\end{equation*}
$$

where

$$
-k=|k| \leqq 2 \int_{0}^{1}\left\{x \int_{0}^{x} d t\right\} d x=\frac{2}{3}
$$

and

$$
\begin{equation*}
-\frac{2}{3} \leqq k<0 . \tag{4.5}
\end{equation*}
$$

Using this result in (4.2), we obtain the inequalities

$$
0 \geqq f^{*}(\eta) \geqq \frac{1}{2} k \eta^{2} \geqq k / 2 \geqq-\frac{1}{3} .
$$

Thus

$$
\begin{equation*}
\left|f^{*}(\eta)\right| \leqq \frac{1}{3} \tag{4.6}
\end{equation*}
$$

and, by (4.4)

$$
\begin{equation*}
\left|f^{* \prime \prime}(\eta)\right| \leqq 2 . \tag{4.7}
\end{equation*}
$$

Finally, using the above results in (4.1) we obtain the inequalities

$$
\begin{equation*}
-\frac{2}{3} \leqq f^{* \prime}(\eta) \leqq 1 \tag{4.8}
\end{equation*}
$$

From (4.6) and (4.8) it now follows that $\left\|f^{*}\right\| \leqq 1+\frac{1}{3}=\frac{4}{3}$. Therefore, if $0 \leqq Q<1.0=$ $Q_{0}$, then $1=Q(\eta f)^{\prime}>0$, and the hypotheses of the previous lemmas hold. Thus $g$ has the desired properties, $T$ is well defined, and $T(\Omega) \subseteq \Omega$. It also follows that if $K$ is a closed and bounded subset of $\Omega$, then $\mathrm{cl}(T(K))$ is compact. Suppose $\left\{f_{i}\right\}$ is a sequence of functions in $K$ with images $f_{i}^{*}$ under $T$. Then $\left|f_{i}^{* \prime \prime}\right| \leqq 2,\left|f_{i}^{* \prime}\right| \leqq 1$ and $\left|f_{i}^{*}\right| \leqq \frac{1}{3}$ on $[0,1]$ for each $i$.

Therefore, $\left\{f_{i}^{*}\right\}$ and $\left\{f_{i}^{* \prime}\right\}$ are equicontinuous on $[0,1]$. Hence, by the ArzelaAscoli theorem, there exist a subsequence $\left\{f_{n(i)}^{*}\right\}$ of $\left\{f_{i}\right\}$ and a $g \in \mathrm{cl}(T(K))$ such that $\left\|f_{n(i)}^{*}-g\right\| \rightarrow 0$ as $i \rightarrow \infty$. Thus, $\mathrm{cl}(T(K))$ is compact. The lemma is proved.

Last, we prove Lemma 10.
Lemma 10. The operator $T$ is continuous.
Proof. By (4.2) and the definition of $k$, it is sufficient to prove that for any given $f_{0} \in \Omega$ and any $\varepsilon>0$, there exists a $\delta>0$ such that if $\left\|f-f_{0}\right\|<\delta$ and $f \in \Omega$, then $\max _{[0,1]}\left(\left|g(\eta)-g_{0}(\eta)\right|\right)<\varepsilon$, where $g$ and $g_{0}$ are solutions of (3.1) corresponding to coefficients $f$ and $f_{0}$, respectively, that are positive and have positive first derivatives on $(0,1)$ and that vanish at $\eta=0$.

Step 1. Since the estimates for $g$ in (3.16) hold for any $f \in \Omega$, we obtain from (3.15) the estimate

$$
\begin{equation*}
\left|g(\eta)-g_{0}(\eta)\right| \leqq 2 \eta^{1-Q / 3} \quad(0 \leqq \eta \leqq 1) . \tag{4.9}
\end{equation*}
$$

Then by (4.9), for $0 \leqq \eta \leqq \varepsilon$,

$$
\begin{equation*}
\left|g(\eta)-g_{0}(\eta)\right| \leqq 2 \varepsilon^{1-Q / 3} \equiv \varepsilon_{1} . \tag{4.10}
\end{equation*}
$$

Step 2. Let $r(\eta)=g(\eta)-g_{0}(\eta)$. Then, after performing some manipulation, we find from (3.1) that

$$
\begin{align*}
L[r] & \equiv r^{\prime \prime}+\left[\left(1+Q f_{0}\right) / \eta\right] r^{\prime}-\left[\left(1+Q\left(\eta f_{0}\right)^{\prime}\right) / \eta^{2}\right] r \\
& =-\left(Q / \eta^{2}\right)\left[\left(f-f_{0}\right)\left(\eta g^{\prime}-g\right)-\left(f^{\prime}-f_{0}^{\prime}\right) \eta g\right]  \tag{4.11}\\
& \equiv-F(\eta)
\end{align*}
$$

with $r(0)=r(1)=0$. Obviously, (4.10) yields $|r(\varepsilon)|<\varepsilon_{1}$. We shall consider (4.11) on [ $\varepsilon, 1$ ] and prove that $|r|$ is uniformly as small as we like on $[\varepsilon, 1]$ if $f$ is sufficiently close to $f_{0}$ and $0 \leqq Q<1$. By Lemma $8, g$ and $g^{\prime}$ are bounded independently of $f \in \Omega$. Thus if $\varepsilon^{*}$ is any point of the interval

$$
\begin{equation*}
0<\varepsilon^{*}<\frac{1}{2}(1-Q) \varepsilon_{1}, \tag{4.12}
\end{equation*}
$$

then, if $f$ is close enough to $f_{0}$ and $0 \leqq Q<1$,

$$
\begin{equation*}
\left(Q / \varepsilon^{2}\right)\left[\max \left\{\left|\eta g^{\prime}\right|+|\eta g|+|g|\right\}\right]\left\|f-f_{0}\right\| \leqq(3+2 Q / 3)\left(Q / \varepsilon^{2}\right)\left\|f-f_{0}\right\|<\varepsilon^{*} \tag{4.13}
\end{equation*}
$$

where the maximum is taken over $[0,1]$.
We may fix $f_{0}$. By (4.13), if $r$ is any solution of (4.11) on $[\varepsilon, 1]$ with $r(1)=0$ and $|r(\varepsilon)| \leqq \varepsilon_{1}$,

$$
\begin{equation*}
L[r]-\varepsilon^{*}<L[r]+F(\eta)<L[r]+\varepsilon^{*} \quad(\varepsilon \leqq \eta \leqq 1) . \tag{4.14}
\end{equation*}
$$

Let $r^{ \pm}$denote the solution of $L[r] \pm \varepsilon^{*}=0$ satisfying $r^{ \pm}(1)=0$ and $r^{ \pm}(\varepsilon)=r(\varepsilon)$, where $L[r]=-F$ and $r(0)=r(1)=0$. Then by (4.14) the standard comparison theorem applies to (4.11) and yields

$$
r^{-}(\eta) \leqq r(\eta) \leqq r^{+}(\eta)
$$

for $\eta \in[\varepsilon, 1]$.
Step 3. It remains to prove that both $\left|r^{ \pm}(\eta)\right|$ are small. Fix $r$ so that $|r(\varepsilon)|<\varepsilon_{1}$. We shall use (4.12) to show that $\left|r^{ \pm}(\eta)\right|<\varepsilon_{1}$ on $[\varepsilon, 1]$. To see this consider the problems

$$
L[v] \pm \varepsilon^{*}=0 \quad \text { with } v(1)=0 \text { and } v(\varepsilon)=r(\varepsilon) .
$$

These are solved by $r^{ \pm}$.
If there exists a point $x_{+}\left(x_{-}\right)$in $(\varepsilon, 1)$ for which $r^{+}\left(x_{+}\right)>\varepsilon_{1}\left(r^{-}\left(x_{-}\right)>\varepsilon_{1}\right)$, then there must be a point $y_{+}\left(y_{-}\right)$in $(\varepsilon, 1)$ at which one or both of $r^{+}$and $r^{-}$take their maximum value, namely, either $r^{+\prime}\left(y_{+}\right)=0, r^{+\prime \prime}\left(y_{+}\right)<0$, and $r^{+}\left(y_{+}\right)>\varepsilon_{1}$, and/or $r^{-1}\left(y_{-}\right)=0, r^{-\prime \prime}\left(y_{-}\right)<0$, and $r^{-}\left(y_{-}\right)>\varepsilon_{1}$. But we also see from (4.12) that one or both of the following hold:

$$
\begin{aligned}
r^{ \pm \prime \prime}\left(y_{ \pm}\right) \pm \varepsilon^{*} & =\left\{\left[1+Q f_{0}\left(y_{ \pm}\right)+Q f_{0}^{\prime}\left(y_{ \pm}\right) y_{ \pm}\right] / y_{ \pm}^{2}\right\} r^{ \pm}\left(y_{ \pm}\right) \\
& >(1-Q) \varepsilon_{1} / y_{ \pm}^{2} \\
& >(1-Q) \varepsilon_{1}
\end{aligned}
$$

Hence,

$$
r^{ \pm \prime}\left(y_{ \pm}\right)>(1-Q) \varepsilon_{1}-\left( \pm \varepsilon^{*}\right)>0
$$

that is, one or both of $r^{ \pm n}\left(y_{ \pm}\right)>0$. This is a contradiction. If there exists a point at which $r^{+}\left(r^{-}\right)$is less than $-\varepsilon_{1}$, we argue similarly, and again we obtain a contradiction.

In summary, for any given $\varepsilon_{1}>0$, if we choose

$$
\left.\delta=\varepsilon^{*} /\{3+2 Q / 3)\left(Q / \varepsilon^{2}\right)\right\}
$$

where $\varepsilon$ and $\varepsilon^{*}$ satisfy (4.10) and (4.12), respectively, then for $f \in \Omega$ and $\left\|f-f_{0}\right\|<\delta$, we see that $\left|g(\eta)-g_{0}(\eta)\right|<\varepsilon_{1}$ for all $\eta \in[0,1]$. But then, by the estimates (4.1)-(4.3) for $f^{*}$ in terms of $g$, it follows that $\left\|f^{*}-f_{0}^{*}\right\|$ can be made as small as we please if $f$ is sufficiently close to $f_{0}$ and $Q \in[0,1]$. This proves the continuity of $T$.
5. The main theorem. The set $\Omega$, defined in $\S 2$ is a nonempty, closed, bounded, convex subset of $C^{1}[0,1]$ with the usual norm $(\|f\|$ is the sum of the maxima over [ 0,1 ] of $f$ and $f^{\prime}$ ). We have shown that the operator $T: \Omega \mapsto \Omega$ is continuous and maps bounded subsets of $\Omega$ into compact subsets of $\Omega$; that is, $T$ is compact. Therefore, we may apply the Schauder Fixed Point Theorem to $T$ on $\Omega$ and conclude that there exists at least one fixed point $f=T f \in \Omega$ of $T$. This fixed point is a desired solution to the TPBVP (1.1a), (1.1b). We state this result as a theorem.

Theorem. For $0 \leqq Q \leqq 1$, there exists a $\beta$ for which the two-point boundary value problem (1.1) has at least one solution $f$. Further, on $(0,1)$ : $-\frac{1}{3} \leqq f(\eta)<0,-\frac{2}{3} \leqq f^{\prime}(\eta) \leqq 1$, and $-\frac{2}{3} \leqq f^{\prime \prime}(\eta) \leqq 2$.

Remark. We observe that the $\beta$ for which the above-described solution exists is given by

$$
\beta=2 g^{\prime}(0)-Q f^{\prime \prime}(0)^{2}=g^{\prime}(1)+1-Q f^{\prime}(1)^{2}
$$

We can easily obtain crude bounds for $\beta$ from Lemma 7 and the bounds on $f^{\prime \prime}$ given in the theorem: for $0 \leqq Q<1.0,-Q f^{\prime \prime}(0)^{2} \leqq \beta \leqq 1+g^{\prime}(1)$, or $2\left(1+\frac{1}{3} Q\right) \geqq \beta \geqq-4 Q$. For $Q=0$, the upper bound is sharp: if $Q=0, \beta=2$. But as $Q$ is increased from zero,
the upper bound becomes progressively worse when compared to the numerical results (see (Fig. 1). The upper bound 1.0 on $Q$ in our theorem falls far short of 32.7 , the actual numerically found upper bound for existence of solutions having the properties indicated in the theorem. Recently, R. Seydel of the University of Würzburg, Federal Republic of Germany, has informed the second author that he has found a third branch of solutions of (1.1), connecting the two branches in Fig. 1 and running between points not too far from their nodes.
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#### Abstract

Results are obtained for the problems of constructing and characterizing scalar-valued polynomial statistics having constant regression on the mean of a random sample of Wishart matrices. The construction procedure introduced by Heller [J. Multivariate Anal., 14 (1984), pp. 101-104] is generalized to show that certain polynomials in the principal minors of the sample matrices have zero regression on the mean. The zero-regression polynomials are characterized through expectations involving certain matrixvalued Bessel functions of Gross and Kunze [J. Funct. Anal., 22 (1976), pp. 73-105]. It is shown that the zero-regression property characterizes Wishart distributions within a wide family of mixtures of Wishart distributions.
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1. Introduction. Suppose that $X_{1}, X_{2}, \cdots, X_{n}$ are independent, identically distributed $m \times m$ random matrices, each having the Wishart distribution $W_{m}(\Sigma, N)$ with positive definite (symmetric) covariance matrix $\Sigma$ and $N$ degrees of freedom. A scalar-valued polynomial statistic $P(\underset{\sim}{X}), X=\left(X_{1}, \cdots, X_{n}\right)$, is said to have constant regression on $L=X_{1}+\cdots+X_{n}$ if the conditional expectation

$$
\begin{equation*}
E(P(\underset{\sim}{X}) \mid L)=\beta \tag{1.1}
\end{equation*}
$$

almost everywhere, for some constant $\beta$. Without loss of generality, we may suppose $\beta=0$, in which case the polynomial $P(\underset{\sim}{X})$ is called a zero-regression polynomial. In this paper, we consider the problems of constructing and characterizing zero-regression polynomials.

In the classical case, Lukacs and Laha [8] have obtained necessary and sufficient conditions for a quadratic polynomial statistic to have zero regression. Their results have been presented, within the more general context of characterizations of probability distributions, by Kagan, Linnik, and Rao [7]. Although these problems were originally motivated by a purely academic desire to determine the theoretical distribution of the parent population from hypothetical properties of a particular statistic, recent applications [9] include the construction of testing procedures.

Recently, Heller [4] has constructed zero-regression polynomials for the Wishart distribution by appropriately generalizing the methods of [8]. Her results are among a small number that have extended the classical developments to the setting of matrix distributions.

The main tool used in [4] is the hyperbolic differential operator of Herz [5]. Using more complex operators, we generalize (in § 2) the construction procedure of [4]. As a consequence, we find that certain polynomials in the principal minors of the sample matrices are zero-regression polynomials.

Section 3 presents several characterizations of zero-regression polynomials using unconditional expectations. The main result characterizes zero-regression polynomials through expectations involving the matrix-valued Bessel functions of Gross and Kunze

[^34][2]. This result presents a new and unexpected link between harmonic analysis and multivariate statistical theory; further, it demonstrates the full complexity of the zero-regression problem in higher dimensions.

Following the results of [4], [8], a natural question is: Given that a polynomial $P(X)$ has zero regression on $L$, is the underlying distribution necessarily Wishart? We obtain a partial answer, showing that if the parent distribution belongs to a wide class of Wishart mixtures, then the distribution is necessarily Wishart if $P(\underset{\sim}{X})$ is any one of a family of polynomials. In particular, this class of polynomials contains all the examples constructed in [4].

As a final comment, we remark that since the homogeneous zero regression polynomials with fixed degree form a finite-dimensional vector space, it would perhaps be more useful to determine the dimension of the space along with a "natural" basis. These problems have been solved by Kushner [14].
2. Construction of zero-regression polynomials. A partition $\kappa=\left(k_{1}, k_{2}, \cdots, k_{m}\right)$ is a vector of nonnegative integers, with $k_{1} \geqq k_{2} \geqq \cdots \geqq k_{m}$. For any complex number $t$,

$$
(t)_{\kappa}=\prod_{i=1}^{m}\left(t-\frac{1}{2}(i-1)\right)_{k_{i}}
$$

where

$$
(t)_{j}=\frac{\Gamma(t+j)}{\Gamma(t)}, \quad j=0,1,2, \cdots
$$

Further, define the multivariate gamma function [5], [6] by

$$
\Gamma_{m}(t)=\pi^{m(m-1) / 4} \prod_{i=1}^{m} \Gamma\left(t-\frac{1}{2}(i-1)\right), \quad \operatorname{Re}(t)>\frac{1}{2}(m-1)
$$

For any symmetric $m \times m$ matrix $T=\left(t_{i j}\right)$, we define

$$
|T|_{\kappa}=\prod_{i=1}^{m}\left|T_{i}\right|^{k_{i}-k_{i+1}}, \quad k_{m+1} \equiv 0
$$

where $T_{i}$ is the $i$ th principal minor of $T$, and $|\cdot|$ denotes the determinant. With the matrix $T$, we associate a matrix of differential operators

$$
\frac{\partial}{\partial t}:=\left(\frac{1}{2}\left(1+\delta_{i j}\right) \frac{\partial}{\partial t_{i j}}\right),
$$

where $\delta_{i j}$ is Kronecker's delta. Whenever the variables of differentiation are clear from the context, we denote $\partial / \partial T$ by $D$; further, we shall use the notation

$$
|D|_{\kappa}=\prod_{i=1}^{m}\left|D_{i}\right|^{k_{i}-k_{i+1}}
$$

where $D_{i}$ is the $i$ th principal minor of $D$. For example, if $\kappa=(4,2,0, \cdots, 0)$, then

$$
|D|_{\kappa}=\frac{\partial^{2}}{\partial t_{11}^{2}}\left(\frac{\partial^{2}}{\partial t_{11} \partial t_{22}}-\frac{\partial^{2}}{4 \partial t_{12}^{2}}\right)^{2} .
$$

The operator $|D| \equiv|D|_{(1,1, \cdots, 1)}$ is the hyperbolic operator of Herz [5].
If a random matrix $X_{1}$ has $W_{m}(\Sigma, N)$ distribution, then it is known that the characteristic function of $X_{1}$ is

$$
\phi(T):=E\left(e^{i \operatorname{tr}\left(T X_{1}\right)}\right)=|I-2 i T \Sigma|^{-N / 2}
$$

where $T$ is a symmetric matrix. Our first result determines the effect of the $|D|_{\kappa}$ operators on $\phi(T)$.

Proposition 2.1. $|D|_{\kappa} \phi(T)=i^{k}(N / 2)_{\kappa}\left|\left(\frac{1}{2} \Sigma^{-1}-i T\right)^{-1}\right|_{\kappa} \phi(T)$, where $k=k_{1}+k_{2}+$ $\cdots+k_{m}$.

In the course of proving Proposition 2.1, we will use the following result by Bellman [1].

Lemma 2.2 (Bellman). Let $Z$ be a complex, symmetric, $m \times m$ matrix with $\operatorname{Re}(Z)>0$ (positive-definite symmetric). Then,

$$
\int_{X>0} e^{-\operatorname{tr}(X Z)}|X|^{t-p}|X|_{\kappa} d X=(t)_{\kappa} \Gamma_{m}(t)|Z|^{-t}\left|Z^{-1}\right|_{\kappa},
$$

with absolute convergence for $\operatorname{Re}(t)>p-1, p=(m+1) / 2$.
Proof of Proposition 2.1. Let

$$
C=\left(|2 \Sigma|^{N / 2} \Gamma_{m}(N / 2)\right)^{-1}
$$

be the normalizing constant for the Wishart density. Then,

$$
|D|_{\kappa} \phi(T)=C|D|_{\kappa} \int_{X>0} e^{i \operatorname{tr}(T X)} e^{-1 / 2 \operatorname{tr}\left(\Sigma^{-1} X\right)}|X|^{(N-m-1) / 2} d X
$$

Since

$$
|D|_{\kappa} e^{i \operatorname{tr}(T X)}=i^{k}|X|_{\kappa} \mathrm{e}^{i \operatorname{tr}(T X)}
$$

then

$$
|D|_{\kappa} \phi(T)=C i^{k} \int_{X>0} e^{-\operatorname{tr}\left(1 / 2 \Sigma^{-1}-i T\right) X}|X|^{(N-m-1) / 2}|X|_{\kappa} d X
$$

Applying Lemma 2.2 and simplifying completes the proof.
If $\kappa=\left(k_{1}, \cdots, k_{m}\right)$ and $\lambda=\left(l_{1}, \cdots, l_{m}\right)$ are partitions, we define $\kappa+\lambda=$ $\left(k_{1}+l_{1}, \cdots, k_{m}+l_{m}\right)$.

Theorem 2.3. Let $\left\{a_{i j}\right\}_{i, j=1}^{n}$ be real numbers. For any two partitions $\kappa, \lambda$ define

$$
b_{\kappa, \lambda}=(N / 2)_{\kappa}(N / 2)_{\lambda} /(N / 2)_{\kappa+\lambda} .
$$

If $X_{1}, \cdots, X_{n}$ is a random sample from $W_{m}(\Sigma, N)$, then the polynomial

$$
\begin{equation*}
P(X)=\sum_{i \neq j}^{n} \sum_{i j}^{n} a_{i j}\left[\left|X_{i}\right|_{\kappa}\left|X_{j}\right|_{\lambda}-b_{\kappa, \lambda}\left|X_{i}\right|_{\kappa+\lambda}\right] \tag{1}
\end{equation*}
$$

is a zero-regression polynomial.
Proof. A necessary and sufficient criterion [4] for a polynomial $P(\underset{\sim}{X})$ to have zero regression on $L$ is that

$$
\begin{equation*}
E\left(e^{i \operatorname{tr}(T L)} P(\underset{\sim}{X})\right)=0 \tag{2}
\end{equation*}
$$

for all symmetric $T$. To apply (2) to the polynomial (1), we shall use the following results:

$$
\begin{aligned}
& |D|_{\kappa} \phi(T)=i^{k} E\left(e^{i \operatorname{tr}(T X)}|X|_{\kappa}\right) \\
& |D|_{\kappa}|D|_{\lambda} \phi(T)=i^{k+l} E\left(e^{i \operatorname{tr}(T X)}|X|_{\kappa}|X|_{\lambda}\right)
\end{aligned}
$$

where $k=k_{1}+\cdots+k_{m}, l=l_{1}+\cdots+l_{m}$. Then, applying (2) to (1), we obtain

$$
\begin{aligned}
E\left(e^{i \operatorname{tr}(T L)} P(\underset{\sim}{X})\right)=i^{-k-l} & \sum_{r \neq s} a_{r s}(\phi(T))^{n-2} \\
& \cdot\left[\left(|D|_{\kappa} \phi(T)\right)\left(|D|_{\lambda} \phi(T)\right)-b_{\kappa, \lambda} \phi(T)|D|_{\kappa+\lambda} \phi(T)\right] .
\end{aligned}
$$

However, from Proposition 2.1, we also have

$$
\left(|D|_{\kappa} \phi\right)\left(|D|_{\lambda} \phi\right)-b_{\kappa, \lambda} \phi|D|_{\kappa+\lambda} \phi \equiv 0,
$$

and hence $P(\underset{\sim}{X})$ has zero regression on $L$.
The construction given in Theorem 3.2 leads to a generalization of the results in [4]. To recover the zero regression polynomials of [4] from our result, we need only set $\kappa=\lambda=\left(1^{m}\right)$; this shows that

$$
\begin{equation*}
P(\underset{\sim}{X})=\sum_{i \neq j} a_{i j}\left[\left|X_{i}\right|\left|X_{j}\right|-b_{1}\left|X_{i}\right|^{2}\right] \tag{3}
\end{equation*}
$$

has zero regression on $L$, where

$$
b_{1}=(N / 2)_{\left(1^{m}\right)}(N / 2)_{\left(1^{m}\right)} /(N / 2)_{\left(2^{m}\right)} .
$$

3. Characterizations of zero-regression polynomials. This section characterizes zero-regression polynomials through several unconditional expectations, including generalizations of (2). First, we need to introduce notation and results pertinent to Fourier analysis on compact topological groups; an introductory account of this theory is given in [12] and [13].

Let $G$ be a compact (Hausdorff) group. A representation $\rho$ of $G$ is a continuous homomorphism of $G$ into the group of invertible linear transformations on a complex vector space $V_{\rho}$.

A representation $\rho$ is irreducible if the only proper invariant (under $\rho$ ) subspace of $V_{\rho}$ is $\{0\}$, the trivial subspace. Since $G$ is compact, then $V_{\rho}$ is necessarily of finite dimension, say $d_{\rho}$. Further, we lose no generality in assuming that the irreducible representations of $G$ are given by unitary matrices.

Two representations $\rho_{1}$ and $\rho_{2}$ are unitarily equivalent if there exists a unitary matrix $u$ such that $u \rho_{1}(g)=\rho_{2}(g) u$ for all $g$ in $G$. The notion of unitary equivalence defines an equivalence relation among the representations of $G$. We denote by $\hat{G}$ the set of equivalence classes of irreducible representations of $G . \hat{G}$ is called the dual of $G$.

Let $d g$ be the unique Haar measure on $G$, normalized so that $G$ has total mass one. If $f: G \rightarrow \mathbb{C}$ is continuous, the Fourier transform of $f$ is defined by

$$
\rho(f)=\int_{G} f(g) \rho(g) d g, \quad \rho \in \hat{G} .
$$

The Fourier inversion formula then states that

$$
\begin{equation*}
f(g)=\sum_{\rho \in \hat{G}} d_{\rho} \operatorname{tr}\left(\rho(g)^{*} \rho(f)\right), \quad g \in G \tag{4}
\end{equation*}
$$

where * denotes the transpose of complex conjugates. The sum in (4) is over a set of representatives for the equivalence classes in $\hat{G}$, one for each class.

Next, we specialize to the case $G=\operatorname{SO}(m)$, the special orthogonal group. The group $G$ consists of all $m \times m$ orthogonal matrices $g$ having determinant one.

Definition 3.1 [2], [3]. For symmetric $m \times m$ matrices $S, T$,

$$
J_{\rho}(S, T)=\int_{\mathrm{SO}(m)} e^{i \operatorname{tr}\left(g^{\prime} S_{g} T\right)} \rho(g) d g
$$

is the generalized Bessel function of order $\rho$.
The generalized Bessel functions were introduced and studied in [2]. In the jargon of [2], [3], $J_{\rho}(S, T)$ is the generalized Bessel function of order $\rho$ arising from the two-sided action of $\operatorname{SO}(m)$ on the space of symmetric matrices.

Note that $J_{\rho}(S, T)$ is the Fourier transform of the function $g \rightarrow e^{i \operatorname{tr}\left(g^{\prime} \mathrm{S}_{g} T\right)}, g \in$ $\mathrm{SO}(m)$. Further, $J_{\rho}(S, T)$ is a $d_{\rho} \times d_{\rho}$ matrix. The Fourier inversion formula (4) shows that for fixed $S, T$,

$$
\begin{equation*}
e^{i \operatorname{tr}\left(g^{\prime} \operatorname{Sg} T\right)}=\sum_{\rho \in \hat{G}} d_{\rho} \operatorname{tr}\left(\rho(g)^{*} J_{\rho}(S, T)\right) \tag{5}
\end{equation*}
$$

Since the function $g \rightarrow e^{i \operatorname{tr}\left(g^{\prime} S_{g} T\right)}$ is infinitely differentiable, the series (5) converges uniformly on $\mathrm{SO}(m)$.

Now, we can state the main result of the paper. As before, $L=X_{1}+\cdots+X_{n}$, where the $X_{i}$ are independently and identically distributed Wishart matrices. Also, the polynomial $P(\underset{\sim}{X}), \underset{\sim}{X}=\left(X_{1}, \cdots, X_{n}\right)$, has zero regression on $L$.

Theorem 3.2. The following conditions are equivalent:
(a) $P(X)$ has zero regression on $L$;
(b) $E\left(e^{i \operatorname{tr}(T L)} p(L) P(\underset{\sim}{X})\right)=0$ for all polynomials $p(L)$ and symmetric matrices $T$;
(c) $E(p(L) P(X))=0$ for all polynomials $p\left(L_{\wedge}\right)$;
(d) $E\left(P(\underset{\sim}{X}) J_{\rho}(T, L)\right)=0$ for all $\rho \in(\mathrm{SO}(m))^{\wedge}$ and symmetric $T$.

Proof. In § 2, we noted that the zero-regression property is equivalent to

$$
\begin{equation*}
E\left(e^{i \operatorname{tr}(T L)} P(\underset{\sim}{X})\right)=0 \tag{6}
\end{equation*}
$$

for all $T$. Then, it is immediate that (a) implies (b) since

$$
E\left(e^{i \operatorname{tr}(T L)} p(L) P(X)\right)=p\left(\frac{1}{i} \frac{\partial}{\partial T}\right) E\left(e^{i \operatorname{tr}(T L)} P(\underset{\sim}{X})\right) .
$$

Further, (b) implies (6) trivially, so that (a) and (b) are equivalent. To see that (c) implies (6), note that $e^{i \operatorname{tr}(T L)}$ can be expressed as an absolutely convergent series,

$$
e^{i \operatorname{tr}(T L)}=\sum_{\alpha \in A} q_{\alpha}(T) p_{\alpha}(L)
$$

where $A$ is a countable index set, and $p_{\alpha}$ and $q_{\alpha}$ are polynomials for all $\alpha$. Taking expectations, we find that for $T$ sufficiently close to the zero matrix,

$$
E\left(e^{i \operatorname{tr}(T L)} P(\underset{\sim}{X})\right)=\sum_{\alpha \in A} q_{\alpha}(T) E\left(p_{\alpha}(T) P(\underset{\sim}{X})\right)=0
$$

where the interchange of summation and expectation is permitted by the Dominated Convergence Theorem. As a function of $T$, the left-hand side of (6) is analytic and is zero in a neighborhood of the origin; hence it is identically zero. Since (b) implies (c), then we have established the equivalence of (a), (b), and (c).

Finally, we prove that (6) is equivalent to (d). First, Fubini's theorem and the definition of $J_{\rho}(S, T)$ show that

$$
E\left(P(\underset{\sim}{X}) J_{\rho}(S, T)\right)=\int_{\mathrm{SO}(m)} E\left(e^{i \operatorname{tr}\left(g^{\prime} T_{g} L\right)} P(\underset{\sim}{X})\right) \rho(g) d g .
$$

Therefore, (6) implies (d). Conversely if (d) holds, then by the Fourier inversion formula (5) and the Dominated Convergence Theorem,

$$
E\left(e^{i \operatorname{tr}\left(g^{\prime} T g L\right)} P(\underset{\sim}{X})\right)=\sum_{\rho} d_{\rho} \operatorname{tr}\left(\rho(g)^{*} E\left(P(\underset{\sim}{X}) J_{\rho}(T, L)\right)\right)=0
$$

for any $g$ in $\operatorname{SO}(m)$ and symmetric $T$. Hence (d) implies (6), and this completes the proof.

On reviewing the proof of Theorem 3.2, we note that nowhere do we use the fact that the $X_{i}$ are Wishart matrices. Therefore the result holds for any symmetric matrix distribution, as long as the various interchanges of sums and integrals remain valid. In particular, it holds for the multivariate beta and $F$ distributions [6].

To end this section, we make some remarks on the generalized Bessel functions. The spherical Bessel function is

$$
J_{0}(S, T)=\int_{\mathrm{SO}(m)} e^{i \mathrm{tr}\left(g^{\prime} S_{g} T\right)} d g
$$

which corresponds to the trivial one-dimensional representation $\rho(g) \equiv 1$. When $m=2$, it can be shown using the techniques of [3] that

$$
J_{0}(S, T)=e^{i \operatorname{tr}(S) \operatorname{tr}(T) / 2} \tilde{J}_{0}(\Delta(S) \Delta(T) / 2)
$$

where $\tilde{J}_{0}(\cdot)$ denotes the classical Bessel function of the first kind of order zero, and $\Delta(S)=\left|s_{1}-s_{2}\right|$ where $s_{1}$ and $s_{2}$ are the two eigenvalues of $S$. For any odd $m \geqq 3$, it has been shown [11] that $J_{0}(S, T)={ }_{0} F_{0}(i S, T)$, where ${ }_{0} F_{0}(\cdot, \cdot)$ is James' hypergeometric function of two matrix arguments. For even $m \geqq 4, J_{0}(\cdot, \cdot)$ can be again related to ${ }_{0} F_{0}(\cdot, \cdot)$ but the result is more complicated. For general $\rho$ the evaluation of the matrix elements of $J_{\rho}(S, T)$ requires powerful machinery from the theory of harmonic analysis [2], [3]; however, we also remark that for the case $m=2, J_{\rho}(S, T)$ can be computed explicitly using the techniques of [3].
4. A characterization of the Wishart distribution. Both here and in [4], it has been shown that the polynomial (3) has zero regression on $L=X_{1}+\cdots+X_{n}$. Given the converse, that (3) has zero regression on the sum of an independently and identically distributed sequence of random matrices, we wish to determine whether the underlying population is necessarily Wishart. From the proof of Theorem 2.3, we observe that the polynomial (3) has zero regression on $L$ if and only if the characteristic function $\phi(T)=E\left(e^{i \operatorname{tr}\left(T X_{1}\right)}\right)$ satisfies the differential equation

$$
\begin{equation*}
(|D| \phi(T))^{2}=b_{1} \phi(T)|D|^{2} \phi(T), \tag{7}
\end{equation*}
$$

for all $T$. Therefore, it is enough to find all solutions of (7) that are simultaneously characteristic functions.

Consider the class of characteristic functions $\phi(T)$ of the form

$$
\begin{equation*}
\phi(T)=\int_{H}|I-2 i T \Sigma|^{-N / 2} d \nu(\Sigma) \tag{8}
\end{equation*}
$$

where $\nu(\cdot)$ is a Borel probability measure on the hypersurface $H=\{\Sigma: \Sigma$ is positive definite and $|\Sigma|=1\}$. A random matrix with a characteristic function of form (8) may be regarded as a "covariance mixture" of Wishart distributions; these mixtures have arisen [10] in the context of hyperspherical distributions. We now show that the zero regression polynomial (3) characterizes the Wishart distribution within the class of Wishart mixtures typified by (8).

Theorem 4.1. Let $X_{1}, \cdots, X_{n}$ be a random sample from a population with characteristic function (8). If the polynomial $P(\underset{\sim}{X})$ in (3) has zero regression on $L$, then $X_{1}$ has a Wishart distribution.

Proof. Since $P(X)$ has zero regression on $L$, then (7) holds. Applying the $|D|$ and $|D|^{2}$ operators to $\phi(T)$ in (8) shows that

$$
\begin{align*}
\left(\int_{H}|I-2 i T \Sigma|^{-(N+2) / 2} d \nu(\Sigma)\right)^{2}= & \int_{H}|I-2 i T \Sigma|^{-N / 2} d \nu(\Sigma)  \tag{9}\\
& \cdot \int_{H}|I-2 i T \Sigma|^{-(N+4) / 2} d \nu(\Sigma),
\end{align*}
$$

for all symmetric $T$. By considering discrete approximations to these latter integrals, it is evident that (9) implies $\nu(\cdot)$ to be the Dirac measure at some "point" $\Sigma_{0}$. Consequently, $X_{1} \sim W_{m}\left(N, \Sigma_{0}\right)$.

Stephen Marron has kindly remarked that the above conclusion concerning $\nu(\cdot)$ can also be obtained by working with moment generating functions rather than characteristic functions. Indeed, the generating function analogue of (9) is

$$
\begin{align*}
\left(\int_{H}|I-2 T \Sigma|^{-(N+2) / 2} d \nu(\Sigma)\right)^{2}= & \int_{H}|I-2 T \Sigma|^{-N / 2} d \nu(\Sigma)  \tag{9'}\\
& \cdot \int_{H}|I-2 T \Sigma|^{-(N+4) / 2} d \nu(\Sigma)
\end{align*}
$$

and this holds for all $T$ in a sufficiently small neighborhood of the zero matrix. The Cauchy-Schwarz inequality guarantees that the left-hand side of ( $9^{\prime}$ ) is never larger than the right-hand side. Then, the conclusion that $\nu(\cdot)$ is Dirac follows immediately from the criterion for equality in the Cauchy-Schwarz inequality.

Finally, we remark that results similar to Theorem 4.1 can be obtained for the general polynomials constructed in Theorem 2.3.

Acknowledgments. I am deeply grateful to Kenneth Gross for his patient explanations of harmonic analysis in general, and the generalized Bessel functions in particular.
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# HOPF BIFURCATION IN THE PRESENCE OF SPHERICAL SYMMETRY: ANALYTICAL RESULTS* 
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#### Abstract

This paper considers a one-parameter family of vector fields equivariant under the orthogonal group $O(3)$, with an invariant fixed point. Hopf bifurcation of this family is studied assuming $O(3)$ acts on the eigenspaces belonging to each purely imaginary eigenvalue as an $l=2$ representation. The dynamics are then reduced to a ten-dimensional center manifold, and the normal form of the vector field is explicitly given up to fifth order. The five different types of bifurcating periodic solutions, predicted geometrically by Golubitsky and Stewart, are derived analytically: a family of axisymmetric solutions, two types of rotating waves (one rotating at twice the speed of the other), a family of standing waves and a family of tetrahedral waves.

The stability conditions are given for all these solutions. These stabilities depend on the three coefficients appearing at cubic order in the normal form and on one combination of three coefficients occurring at fifth order. All solutions can be stable except for the fastest family of rotating waves. The slower rotating waves and the axisymmetric solutions may be simultaneously stable. Finally it is shown that a family of quasiperiodic solutions may bifurcate directly from the invariant fixed point together with the periodic solutions.


Key words. Hopf bifurcation symmetry breaking, spherical symmetry
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1. Introduction. Systems possessing a priori a spherical symmetry frequently occur in physics, particularly in hydrodynamics (see, for instance, self-gravitation convection problems [3], and the evolution of the shape of a gas bubble in a liquid [16]). Such phenomena obey a system of partial differential equations of evolution type, which may be written in the form of a differential equation:

$$
\begin{equation*}
\frac{d U}{d t}=\mathscr{F}(\lambda, U) \tag{1}
\end{equation*}
$$

in a suitable functional real space $E$ (see [10] for a precise formulation in hydrodynamics. Here $U(t)$ may stand for various physical quantities at time $t$ : the velocity vector field of fluid particles, temperature, location of a free surface, etc. Moreover, $\lambda \mathbb{R}^{k}$ characterizes all the parameters of the underlying physics. In this mathematical frame, spherical symmetry means that $\mathscr{F}(\lambda, \cdot)$ commutes with a representation of the orthogonal group $O(3)$, i.e.,

$$
\begin{equation*}
\mathscr{F}(\lambda, \gamma U)=\gamma \mathscr{F}(\lambda, U) \tag{2}
\end{equation*}
$$

for any element $\gamma$ of the representation of $O(3)$ on the space $E$. Let us assume that we know a steady solution of (1) invariant under $O(3)$. We take it to be the origin in $E$. So, we have:

$$
\begin{equation*}
\mathscr{F}(\lambda, 0)=0 . \tag{3}
\end{equation*}
$$

We assume in the following that this solution is marginally stable when $\lambda$ equals zero. More precisely, the spectrum of the linear operator $\mathscr{L}_{\lambda}=D_{U} \mathscr{F}(\lambda, \cdot)$ is divided into two parts: one part, denoted by $\Sigma_{0}$, lying on the imaginary axis; the other lying strictly to the left side of this axis. In a neighborhood of $\lambda=0$, the center manifold theorem implies that the dynamics of (1) near zero in space $E$ is asymptotically

[^35]described by the trace of the vector field (1) on a center manifold $\mathscr{V}_{0}$. This manifold $\mathscr{V}_{0}$ has the same dimension as $E_{0}$ and is both locally invariant and locally attracting in a neighborhood of $U=0$. A complete modern proof of this theorem may be found in [19] for vector fields in finite-dimensional spaces. For evolution problems described by partial differential equations, see [11] or an easy adaptation of [19], which may be done by using, for instance, results reviewed in § II of [10]. This theorem is proved in an easier way for maps (see, for instance, [14], [9]), but then an adaptation for vector fields is needed (see also § V. 4 of [9] for partial differential equations). The manifold $\mathscr{V}_{0}$ may be expressed in the following form:
\[

$$
\begin{equation*}
U=X+\Phi(\lambda, X), \quad \Phi(0,0)=0, \quad D_{X} \Phi(0,0)=0 \tag{4}
\end{equation*}
$$

\]

where $X$ belongs to the subspace $E_{0}$ invariant under $\mathscr{L}_{0}$ and corresponds to the part $\Sigma_{0}$ of the spectrum. In the problems considered, especially in hydrodynamics, this subspace is generally finite-dimensional. Therefore, after projection on the manifold, we are concerned only with a finite-dimensional differential system:

$$
\begin{equation*}
\frac{d X}{d t}=F(\lambda, X) \tag{5}
\end{equation*}
$$

where $X(t) \in E_{0}, F(\lambda, 0)=0$.
The linear operator $L_{0}=D_{X} F(0,0)$ is the restriction of $\mathscr{L}_{0}$ to $E_{0}$, so its entire spectrum is located on the imaginary axis. Moreover, the equivariance (2) of $\mathscr{F}$ remains valid for the new vector field on $E_{0}$, since a theorem of Ruelle [18] shows that we can find $\Phi$ such that

$$
\begin{align*}
& F(\lambda, \gamma X)=\gamma F(\lambda, X),  \tag{6}\\
& \Phi(\lambda, \gamma X)=\gamma \Phi(\lambda, X), \tag{7}
\end{align*}
$$

where $\gamma$ is an element of the representation $\Gamma$ of $O(3)$ on $E_{0}$. Straightforward consequences of (6) and (7) are: (a) $L_{0}$ commutes with every element of the representation $\Gamma$; (b) the eigenvalues of $L_{0}$ may have a large multiplicity; and (c) $E_{0}$ may be largedimensional. Hence even for simple generic bifurcations of codimension 1, numerous solutions may bifurcate with complex patterns.

Using geometrical arguments from Lie group theory, Golubitsky and Stewart [7] have considered the "simplest" case of a Hopf bifurcation in the presence of $O$ (3) symmetry: they assumed that $L_{0}$ possesses a pair of eigenvalues $\pm i \omega$ associated with the decomposition of the complexified space $E_{0}^{c}$ denoted hereafter by $E_{0}$ :

$$
E_{0}=V \oplus \bar{V},
$$

where the representation of $O(3)$ on $V$ (and $\bar{V}$ ) is absolutely irreducible. Because of this assumption, the above-mentioned authors showed the emergence of branches of bifurcated solutions in each two-dimensional space corresponding to some specified symmetry. The method of restricting the study to subspaces of minimal dimensionality was previously used by Iudovich [12] to search analytically for steady solutions in Bénard convection. The geometric arguments developed in [7] do not say anything about the existence of other solutions (periodic or quasiperiodic), and do not show explicitly the stability of the specific periodic solutions.

Our purpose is to obtain more insight into these questions by studying the amplitude equations for a specific case. The case we investigate is mathematically the simplest leading to multiple solutions-among them one possessing an interesting tetrahedral symmetry. We note that nonstationary solutions might also be found in
cases of mode interaction when the only eigenvalue of $L_{0}$ is zero, its multiplicity being high enough: 5 in [3], 8 in [20].

The paper is organized as follows. In $\S 1$ we derive the form of the differential system (5) on the center manifold $\mathscr{V}_{0}$. Unlike the steady bifurcation case [8], the irreducible representation $l=2$ of $O(3)$ does not possess a simple expression for the Hopf problem on the subspace $E_{0}$. This, as well as the dimension $2(2 l+1)=10$ of the differential system (5), requires us to make use of rather technical results in this section. Consequently, we have only summarized the essential features of the calculus to get the form (24). The following section reviews and describes explicitly the five timeperiodic solutions predicted in [7]: one axisymmetric solution, two rotating waves solutions (one type rotating twice as rapidly as the other), one standing wave solution, and one tetrahedral wave solution. We look exhaustively for their stability and show in particular that the "fastest" rotating wave solution is always unstable and that several solutions may be simultaneously stable. All the stability conditions may be expressed with three coefficients from the third order and only one combination of coefficients from the fifth order. In the last section we investigate the possible existence of quasi-periodic solutions directly emerging after a codimension 1 bifurcation, together with periodic solutions.

## 2. Normal form of the amplitude equations.

2.1. The basic problem. Our purpose is to find, when $\lambda$ is near zero, how to describe the asymptotic dynamics of the solutions of (5) whenever $E_{0}$ can be written in the form

$$
E_{0}=V \oplus \bar{V},
$$

where $V$, of dimension five, possesses an irreducible representation $l=2$ for the group $O(3)$. Recall that $F$ commutes with this representation.

Each real vector of $E_{0}$ may be decomposed as

$$
\begin{equation*}
X=\sum_{m=-2}^{m=+2} x_{m} \xi_{m}+\bar{x}_{m} \bar{\xi}_{m} \tag{8}
\end{equation*}
$$

where the $\xi_{m}(m=-2,-1,0,1,2)$ are eigenvectors of $L_{0}$ for the eigenvalue $i \omega$. This decomposition differs slightly from that of [7]: Golubitsky and Stewart write their hypothesis on a real basis corresponding to the real and imaginary parts of our vectors. It follows from this that the problem now reduces to that of finding vector fields depending on complex amplitudes $x_{j}, \bar{x}_{j}(j=-2,-1,0,1,2)$ that satisfy (6), i.e., after differentiation, the following relations:

$$
D_{X} F(\lambda, X) \cdot J_{k} X=J_{k} F(\lambda, X), \quad k=1,2,3,
$$

or

$$
\begin{align*}
& D_{X} F(\lambda, X) \cdot J_{+} X=F(\lambda, X), \\
& D_{X} F(\lambda, X) \cdot J_{-} X=J_{-} F(\lambda, X),  \tag{9}\\
& D_{X} F(\lambda, X) \cdot J_{3} X=J_{3} F(\lambda, X),
\end{align*}
$$

where $-i J_{1},-i J_{2},-i J_{3}$ are infinitesimal generators corresponding to rotations about each coordinate axis, and

$$
J_{ \pm}=J_{1} \pm i J_{2} .
$$

Remark. Only two of the three relations in (9) are independent, since if $F$ commutes with rotations about two coordinate axes it commutes with the rotation about the third axis.

To derive the general amplitude equation consistent with (9), we must consider the fundamental relations of the irreducible $O(3)$ representation $l=2$. In the following paragraph, we briefly review these properties without proving them. We refer the reader to [6] or [15] for details.
2.2. Irreducible representation $\boldsymbol{l}=\mathbf{2}$ of the orthogonal group. The linear operators $J_{3}, J_{+}, J_{-}$act on the canonical basis $\left\{\xi_{m}, m=-2,-1,0,1,2\right\}$ as follows (see pp. 24-25 of [6]):

$$
\begin{equation*}
J_{3} \xi_{m}=m \xi_{m}, \quad J_{-} \xi_{m}=\beta_{-m} \xi_{m-1}, \quad J_{+} \xi_{m}=\beta_{m} \xi_{m+1} \tag{10}
\end{equation*}
$$

where $\beta_{m}=\sqrt{(2-m)(3+m)}$ and $m \in\{-2,-1,0,1,2\}$. Similarly (since $\bar{J}_{+}=-J_{-}$and $\bar{J}_{3}=-J_{3}$ ):

$$
\begin{equation*}
J_{3} \bar{\xi}_{m}=-m \bar{\xi}_{m}, \quad J_{+} \bar{\xi}_{m}=-\beta_{-m} \bar{\xi}_{m-1}, \quad J_{-} \bar{\xi}_{m}=-\beta_{m} \bar{\xi}_{m+1} \tag{11}
\end{equation*}
$$

In Appendix 1 we describe the action of any finite rotation in this representation. Let us point out here the special case of a rotation of angle $\pi$ about the axis $o x$ :

$$
\begin{equation*}
R_{o x}(\pi) \xi_{m}=\xi_{-m} \tag{12}
\end{equation*}
$$

and that of a rotation of angle $\theta$ about $o z$ :

$$
\begin{equation*}
R_{o z}(\theta) \xi_{m}=e^{-i m \theta} \xi_{m} \tag{13}
\end{equation*}
$$

The reflection $S$ through the origin possesses two possible representations: Id and -Id. The choice between these two possibilities depends on the particular physical problem. The natural representation on spherical harmonics ( -Id$)^{l}$ corresponds to the identity when $l=2$. It turns out, however, that the other possibility just modifies the symmetry of the solutions but not the dynamical system itself. In $\S 2.3$ we suppose the natural representation holds: straightforward modifications belonging to the other case are left as an exercise for the reader.
2.3. Normal form of the vector field on the center manifold. To analyze the amplitude equations, we must put them into normal form. The basic result, obtained by Elphick et al. [5], indicates the existence of a nonlinear change of variables (close to the identity) such that the normal form of $F$ commutes with the one-parameter group $\exp \left(L_{0} t\right)$. After differentiation this property may be put into a more convenient form:

$$
\begin{equation*}
D_{X} F(\lambda, X) \cdot L_{0} X=L_{0} F(\lambda, X) \tag{14}
\end{equation*}
$$

where we recall that the action of $L_{0}$ on the canonical basis is

$$
\begin{equation*}
L_{0}=i \omega \operatorname{Id}_{V} \tag{15}
\end{equation*}
$$

Relation (14) is, however, only applicable up to an arbitrarily large but fixed order. Indeed, it is known that normalization of a vector field cannot be done to all orders, due to problems of convergence. The degree of the polynomial $F$ must first be fixed (large $N$ ); then the neighborhood of zero, where an estimate $O\left(\|X\|^{N}\right)$ on the higher-order terms still holds, is fixed. This is not the case for the properties (9) of $F$ that are valid exactly, due to the fundamental equivariance (2) of the system and to the results of [18]. From now on, we will say that a property is verified "up to flat terms" if it is verified on polynomial $F$.
2.4. Computation of the normal form. General approach. To determine the most general expression for $F$ compatible with (9) and (14) let us decompose $F(\lambda, X)$. This yields:

$$
\begin{equation*}
F(\lambda, X)=\sum_{m=-2}^{m=+2} F_{m} \xi_{m}+\bar{F}_{m} \bar{\xi}_{m} \tag{16}
\end{equation*}
$$

where each component is explicitly expanded in the power series

$$
\begin{equation*}
F_{m}=\sum_{P} \alpha_{m}^{P} x_{-2}^{p_{-2}} \cdots x_{2}^{p_{2}} \bar{x}_{-2}^{q_{-2}} \cdots \bar{x}_{2}^{q_{2}} \tag{17}
\end{equation*}
$$

with $P=\left(p_{-2}, \cdots, p_{2}, q_{-2}, \cdots, q_{2}\right)$.
The equalities $(9)_{3}$ and (14) then select those $\alpha_{m}^{P}$ that verify the resonant conditions:

$$
\begin{align*}
& \sum_{j=-2}^{2} j\left(p_{j}-q_{j}\right)=m,  \tag{18}\\
& \sum_{j=-2}^{2}\left(p_{j}-q_{j}\right)=1 \tag{19}
\end{align*}
$$

Remark 1. Since we are looking for a polynomial $F$, we do not distinguish between the type of conditions generated by (9) $)_{3}$ and (14).

Remark 2. The consequences of (9) $)_{1}$ and (9) $)_{2}$ do not give such simple relations since $J_{+}, J_{-}$are not diagonal operators on the canonical basis.

The general form of $F$ is computed in two steps. First we determine $F_{-2}$. In addition to (18) and (19), (9) $)_{1}$ implies that the normal form must satisfy

$$
\begin{equation*}
D_{X} F_{-2} \cdot J_{+} X=0 \tag{20}
\end{equation*}
$$

Assume this calculation is done: then we easily obtain $F_{-1}$ and $F_{0}$ thanks to $(9)_{2}$ :

$$
\begin{gather*}
\beta_{1} F_{-1}=D_{X} F_{-2} \cdot J_{-} X,  \tag{21}\\
\beta_{0} F_{0}=D_{X} F_{-1} \cdot J_{-} X . \tag{22}
\end{gather*}
$$

Now, instead of using $J_{-}$again to obtain $F_{1}, F_{2}$, we use a shortcut based on the equivariance under the rotation $R_{o x}(\pi)$. This gives $F_{1}$ and $F_{2}$, since (12) and (16) lead to

$$
\begin{equation*}
F_{m}\left(\lambda, R_{o x}(\pi) X\right)=F_{-m}(\lambda, X) \tag{23}
\end{equation*}
$$

Other relations from (9), (18), (19) are then automatically satisfied and the most general normal form is thus found.
2.5. Computation of $\boldsymbol{F}_{-2}$. To exhibit $F_{-2}$ it is possible to use the pedestrian way of examining by increasing degrees the monomials (17) in (20) and eliminating those incompatible with (9), (18), and (19). This method-although conceptually simplecan, however, hardly ever be applied beyond the third order because of the exponential growth of the number of monomials involved. (For the third-order there are 5,000 for only three vectorial resonating terms.) Furthermore it does not yield a general result on the form of $F_{-2}$. This difficult question has been solved using Lie theoretic techniques: Cerezo [1] shows, for instance, that the polynomial function $F_{-2}$ may be written as a linear combination of 43 polynomials, the coefficients of which are invariant polynomials of the group $O(3) \times S O(2)$ (generators $\left.J_{3}, J_{+}, L_{0}\right)$. At order 7, 23 of the 43 terms are present in $F_{-2}$, and it is necessary to go to the thirteenth order to find all the possible terms. It would be rather tedious to reproduce these results (the interested reader should consult [1] where a thorough study of this matter is given). Here we give only the expression truncated to the fifth order: we must go to this order to analyze the degeneracy occurring in the study of stability of some of the bifurcated solutions.

In what follows we denote by $i \omega+\mu(\lambda)$ the eigenvalue of the operator $\mathscr{L}_{\lambda}$, which perturbs $i \omega$ when $\lambda$ is different from zero. All the coefficients in the vector field $F(\lambda, X)$ are functions of $\lambda$, but just the dependency in $\lambda$ of the linear term is explicitly written.

As a matter of fact, the nonlinear terms are supposed to be nonsingular for $\lambda=0$. This means that only codimension 1 bifurcations are considered and justifies the replacement of $\lambda$ by $\mu_{r}$ (bifurcation parameter). The complete calculation yields the following for the vector field $F$ :

$$
\begin{align*}
F(\lambda, X)=[i \omega & \left.+\mu+a|X|^{2}+d_{1}|X|^{4}+d_{2}\left|S_{1}(X)\right|^{2}\right]+\left(b+d_{4}|X|^{2}\right) S_{1}(X) \tilde{X} \\
& +\left(c+d_{3}|X|^{2}\right) C(X)+d_{5} S_{1}(X) \tilde{C}(X)+d_{6} S_{3}(X) B_{1}(X)  \tag{24}\\
& +d_{7} S_{2}(X) \tilde{B}_{1}(X)+d_{8} \bar{S}_{2}(X) B_{2}(X)+d_{9} M(X)+O\left(|X|^{7}\right),
\end{align*}
$$

where we denote again by $F$ and $X$ the following vectors (to simplify notation):

$$
F=\left(F_{-2}, F_{-1}, F_{0}, F_{1}, F_{2}\right), \quad X=\left(x_{-2}, x_{-1}, x_{0}, x_{1}, x_{2}\right) .
$$

The mapping $Y \rightarrow \tilde{Y}$ is defined in $\mathbb{C}^{5}$ by

$$
Y=\left(y_{-2}, y_{-1}, y_{0}, y_{1}, y_{2}\right) \rightarrow \tilde{Y}=\left(\bar{y}_{2},-\bar{y}_{1}, \bar{y}_{0},-\bar{y}_{-1}, \bar{y}_{-2}\right) .
$$

In equality (24), there appear six $O(3)$ scalar invariant quantities $|X|^{2}, S_{1}(X), \bar{S}_{1}(X)$, $S_{2}(X), \bar{S}_{2}(X), S_{3}(X)$ as defined below (in the full normal form of $F$ there also appear $\bar{S}_{3}(X)$ and another real invariant of degree 4 (see [1])):

$$
\begin{align*}
& \begin{array}{l}
|X|^{2}=\sum_{m=-2}^{m=+2}\left|x_{m}\right|^{2},
\end{array} \\
& \begin{aligned}
S_{1}(X)= & x_{-1} x_{1}-\frac{1}{2} x_{0}^{2}-x_{-2} x_{2},
\end{aligned} \\
& \begin{array}{r}
S_{2}(X)= \\
\quad x_{2}\left(\sqrt{\frac{3}{2}} \bar{x}_{1}^{2}-2 \bar{x}_{0} \bar{x}_{2}\right)+x_{-2}\left(\sqrt{\frac{3}{2}} x_{-1}^{2}-2 \bar{x}_{-2} \bar{x}_{0}\right)+x_{1}\left(\bar{x}_{0} \bar{x}_{1}-\sqrt{6} \bar{x}_{-1} \bar{x}_{2}\right) \\
\quad \quad+x_{-1}\left(\bar{x}_{-1} \bar{x}_{0}-\sqrt{6} \bar{x}_{-2} \bar{x}_{1}\right)+x_{0}\left(-\bar{x}_{-1} \bar{x}_{1}-2 \bar{x}_{-2} \bar{x}_{2}+\bar{x}_{0}^{2}\right),
\end{array}  \tag{25}\\
& \begin{array}{l}
S_{3}(X)=x_{0}^{3}-3 x_{-1} x_{0} x_{1}+3 \sqrt{\frac{3}{2}}\left(x_{-1}^{2} x_{2}+x_{-2} x_{1}^{2}\right)-6 x_{-2} x_{0} x_{2} .
\end{array}
\end{align*}
$$

To avoid lengthy expressions, let us now introduce the operator $Y \mapsto \hat{Y}$ in $\mathbb{C}^{5}$ defined by

$$
\hat{Y}=\left(y_{2}, y_{1}, y_{0}, y_{-1}, y_{-2}\right) .
$$

This operator represents $R_{o x}(\pi)$ (see (12)). We may now define:

$$
C(X)=\left(C_{-2}, C_{-1}, C_{0}, C_{1}, C_{2}\right), \quad B_{j}(X)=\left(B_{-2}^{(j)}, B_{-1}^{(j)}, B_{0}^{(j)}, B_{1}^{(j)}, B_{2}^{(j)}\right)
$$

with $C_{m}(\hat{X})=C_{-m}(X), B_{m}^{(j)}(\hat{X})=B_{-m}^{(j)}(X)$, and

$$
\begin{aligned}
& C_{-2}(X)=x_{-1}^{2} \bar{x}_{0}+x_{-1} x_{0} \bar{x}_{1}+\frac{1}{\sqrt{6}} x_{0}^{2} \bar{x}_{2}-\sqrt{6} x_{-2}\left(\frac{2}{3}\left|x_{0}\right|^{2}+\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}\right), \\
& C_{-1}(X)=\sqrt{\frac{2}{3}} x_{0}^{2} \bar{x}_{1}+x_{0} x_{1} \bar{x}_{2}+x_{-2} x_{1} \bar{x}_{0}+2 x_{-2} x_{0} \bar{x}_{-1} \\
& \quad-\sqrt{\frac{3}{2}} x_{-1}\left(\left|x_{-1}\right|^{2}+\frac{1}{3}\left|x_{0}\right|^{2}+\left|x_{1}\right|^{2}+2\left|x_{2}\right|^{2}\right),
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{l}
C_{0}(x)=\left(x_{1}^{2} \bar{x}_{2}+x_{-1}^{2} \bar{x}_{-2}\right)+\left(x_{-2} x_{1} \bar{x}_{-1}+x_{-1} x_{2} \bar{x}_{1}\right)+\sqrt{\frac{2}{3}} x_{-2} x_{2} \bar{x}_{0} \\
\quad+2 \sqrt{\frac{2}{3}} x_{-1} x_{1} \bar{x}_{0}-\frac{1}{\sqrt{6}} x_{0}\left[4\left|x_{-2}\right|^{2}+\left|x_{-1}\right|^{2}+3\left|x_{0}\right|^{2}+\left|x_{1}\right|^{2}+4\left|x_{2}\right|^{2}\right], \\
\\
B_{0}^{(1)}(x)=\sqrt{\frac{2}{3}}\left(\bar{x}_{0}^{2}-\bar{x}_{-1} \bar{x}_{1}-2 \bar{x}_{-2} \bar{x}_{2}\right), \\
B_{-1}^{(1)}(x)=2 \bar{x}_{-1} \bar{x}_{2}-\sqrt{\frac{2}{3}} \bar{x}_{0} \bar{x}_{1}, \\
B_{-2}^{(1)}(X)= \\
\bar{x}_{1}^{2}-2 \sqrt{\frac{2}{3}} \bar{x}_{0} \bar{x}_{2},
\end{array} \\
& B_{0}^{(2)}(X)=\left|x_{-2}\right|^{2}-\frac{1}{2}\left|x_{-1}\right|^{2}-\left|x_{0}\right|^{2}-\frac{1}{2}\left|x_{1}\right|^{2}+|x|_{2}^{2}, \\
& B_{-1}^{(2)}(X)=\sqrt{\frac{3}{2}}\left(x_{1} \bar{x}_{2}-x_{-2} \bar{x}_{-1}\right)+\frac{1}{2}\left(x_{0} \bar{x}_{1}-x_{-1} \bar{x}_{0}\right), \\
& B_{-2}^{(2)}(X)=x_{-2} \bar{x}_{0}+x_{0} \bar{x}_{2}+\sqrt{\frac{3}{2}} x_{-1} \bar{x}_{1} .
\end{aligned}
$$

Finally, we obtain

$$
M(X)=\left(M_{-2}, M_{-1}, M_{0}, M_{1}, M_{2}\right), \quad M_{-j}(X)=M_{j}(\hat{X}),
$$

with

$$
\begin{aligned}
& M_{-2}(X)=D_{-2} Q_{-2} \\
& M_{-1}(X)=D_{-1} Q_{-2}+D_{-2} Q_{-1}, \\
& M_{0}(X)=D_{0} Q_{-2}+2 \sqrt{\frac{2}{3}} D_{-1} Q_{-1}+D_{-2} Q_{0}
\end{aligned}
$$

where

$$
D_{0}(X)=-\frac{1}{\sqrt{6}} D_{-2}(\hat{X}), \quad Q_{0}(X)=-\frac{1}{\sqrt{6}} Q_{-2}(\hat{X})
$$

and

$$
\begin{aligned}
& Q_{-2}(X)=\bar{x}_{1} x_{0}+x_{-1} \bar{x}_{0}+\sqrt{\frac{2}{3}}\left(x_{1} \bar{x}_{2}+x_{-2} \bar{x}_{-1}\right), \\
& Q_{-1}(X)=\frac{1}{\sqrt{6}}\left(\left|x_{1}\right|^{2}-\left|x_{-1}\right|^{2}\right)+\sqrt{\frac{2}{3}}\left(\left|x_{2}\right|^{2}-\left|x_{-2}\right|^{2}\right) \text {, } \\
& D_{2}(X)=\bar{x}_{-1}\left(2 x_{-2} x_{0}-\sqrt{\frac{3}{2}} x_{-1}^{2}\right)+\bar{x}_{0}\left(3 x_{-2} x_{1}-\sqrt{\frac{3}{2}} x_{-1} x_{0}\right) \\
& -\sqrt{\frac{3}{2}} \bar{x}_{1}\left(x_{0}^{2}-x_{-1} x_{1}-2 x_{-2} x_{2}\right)+\bar{x}_{2}\left(\sqrt{6} x_{-1} x_{2}-x_{0} x_{1}\right), \\
& D_{-1}(X)=\bar{x}_{-2}\left(\sqrt{\frac{3}{2}} x_{-1}^{2}-2 x_{-2} x_{0}\right)+\bar{x}_{-1}\left(\frac{1}{2} x_{-1} x_{0}-\sqrt{\frac{3}{2}} x_{-2} x_{1}\right) \\
& +\bar{x}_{1}\left(\sqrt{\frac{3}{2}} x_{-1} x_{2}-\frac{1}{2} x_{0} x_{1}\right)+\bar{x}_{2}\left(2 x_{0} x_{2}-\sqrt{\frac{3}{2}} x_{1}^{2}\right) .
\end{aligned}
$$

It is worth noting that (a) only odd degrees appear in (24) because of condition (19), and (b) only three terms are needed to describe $F$ up to the fourth order. Nine additional terms must be included ( $d_{1}, d_{2}, d_{3}, \cdots, d_{9}$ ) to improve the expansion up to the fifth order. Moreover, in polynomial coefficients of $d_{6}, \cdots, d_{9}$ new types of terms $\left\{S_{2}(X), S_{3}(X), B_{1}(X), B_{2}(X), M(X)\right\}$ occur, which do not exist up to third order; hence it is not possible to guess them starting with the knowledge of the cubic terms.
2.6. Effective dimension of the system. The amplitude equation (5) actually depends on eight rather than ten variables. If we express the amplitudes in polar form:

$$
\begin{equation*}
x_{j}=r_{j} e^{i \psi_{j}}, \quad-2 \leqq j \leqq 2, \tag{26}
\end{equation*}
$$

then conditions (18), (19) imply that, in (5), the phases $\psi_{j}$ appear only inside three linearly independent combinations:

$$
\begin{equation*}
\psi_{1}+\psi_{-1}-2 \psi_{0}, \quad \psi_{2}+\psi_{-2}-2 \psi_{0}, \quad 2 \psi_{-1}-\psi_{0}-\psi_{-2} \tag{27}
\end{equation*}
$$

An immediate consequence of (27) is the following remark. After a change of variables

$$
\begin{equation*}
x_{j}=y_{j} e^{i \omega_{j} t} \tag{28}
\end{equation*}
$$

where the parameters $\omega_{j}$ are given arbitrarily, the new system remains autonomous when these parameters satisfy

$$
\begin{equation*}
\omega_{j}=\beta+j \alpha, \quad j=-2,-1,0,1,2, \quad \text { where } \alpha, \beta \text { are real. } \tag{29}
\end{equation*}
$$

The "flat terms," however, do not satisfy this property since we use (19) to derive (29). If we search for a global property we have only to take into account (18). Instead of (29) this leads to

$$
\begin{equation*}
\omega_{j}=j \alpha, \quad j=-2,-1,0,1,2, \quad \text { where } \alpha \text { is real, } \tag{30}
\end{equation*}
$$

and then the system is again completely autonomous.
3. The five predicted bifurcated solutions. Symmetry and stability. In this section we explicitly derive the five solutions geometrically predicted in [7] and we study their stabilities. Those five branches of solutions for $l=2$ share the following feature. The vector space remaining invariant under the action of the spatio-temporal symmetry group attached to each branch is two-dimensional. Hence we search for solutions reducing (5) to a system of the same dimension.
3.1. Axisymmetric solution. If $x_{j}=0$ for $j=-2,-1,1,2$, then (18), (19) lead to

$$
F_{m}=0 \text { for } m=-2 m-1,1,2
$$

In fact, the nonzero monomials correspond to terms such that

$$
m=0, \quad p_{0}-q_{0}=1 .
$$

Hence (5) reduces to (apart from "flat terms"):

$$
\begin{equation*}
\frac{d x_{0}}{d t}=x_{0} \tilde{F}\left(\left|x_{0}\right|^{2}\right) \tag{31}
\end{equation*}
$$

Truncation at fifth order $F(\lambda, X)$ in (24) gives

$$
\begin{equation*}
\frac{d x_{0}}{d t}=x_{0}\left(i \omega+\mu+\chi^{(1)}\left|x_{0}\right|^{2}+\chi^{(2)}\left|x_{0}\right|^{4}\right) \tag{32}
\end{equation*}
$$

with

$$
\begin{aligned}
& \chi^{(1)}=a-\frac{b}{2}-c \sqrt{\frac{3}{2}} \\
& \chi^{(2)}=d_{1}+\frac{d_{2}}{4}+\frac{1}{2} \sqrt{\frac{3}{2}} d_{5}-\sqrt{\frac{3}{2}} d_{3}-\frac{d_{4}}{2}+\sqrt{\frac{2}{3}}\left(d_{6}+d_{7}\right)-d_{8}
\end{aligned}
$$

Generically this leads to a standard Hopf bifurcation. The time-periodic solution reads as follows:

$$
\begin{equation*}
x_{0}=r_{0} e^{i\left(\omega_{0} t+\psi_{0}\right)}, \quad x_{j}=0 \quad(j \neq 0), \tag{33}
\end{equation*}
$$

where $r_{0}, \omega_{0}$ (index $i$ (respectively, $r$ ) denotes imaginary (respectively, real part)) are given by

$$
\begin{equation*}
\mu_{r}+\chi_{r}^{(1)} r_{0}^{2}+\chi_{r}^{(2)} r_{0}^{4}+O\left(r_{0}^{6}\right)=0, \quad \omega_{0}=\omega+\mu_{i}+\chi_{i}^{(1)} r_{0}^{2}+\chi_{i}^{(2)} r_{0}^{4}+O\left(r_{0}^{6}\right) . \tag{34}
\end{equation*}
$$

In space $E$, the bifurcated solution (33) takes the following form (up to an arbitrary phase corresponding to the choice of time origin and taken here to be zero):

$$
\begin{equation*}
U(t)=r_{0} e^{i \omega_{0} t} \xi_{0}+r_{0} e^{-i \omega_{0} t} \bar{\xi}_{0}+\Phi\left(\lambda, r_{0} e^{i \omega_{0} t} \xi_{0}+r_{0} e^{-i \omega_{0} t} \bar{\xi}_{0}\right) . \tag{35}
\end{equation*}
$$

The structure of the solution obviously indicates its axisymmetric nature. Every rotation about $o z$,

$$
R_{o z}(\theta)=e^{-i \theta J_{3}},
$$

leaves the principal part of $U$ unchanged $\left(R_{o z}(\theta) X=X\right)$ because of (13). The complete invariance of $U$ then directly follows from (7):

$$
R_{o z}(\theta) U(t)=U(t) .
$$

Except for this subgroup of $O(3)$, the symmetry $R_{o x}(\pi)$ is the unique rotation acting as the identity on (35) (use (12) instead of (13)). Since we have

$$
R_{o x}(\pi) R_{o z}(\theta)=R_{o z}(-\theta) R_{o x}(\pi)
$$

we can conclude that $O(2)$ is the symmetry group of $U$. Hence this solution is nothing else than the axisymmetric solution of [7].

The stability of (35) is investigated by linearizing system (24) about (35) and by using the property stated in $\S 2.6$. Let us introduce variables $\rho_{0}, \varphi_{0}, y_{j}$ as follows:

$$
\begin{equation*}
x_{0}=\left(r_{0}+\rho_{0}\right) e^{i\left(\omega_{0} t+\varphi_{0}\right)}, \quad x_{j}=y_{j} e^{i \omega_{0} t}, \quad j \neq 0 . \tag{36}
\end{equation*}
$$

The stability study then relies on an autonomous system that may be divided into three uncoupled subsystems. We write only the principal parts, since these are sufficient for determining the orbital stability. We obtain

$$
\begin{equation*}
\frac{d \rho_{0}}{d t}=2 \chi_{r}^{(1)} r_{0}^{2} \rho_{0}, \quad \frac{d \varphi_{0}}{d t}=2 \chi_{i}^{(1)} r_{0} \rho_{0}, \tag{37}
\end{equation*}
$$

$$
\begin{align*}
\frac{d y_{-1}}{d t}= & \left(\frac{b}{2}+c \sqrt{\frac{2}{3}}\right) r_{0}^{2}\left(y_{-1}+\bar{y}_{1}\right), \quad \frac{d \bar{y}_{1}}{d t}=\left(\frac{\bar{b}}{2}+\bar{c} \sqrt{\frac{2}{3}}\right) r_{0}^{2}\left(y_{-1}+\bar{y}_{1}\right),  \tag{38}\\
\frac{d \bar{y}_{2}}{d t}=y_{-2} & {\left[-\left(\frac{\bar{b}}{2}-\frac{\bar{c}}{\sqrt{6}}\right) r_{0}^{2}+\left(\bar{d}_{8}-\frac{\bar{d}_{4}}{2}-2 \sqrt{\frac{2}{3}} \bar{d}_{6}+\frac{1}{\sqrt{6}}\left(\bar{d}_{3}+2 \bar{d}_{5}\right)\right) r_{0}^{4}\right] } \\
& +\bar{y}_{2}\left[\left(\frac{\bar{b}}{2}-\frac{\bar{c}}{\sqrt{6}}\right) r_{0}^{2}+\left(2 \bar{d}_{8}+\frac{\bar{d}_{4}}{2}-\sqrt{\frac{2}{3}}\left(\bar{d}_{6}+3 \bar{d}_{7}\right)-\frac{1}{\sqrt{6}}\left(d_{3}+2 d_{5}\right)\right) r_{0}^{4}\right], \\
\frac{d y_{-2}}{d t}=y_{-2} & {\left[\left(\frac{b}{2}-\frac{c}{\sqrt{6}}\right) r_{0}^{2}+\left(2 d_{8}+\frac{d_{4}}{2}-\sqrt{\frac{2}{3}}\left(d_{6}+3 d_{7}\right)-\frac{1}{\sqrt{6}}\left(d_{3}+2 d_{5}\right)\right) r_{0}^{4}\right] }  \tag{39}\\
& +\bar{y}_{2}\left[-\left(\frac{b}{2}-\frac{c}{\sqrt{6}}\right) r_{0}^{2}+\left(d_{8}-\frac{d_{4}}{2}-2 \sqrt{\frac{2}{3}} d_{6}+\frac{1}{\sqrt{6}}\left(d_{3}+2 d_{5}\right)\right) r_{0}^{4}\right] .
\end{align*}
$$

We specify the fifth order terms in the expression (39) to remove the degeneracy of the eigenvalue zero present in the system truncated at third order.

The subsystem (37) generates the following eigenvalues:

$$
\begin{equation*}
\sigma_{1}=2 \chi_{r}^{(1)} r_{0}^{2}+O\left(r_{0}^{4}\right), \quad \sigma_{2}=0 \tag{40}
\end{equation*}
$$

The eigenvalue $\sigma_{2}=0$ is the usual one related to the translational invariance in the choice of time origin for the Hopf bifurcating solution.

From system (38) we obtain the following eigenvalues:

$$
\begin{equation*}
\sigma_{3}=\left(b_{r}+2 c_{r} \sqrt{\frac{2}{3}}\right) r_{0}^{2}+O\left(r_{0}^{4}\right), \quad \sigma_{4}=0 \tag{41}
\end{equation*}
$$

These eigenvalues are double since the system (38) may be decomposed into a system in ( $y_{-1}, y_{1}$ ) and in its complex conjugate. The emergence of the double eigenvalue $\sigma_{4}=0$ just relies on the $O(3)$ invariance of $F$. As a matter of fact, there is a $\Gamma$-orbit of axisymmetric solutions generated by the action on the solution (35) of the rotation group. An infinitesimal rotation as written in Appendix 1 induces the emergence of $y_{-1}$ and $y_{1}$ components. This explains classically the presence of the double zero eigenvalue in (38). It may seem contradictory that a three parameter family of axisymmetric solutions generates only a multiplicity of two; the "third" zero is actually taken into account by translational invariance.

The system (39) with ( $y_{-2}, \bar{y}_{2}$ ) components exhibits a linear operator of the following form:

$$
\left(\begin{array}{ll}
A & B  \tag{42}\\
\bar{B} & \bar{A}
\end{array}\right)
$$

the eigenvalues of which are written for (39) as

$$
\sigma_{ \pm}=A_{r} \pm \sqrt{|B|^{2}-A_{i}^{2}} .
$$

This leads to the following eigenvalues:

$$
\begin{equation*}
\sigma_{5}=\left(b_{r}-c_{r} \sqrt{\frac{2}{3}}\right) r_{0}^{2}+O\left(r_{0}^{4}\right), \quad \sigma_{6}=\Delta r_{0}^{4}+O\left(r_{0}^{6}\right) \tag{43}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta=3 d_{8 r}-\sqrt{6}\left(d_{6 r}+d_{7 r}\right)+\frac{b_{i}-c_{i} \sqrt{2 / 3}}{b_{r}-c_{c r} \sqrt{2 / 3}}\left[3 d_{8 i}-\sqrt{6}\left(d_{6 i}+d_{7 i}\right)\right] . \tag{44}
\end{equation*}
$$

The reader should note the necessity of expanding $F$ up to the fifth order to get a nonzero value for $\sigma_{6}$. Obviously, such an effort would have been hopeless for $\sigma_{4}$. The
number of zero eigenvalues actually coincides with the expected number given by Golubitsky and Stewart [7] using group-theoretic arguments.

Collecting (40), (41), and (43), we obtain three sufficient conditions for the axisymmetric branch to be stable orbitally:

$$
\begin{align*}
& a_{r}-\frac{b_{r}}{2}-c_{r} \sqrt{\frac{3}{2}}<0, \\
& b_{r} \sqrt{\frac{3}{2}}<c_{r}<-\left(\frac{b_{r}}{2}\right) \sqrt{\frac{3}{2}},  \tag{45}\\
& \Delta<0 .
\end{align*}
$$

Note that the first condition means that this branch must bifurcate supercritically. Let us summarize the above results as a theorem.

Theorem 1. In the invariant subspace $\left\{x_{j}=0,|j| \neq 0\right\}$, axisymmetric time-periodic solutions of (I) bifurcate. The $\Gamma$ orbit of axisymmetric solutions is (orbitally) stable if the bifurcation is supercritical and if the coefficients of $F$ in (24) satisfy three additional inequalities (see (45)), one of them bearing on a combination $\Delta$ of coefficients of terms of degree 5 .

Remark. Generically, conditions (45) are necessary for orbital stability.
3.2. The first rotating wave and the standing wave solution. If $x_{j}=0$ for $j=-1,0,1$, then (18), (19) lead to nonzero monomials for $F_{m}$ when

$$
\begin{aligned}
& 2\left(p_{2}-q_{2}\right)-2\left(p_{-2}-q_{-2}\right)=m, \\
& p_{2}-q_{2}+p_{-2}-q_{-2}=1
\end{aligned}
$$

hence $F_{m}=0$ for $m=-1,0,1$. Moreover, we have

$$
\begin{equation*}
F_{-2}(\lambda, X)=x_{-2} \tilde{F}\left(\lambda,\left|x_{-2}\right|^{2},\left|x_{2}\right|^{2}\right), \quad F_{2}(\lambda, X)=x_{2} \tilde{F}\left(\lambda,\left|x_{2}\right|^{2},\left|x_{-2}\right|^{2}\right), \tag{46}
\end{equation*}
$$

because of $R_{o x}(\pi)$ invariance of the field $F$ (see (12)). Truncated at fifth order, the system (5) reduces to

$$
\begin{align*}
\frac{d}{d t} x_{-2}=x_{-2}\left[i \omega+\mu+a\left(r_{-2}^{2}+r_{2}^{2}\right)+\right. & d_{1}\left(r_{-2}^{2}+r_{2}^{2}\right)^{2}+\left(d_{2}+\sqrt{6} d_{5}\right) r_{-2}^{2} r_{2}^{2} \\
& \left.-\left\{b+\sqrt{6} c+\left(d_{4}+\sqrt{6} d_{3}\right)\left(r_{-2}^{2}+r_{2}^{2}\right)\right\} r_{2}^{2}\right] \\
\frac{d}{d t} x_{2}=x_{2}\left[i \omega+\mu+a\left(r_{-2}^{2}+r_{2}^{2}\right)+\right. & d_{1}\left(r_{-2}^{2}+r_{2}^{2}\right)^{2}+\left(d_{2}+\sqrt{6} d_{5}\right) r_{-2}^{2} r_{2}^{2}  \tag{47}\\
& \left.-\left\{b+\sqrt{6} c+\left(d_{4}+\sqrt{6} d_{3}\right)\left(r_{-2}^{2}+r_{2}^{2}\right)\right\} r_{-2}^{2}\right] .
\end{align*}
$$

This structure is similar to that observed for a Hopf bifurcation in the presence of $O(2) \times S O(2)$ symmetry (see, for instance, the Couette-Taylor problem treated in [2]). A classical result then indicates that this leads to two kinds of periodic solutions: rotating waves for which either $x_{-2}$ or $x_{2}$ equals zero, and standing waves for which $\left|x_{-2}\right|=\left|x_{2}\right|$.
3.2.1. First family of rotating waves. Let us consider the periodic solution of (47) such as $r_{-2}=0$. The other possible choice $r_{2}=0$ is just a different element belonging to the same $\Gamma$-orbit. Thus, we obtain:

$$
\begin{equation*}
x_{-2}=0, \quad x_{2}=r_{2} e^{i\left(\omega_{2} t+\varphi_{2}\right)}, \tag{48}
\end{equation*}
$$

with

$$
\begin{equation*}
\mu_{r}+a_{r} r_{2}^{2}+d_{1 r} r_{2}^{4}+O\left(r_{2}^{6}\right)=0, \quad \omega_{2}=\omega+\mu_{i}+a_{i} r_{2}^{2}+d_{1 i} r_{2}^{4}+O\left(r_{2}^{6}\right) \tag{49}
\end{equation*}
$$

Clearly, if $\tau(t)$ denotes the time shift operator, then the solution $X(t)$ given by (48) satisfies the identity (see (13))

$$
R_{o z}(\theta) \tau\left(-2 \theta / \omega_{2}\right) X=X .
$$

Since $R_{o z}(\theta)$ and $\tau(t)$ commute with $\Phi$ (see (7)) we obtain as well:

$$
\begin{equation*}
R_{o z}(\theta) \tau\left(-2 \theta / \omega_{2}\right) U=U \tag{50}
\end{equation*}
$$

This identity is the characteristic feature of a rotating wave with two waves about oz.
To study its stability, we proceed as in § 3.1. Suppressing the terms beyond the third-order we obtain (using obvious notation):

$$
\begin{align*}
& \frac{d \rho_{2}}{d t}=2 a_{r} r_{2}^{2} \rho_{2}, \quad \frac{d \varphi_{2}}{d t}=2 a_{i} r_{2} \rho_{2} \\
& \frac{d y_{-2}}{d t}=-(b+c \sqrt{6}) r_{2}^{2} y_{-2}, \quad \frac{d y_{0}}{d t}=-2 \sqrt{\frac{2}{3}} c r_{2}^{2} y_{0},  \tag{51}\\
& \frac{d y_{1}}{d t}=0, \quad \frac{d y_{-1}}{d t}=-c \sqrt{6} r_{2}^{2} y_{-1} .
\end{align*}
$$

Hence we obtain seven simple eigenvalues:

$$
\begin{align*}
& \sigma_{1}=2 a_{r} r_{2}^{2}+O\left(r_{2}^{4}\right), \quad \sigma_{2}=-(b+c \sqrt{6}) r_{2}^{2}+O\left(r_{2}^{4}\right), \\
& \sigma_{3}=\bar{\sigma}_{2}, \quad \sigma_{4}=-2 \sqrt{\frac{2}{3}} c r_{2}^{2}+O\left(r_{2}^{4}\right), \quad \sigma_{5}=\bar{\sigma}_{4}  \tag{52}\\
& \sigma_{6}=-c \sqrt{6} r_{2}^{2}+O\left(r_{2}^{4}\right), \quad \sigma_{7}=\bar{\sigma}_{6}
\end{align*}
$$

The eighth eigenvalue $\sigma_{8}=0$ is of triple multiplicity: it corresponds to the $O(3)$ invariance, since an infinitesimal rotation on (48) generates a component in $y_{1}$ (not considering the one in $y_{2}$ ), while the zero eigenvalue due to the choice of time origin still corresponds to rotations about oz.

Conditions for stability of this family may be summarized by

$$
\begin{equation*}
a_{r}<0, \quad c_{r}>0, \quad b_{r}+c_{r} \sqrt{6}>0 \tag{53}
\end{equation*}
$$

where the first condition means that the branch must bifurcate supercritically to be stable.
3.2.2. Standing waves. Let us now consider the time-periodic solution (46) such as $\left|x_{-2}\right|=\left|x_{2}\right|$. This yields:

$$
\begin{equation*}
x_{2}=\tilde{r}_{2} e^{i\left(\tilde{\omega}_{2} t+\psi_{2}\right)}, \quad x_{-2}=\tilde{r}^{i\left(\tilde{\omega}_{2} t+\psi_{-2}\right)} \tag{54}
\end{equation*}
$$

with

$$
\begin{align*}
& \mu_{r}+\left(2 a_{r}-b_{r}-c_{r} \sqrt{6}\right) \tilde{r}_{2}^{2}+\chi_{r}^{(3)} \tilde{r}_{2}^{4}+O\left(\tilde{r}_{2}^{6}\right)=0 \\
& \tilde{\omega}_{2}=\omega+\mu_{i}+\left(2 a_{i}-b_{i}-c_{i} \sqrt{6}\right) \tilde{r}_{2}^{2}+\chi_{i}^{(3)} \tilde{r}_{2}^{4}+O\left(\tilde{r}_{2}^{6}\right) \tag{55}
\end{align*}
$$

where

$$
\chi^{(3)}=4 d_{1}+d_{2}+\sqrt{6} d_{5}-2\left(d_{4}+\sqrt{6} d_{3}\right) .
$$

The frequency $\tilde{\omega}_{2}$ differs from the previous one $\omega_{0}$ of the axisymmetric solutions only at the order $\mu_{r}^{2}\left[O\left(\tilde{r}_{2}^{4}\right)\right]$. By a time shift and an appropriate rotation we can suppress the phases: $\psi_{2}=\psi_{-2}=0$ in (54). This solution remains completely invariant under the symmmetry $R_{o x}(\pi)$ and by the composition of a rotation of angle $\pi / 2$ about $o z$ with a translation in time of a half-period:

$$
\begin{equation*}
R_{o x}(\pi) U=U, \quad R_{o z}(\pi / 2) \tau\left(\pi / \tilde{\omega}_{2}\right) U=U \tag{56}
\end{equation*}
$$

We easily recognize the symmetry subgroup predicted in [7] for the standing wave. The two standing waves first predicted turn out to belong to the same group orbit.

To compute the stability we proceed as in $\S 3.1$ by changing variables with adapted notation:

$$
\begin{equation*}
x_{ \pm 2}=\left(\tilde{r}_{2}+\rho_{ \pm 2}\right) e^{i\left(\tilde{\omega}_{2} t+\varphi_{ \pm 2}\right)}, \quad x_{j}=y_{j} e^{i \omega_{2} t}, \quad j=0,1,-1 . \tag{57}
\end{equation*}
$$

We then obtain the following linear system:

$$
\begin{aligned}
& \frac{d}{d t} \rho_{ \pm 2}=2\left(a_{r}-b_{r}-c_{r} \sqrt{6}\right) \tilde{r}_{2}^{2} \rho_{\mp 2}+2 a_{r} \tilde{r}_{2}^{2} \rho_{ \pm 2}, \\
& \frac{d}{d t} \varphi_{ \pm 2}=2\left(a_{i}-b_{i}-c_{i} \sqrt{6}\right) \tilde{r}_{2} \rho_{\mp 2}+2 a_{i} \tilde{r}_{2} \rho_{ \pm 2}, \\
& \frac{d}{d t} y_{-1}=b \tilde{r}_{2}^{2} y_{-1}+b \tilde{r}_{2}^{2} \tilde{y}_{1}, \\
& \frac{d}{d t} \bar{y}_{1}=\bar{b} \tilde{r}_{2}^{2} y_{-1}+\bar{b}_{2}^{2} \tilde{y}_{1}, \\
& \frac{d}{d t} y_{0}=\left[\left(b-c \sqrt{\frac{2}{3}}\right) \tilde{r}_{2}^{2}+A \tilde{r}_{2}^{4}\right] y_{0}+\left[-\left(b-c \sqrt{\frac{2}{3}}\right) \tilde{r}_{2}^{2}+B \tilde{r}_{2}^{4}\right] \bar{y}_{0}
\end{aligned}
$$

with

$$
\begin{aligned}
& A=2\left(d_{4}+2 \sqrt{6} d_{6}+2 \sqrt{\frac{2}{3}} d_{7}-\sqrt{\frac{2}{3}} d_{3}-2 \sqrt{\frac{2}{3}} d_{5}-4 d_{8}\right), \\
& B=-A-4\left(3 d_{8}-\sqrt{6}\left(d_{6}+d_{7}\right)\right) .
\end{aligned}
$$

Hence the eigenvalues of (58) are the following:

$$
\begin{align*}
& \left.\sigma_{1}=2\left(2 a_{r}-b_{r}-c_{r} \sqrt{6}\right) \tilde{r}_{2}^{2}+O\left(\tilde{r}_{2}^{4}\right), \quad \sigma_{2}=2\left(b_{r}+c_{r} \sqrt{6}\right) \tilde{r}_{2}^{2}\right)+O\left(\tilde{r}_{2}^{4}\right), \\
& \sigma_{3}=2 b_{r} \tilde{r}_{2}^{2}+O\left(\tilde{r}_{2}^{4}\right) \quad(\text { double }), \quad \sigma_{4}=2\left(b_{r}-c_{r} \sqrt{\frac{2}{3}}\right) \tilde{r}_{2}^{2}+O\left(\tilde{r}_{2}^{4}\right), \\
& \sigma_{5}=-4 \Delta \tilde{r}_{2}^{4}+O\left(\tilde{r}_{2}^{6}\right) \quad\left(\Delta \text { defined in § 3.1), } \quad \sigma_{6}=0 \quad\right. \text { (quadruple). } \tag{59}
\end{align*}
$$

The last eigenvalue is quadruple because of dependency of orbits on four parameters: three of them originate from the action of the orthogonal group, and the remaining one from the arbitrary choice of the temporal phase. Furthermore, we can easily see that an infinitesimal rotation acting on (54) does not generate a $y_{0}$ component. This
solution is then stable if

$$
\begin{align*}
& 2 a_{r}<b_{r}+c_{r} \sqrt{6} \quad \text { (supercritical bifurcation), } \\
& b_{r}<\min \left(-c_{r} \sqrt{6}, c_{r} \sqrt{\frac{2}{3}}, 0\right)  \tag{60}\\
& \Delta>0
\end{align*}
$$

Let us summarize the results of $\S 3.2$ as a theorem.
Theorem 2. In the invariant four-dimensional subspace $\left\{x_{1}=x_{-1}=x_{0}=0\right\}$ the subsystem (47) satisfies an $O(2) \times S O(2)$ equivariance that leads to the two classical types of bifurcating time-periodic solutions: rotating waves and standing waves (see [2]). The $\Gamma$-orbits of these two solutions are (orbitally) stable if (i) they bifurcate supercritically; (ii) the usual conditions for stability on cubic coefficients of $F$ in (24) hold in the four-dimensional subspace, and (iii) one additional inequality holds for rotating waves (see (53)) while three additional inequalities hold for standing waves (see (60)), one of them depending on the combination $\Delta$ (see (44)) of fifth-order terms of $F$.
3.3. Second family of rotating waves. If $x_{j}=0$ for $j=-2,0,2$ then (18), (19) lead to nonzero monomials for $F_{m}$ when

$$
p_{1}-q_{1}-p_{-1}+q_{-1}=m, \quad p_{1}-q_{1}+p_{-1}-q_{-1}=1
$$

This implies $F_{m}=0$ for $m=-2,0,2$, and (up to "flat terms") as for (46):

$$
\begin{align*}
& F_{-1}(\lambda, X)=x_{-1} \tilde{F}\left(\lambda,\left|x_{-1}\right|^{2},\left|x_{1}\right|^{2}\right. \\
& F_{1}(\lambda, x)=x_{1} \tilde{F}\left(\lambda,\left|x_{1}\right|^{2},\left|x_{-1}\right|^{2}\right) . \tag{61}
\end{align*}
$$

Hence, truncated at third order, the system (5) reduces to

$$
\begin{align*}
& \frac{d}{d t} x_{-1}=x_{-1}\left[i \omega+\mu+\left(a-c \sqrt{\frac{3}{2}}\right) r_{-1}^{2}+\left(a-b-c \sqrt{\frac{3}{2}}\right) r_{1}^{2}\right] \\
& \frac{d}{d t} x_{1}=x_{1}\left[i \omega+\mu+\left(a-b-c \sqrt{\frac{3}{2}}\right) r_{-1}^{2}+\left(a-c \sqrt{\frac{3}{2}}\right) r_{1}^{2}\right] \tag{62}
\end{align*}
$$

We can proceed as in §3.2. We obtain the following rotating wave solution:

$$
\begin{equation*}
x_{-1}=0, \quad x_{1}=r_{1} e^{i\left(\omega_{1} t+\psi_{1}\right)}, \tag{63}
\end{equation*}
$$

with

$$
\begin{align*}
& \mu_{r}+\left(a_{r}-c_{r} \sqrt{\frac{3}{2}}\right) r_{1}^{2}+O\left(r_{1}^{4}\right)=0 \\
& \omega_{1}=\omega+\mu_{i}+\left(a_{i}-c_{i} \sqrt{\frac{3}{2}}\right) r_{1}^{2}+O\left(r_{1}^{4}\right) \tag{64}
\end{align*}
$$

By the same reasoning used in 3.2.1 we can show that

$$
\begin{equation*}
R_{o z}(\theta) \tau\left(-\theta / \omega_{1}\right) U=U \tag{65}
\end{equation*}
$$

This invariance is different from that of the rotating wave of the first kind since (65) implies that this new wave rotates approximately twice as rapidly as the previous one $\left(\omega_{1}-\omega_{2}=0\left(\mu_{r}\right)\right.$ ).

The stability is governed by the following system (truncated at cubic terms):

$$
\begin{align*}
& \frac{d}{d t} \rho_{1}=2\left(a_{r}-c_{r} \sqrt{\frac{3}{2}}\right) r_{1}^{2} \rho_{1}, \quad \frac{d}{d t} \varphi_{1}=2\left(a_{i}-c_{i} \sqrt{\frac{3}{2}}\right) r_{1} \rho_{1} \\
& \frac{d}{d t} y_{-1}=-b r_{1}^{2} y_{-1}, \quad \frac{d}{d t} y_{2}=-c \sqrt{\frac{3}{2}} r_{1}^{2} y_{-2}  \tag{66}\\
& \frac{d}{d t} y_{0}=c \sqrt{\frac{2}{3}} r_{1}^{2} y_{0}+c r_{1}^{2} \bar{y}_{2}, \quad \frac{d}{d t} \bar{y}_{2}=\bar{c} \sqrt{\frac{3}{2}} r_{1}^{2} \bar{y}_{2}+\bar{c} r_{1}^{2} y_{0}
\end{align*}
$$

from which the following eigenvalues can be exhibited:

$$
\begin{align*}
& \sigma_{1}=2\left(a_{r}-c_{r} \sqrt{\frac{3}{2}}\right) r_{1}^{2}+O\left(r_{1}^{4}\right), \\
& \sigma_{3}=\bar{\sigma}_{2}, \quad \sigma_{4}=-c \sqrt{\frac{3}{2}} r_{1}^{2}+O\left(r_{1}^{4}\right), \quad \sigma_{5}=\bar{\sigma}_{4},  \tag{67}\\
& \sigma_{6}=\left(c \sqrt{\frac{2}{3}}+\bar{c} \sqrt{\frac{3}{2}}\right) r_{1}^{2}+O\left(r_{1}^{4}\right), \quad \sigma_{7}=\bar{\sigma}_{6}, \quad \sigma_{8}=0 \quad \text { (triple) } .
\end{align*}
$$

For the reason already stated, the zero eigenvalue of the rotating bifurcated branch is triple. This branch, however, is generically unstable (if $c_{r}$ is nonzero).

Now it is natural to investigate the standing wave solution given by

$$
x_{-1}=\tilde{r}_{1} e^{i\left(\tilde{\omega}_{1} t+\psi_{-1}\right)}, \quad x_{1}=\tilde{r}_{1} e^{i\left(\tilde{\omega}_{1} t+\psi_{1}\right)},
$$

with

$$
\begin{equation*}
\mu_{r}+\left(2 a_{r}-b_{r}-c_{r} \sqrt{6}\right) \tilde{r}_{1}^{2}+O\left(\tilde{r}_{1}^{4}\right)=0, \quad \tilde{\omega}_{1}=\omega+\mu_{i}+\left(2 a_{i}-b_{i}-c_{i} \sqrt{6}\right) \tilde{r}_{1}^{2}+O\left(\tilde{r}_{1}^{4}\right) \tag{68}
\end{equation*}
$$

This solution actually belongs to the family spanned by the rotating wave (54) found in §3.2.2 since the rotation transforms (see Appendix 1) $X=\left(\tilde{r}_{2}, 0,0,0, \tilde{r}_{2}\right)$ into $X^{\prime}=$ ( $0, i \tilde{r}_{2}, 0, i \tilde{r}_{2}, 0$ ). We can now sum up these results as a theorem.

Theorem 3. In the invariant four-dimensional subspace $\left\{x_{-1}=x_{0}=x_{2}=0\right\}$ the subsystem (62) satisfies an $O(2) \times S O(2)$ equivariance as in Theorem 2. The rotating waves rotate approximately twice as rapidly as the ones of Theorem 2. Their $\Gamma$ orbit is always unstable. Standing waves belong to the same $\Gamma$-orbit as those of Theorem 2.
3.4. Tetrahedral waves. If $x_{j}=0$ for $j=-1,0,2$ then (18), (19) lead to nonzero monomials for $F_{m}$ when

$$
p_{1}-q_{1}-2\left(p_{-2}-q_{-2}\right)=m, \quad p_{1}-q_{1}+p_{-2}-q_{-2}=1 .
$$

This implies $F_{m}=0$ for $m=-1,0,2$ and (up to "flat terms") as in (46):

$$
\begin{align*}
& F_{-2}(\lambda, x)=x_{-2} \tilde{F}_{-2}\left(\lambda,\left|x_{-2}\right|^{2},\left|x_{1}\right|^{2}\right), \\
& F_{1}(\lambda, x)=x_{1} \tilde{F}_{1}\left(\lambda,\left|x_{-2}\right|^{2},\left|x_{1}\right|^{2}\right) . \tag{69}
\end{align*}
$$

Furthermore, equivariance of $F$ with respect to a rotation such as (see Appendix 1):

$$
\begin{equation*}
\theta=\alpha, \quad \varphi_{1}=-\pi / 2, \quad \varphi_{2}=-\pi / 2, \tag{70}
\end{equation*}
$$

where

$$
\sin \alpha=\frac{2}{3} \sqrt{2}, \quad \cos \alpha=-\frac{1}{3},
$$

leads to the following condition for $F$ defined by (69):

$$
\begin{equation*}
\tilde{F}_{1}\left(\lambda,\left|x_{-2}\right|^{2}, 2\left|x_{-2}\right|^{2}\right)=\tilde{F}_{-2}\left(\lambda,\left|x_{-2}\right|^{2}, 2\left|x_{-2}\right|^{2}\right) \tag{71}
\end{equation*}
$$

due to the fact that the rotation (70) leaves invariant the vector

$$
X=(1,0,0, \sqrt{2}, 0)
$$

Suppressing terms higher than sixth order, we have that the governing system takes the following form:

$$
\begin{align*}
& \frac{d}{d t} x_{-2}=x_{-2}\left[i \omega+\mu+a r_{-2}^{2}+(a-c \sqrt{6}) r_{1}^{2}+d_{1}\left(r_{1}^{2}+r_{-2}^{2}\right)^{2}\right. \\
& \left.\quad-\sqrt{6} d_{3} r_{1}^{2}\left(r_{1}^{2}+r_{-2}^{2}\right)+3 \sqrt{\frac{3}{2}} d_{6} r_{1}^{4}\right] \\
& \begin{array}{r}
\frac{d}{d t} x_{1}=x_{1}\left[i \omega+\mu+(a-c \sqrt{6}) r_{-2}^{2}+\left(a-c \sqrt{\frac{3}{2}}\right) r_{1}^{2}+d_{1}\left(r_{1}^{2}+r_{2}^{2}\right)^{2}\right. \\
\left.\quad-\sqrt{\frac{3}{2}} d_{3}\left(r_{1}^{2}+r_{2}^{2}\right)\left(r_{1}^{2}+2 r_{-2}^{2}\right)+3 \sqrt{6} d_{6} r_{1}^{2} r_{-2}^{2}+\frac{d_{9}}{2}\left(r_{1}^{2}-2 r_{-2}^{2}\right)^{2}\right]
\end{array} \tag{72}
\end{align*}
$$

where (71) is clearly satisfied.
System (72) possesses three different kinds of periodic solutions: those rotating waves found in $\S \S 3.2 .1$ and 3.3, and a solution such as

$$
\begin{equation*}
\left|x_{1}\right|=\sqrt{2}\left|x_{-2}\right| \tag{73}
\end{equation*}
$$

This relation is then valid up to arbitrary order, as can be proved by (71). Thus we obtain

$$
\begin{align*}
& x_{1}=\sqrt{2} \hat{r} e^{i\left(\hat{\omega}^{t}+\psi_{1}\right)} \\
& x_{-2}=\hat{r} e^{i\left(\hat{\omega} t+\psi_{-2}\right)} \tag{74}
\end{align*}
$$

with

$$
\begin{align*}
& \mu_{r}+\left(3 a_{r}-2 c_{r} \sqrt{6}\right) \hat{r}^{2}+\left[9 d_{1 r}+6 \sqrt{6}\left(d_{6 r}-d_{3 r}\right)\right] \hat{r}^{4}+O\left(\hat{r}^{6}\right)=0, \\
& \hat{\omega}=\omega+\mu_{i}+\left(3 a_{i}-2 c_{i} \sqrt{6}\right) \hat{r}^{2}+\left[9 d_{1 i}+6 \sqrt{6}\left(d_{6 i}-d_{3 i}\right)\right] \hat{r}^{4}+O\left(\hat{r}^{6}\right) . \tag{75}
\end{align*}
$$

The phases $\psi_{1}, \psi_{-2}$ may be eliminated by an appropriate rotation composed with an adequate choice of the time origin. Note that the solution $x_{-1}=\sqrt{2} x_{2}, x_{j}=0$ for $j=-2,0,1$ belongs to the same torus of solutions as (74): just rotate the angle $\pi$ about ox.

The symmetry of the solution with $\psi_{-2}=\psi_{1}=0$ is of the form expected from [7]: a tetrahedral type solution. This means that once a rotation of angle $2 \pi / 3$ about $o z$ is combined with a time translation of the third of a period, the principal part $X$ and therefore $U$ itself remain invariant. More explicitly, (43) implies

$$
R_{o z}(2 \pi / 3) X=j^{2} X, \quad j=e^{2 i \pi / 3}
$$

and since

$$
\tau(2 \pi / 3 \hat{\omega}) X=j X
$$

it is easy to deduce

$$
\begin{equation*}
R_{o z}(2 \pi / 3) \tau(2 \pi / 3 \hat{\omega}) U=U \tag{76}
\end{equation*}
$$

The remaining three ternary axes of this solution are shown in Fig. 1: $\mathbf{k}_{1}$ is located along $o z ; \mathbf{k}_{2}$ belongs to the $x o z$ plane and makes an angle $\alpha$ with $\mathbf{k}_{1}$ ( $\alpha$ is defined in (70)). The axes $\mathbf{k}_{3}$ and $\mathbf{k}_{4}$ are obtained from $\mathbf{k}_{2}$ by rotation of $2 \pi / 3$ about $\mathbf{k}_{1}$. The solution $U$ remains invariant under the combination of a rotation of angle $2 \pi / 3$ about


Fig. 1. Ternary symmetry axes $\left(k_{1}, k_{2}, k_{3}, k_{4}\right)$ of the tetrahedral waves.
the axis $\boldsymbol{k}_{\boldsymbol{i}}$ followed by a time translation of a third of the period. Let us introduce the rotation $G_{i}$ that transforms $\mathbf{k}_{1}$ into $\mathbf{k}_{i}$ :

$$
\begin{equation*}
G_{i}=R_{o z}\left(-\varphi_{i}\right) R_{o x}(-\alpha), \tag{77}
\end{equation*}
$$

with

$$
\begin{equation*}
\varphi_{2}=-\pi / 2, \quad \varphi_{3}=-\pi / 2-2 \pi / 3, \quad \varphi_{4}=-\pi / 2-4 \pi / 3 . \tag{78}
\end{equation*}
$$

Then the rotation of angle $2 \pi / 3$ about $\mathbf{k}_{i}$ takes the following form:

$$
\begin{equation*}
G_{i}^{\prime}=G_{i} R_{o z}(2 \pi / 3) G_{i}^{-1} . \tag{79}
\end{equation*}
$$

It is clear that $G_{i}^{\prime}$ acts like $R_{o z}(2 \pi / 3)$ on $X=\left(x_{-2}, 0,0, \sqrt{2} x_{-2}, 0\right)$. The bisectors of the ternary axes correspond to binary axes: for instance, the bisector of ( $\mathbf{k}_{1}, \mathbf{k}_{2}$ ) denoted by $\mathbf{k}_{\mathrm{s}}$ is such that the symmetry

$$
\begin{equation*}
R_{k_{s}}(\pi)=G^{\prime \prime} R_{o z}(\pi) G^{\prime \prime-1}, \quad \text { where } G^{\prime \prime}=R_{o z}(\pi / 2) R_{o x}(-\alpha / 2) \tag{80}
\end{equation*}
$$

leaves $\boldsymbol{X}$ invariant. This concludes the symmetry analysis and shows that this solution is the tetrahedral one predicted in [7].

The study of the stability yields (using obvious notation):

$$
\begin{align*}
& \frac{d}{d t} \rho_{-2}=\left[2 a_{r} \rho_{-2}+2 \sqrt{2}\left(a_{r}-c_{r} \sqrt{6}\right) \rho_{1}\right] \hat{r}^{2}, \\
& \frac{d}{d t} \rho_{1}=\left[2 \sqrt{2}\left(a_{r}-c_{r} \sqrt{6}\right) \rho_{-2}+2\left(2 a_{r}-c_{r} \sqrt{6}\right) \rho_{1}\right] \hat{r}^{2} \\
& \frac{d}{d t} \bar{y}_{0}=\left[\bar{c} \sqrt{6} \bar{y}_{0}+\bar{c} \sqrt{2} y_{-1}+2 \bar{c} y_{2}\right] \hat{r}^{2},  \tag{81}\\
& \frac{d}{d t} y_{-1}=\left[c \sqrt{2} \bar{y}_{0}+(-2 b+c \sqrt{6}) y_{-1}+b \sqrt{2} y_{2}\right] \hat{r}^{2}, \\
& \frac{d}{d t} y_{2}=\left[2 c \bar{y}_{0}+b \sqrt{2} y_{-1}+(c \sqrt{6}-b) y_{2}\right] \hat{r}^{2},
\end{align*}
$$

where equations for phases are omitted. The eigenvalues are now:

$$
\begin{align*}
& \sigma_{1}=2\left(3 a_{r}-2 c_{r} \sqrt{6}\right) \hat{r}^{2}+O\left(\hat{r}^{4}\right), \\
& \sigma_{2}=2 c_{r} \sqrt{6} \hat{r}^{2}+O\left(\hat{r}^{4}\right) \quad \text { (triple at this order), } \\
& \sigma_{3}=(-3 b+c \sqrt{6}) \hat{r}^{2}+O\left(\hat{r}^{4}\right),  \tag{82}\\
& \sigma_{4}=\bar{\sigma}_{3}, \\
& \sigma_{5}=0 \quad \text { (quadruple). }
\end{align*}
$$

The eigenvalue $\sigma_{5}$ is quadruple because of orbital stability (as for standing waves). The others yield the following conditions for stability:

$$
\begin{align*}
& 3 a_{r}-2 c_{r} \sqrt{6}<0 \quad \text { (supercritical bifurcation), } \\
& c_{r}<\min :\left(b_{r} \sqrt{\frac{3}{2}} ; 0\right) \tag{83}
\end{align*}
$$

Let us sum up these results as a theorem.
Theorem 4. In the invariant four-dimensional subspace $\left\{x_{-1}=x_{0}=x_{2}=0\right\}$ the subsystem (72) possesses three types of time-periodic bifurcating solutions: (i) the two different families of rotating waves found in Theorems 2 and 3, and (ii) a solution such that $\left|x_{1}\right|=\sqrt{2}\left|x_{-2}\right|$, which possesses the tetrahedral symmetry indicated by Golubitsky and Stewart in [7]. The $\Gamma$ orbit of this solution is stable if the bifurcation is supercritical and two additional inequalities are realized on the cubic terms of $F$ (see (83)).
3.5. Summary of results. In the plane ( $b_{r}, c_{r}$ ) Fig. 2 shows the domains of stability of the various periodic solutions depending on the sign of $a_{r}$. Despite the relatively large number of solutions, Fig. 2 is rather simple and the various domains just overlap on a small part of this plane (for $a_{r}$ negative). One condition of stability is the usual result of supercriticality; nonetheless, this condition is not sufficient since the second family of rotating waves is proved to be always unstable. The first family of rotating waves and axisymmetric solutions may be simultaneously stable if $\Delta$ and $a_{r}$ are negative.


Fig. 2. Stability domains of the periodic solutions: case (i) $a_{r}<0$, case (ii) $a_{r}>0$. III tetrahedral waves; $\backslash \backslash \backslash$ axisymmetric solution if $\Delta<0$; i,' standing waves of $\Delta>0$ (axisymmetric solution if $\Delta<0) ;{ }^{\circ} \circ$ rotating waves (first family).

This is not the case for standing waves or axisymmetric waves because of $\Delta$. Note that the fifth order terms appearing in (5) with nine coefficients play a role in the stability study by means of the single combination $\Delta$ of three of them ( $d_{6}, d_{7}, d_{8}$ ). Finally we note that pictures of all five waves are given in Montaldi, Roberts, and Stewart [16].
4. Quasiperiodic solutions. Here we look for the possiblity of bifurcations leading to quasiperiodic patterns. As a matter of fact, the differential system may exhibit such behavior at the onset of instability since it is eight-dimensional: five amplitudes $r_{m}$ and three phases $\theta_{1}, \theta_{2}, \theta_{3}$ appear in (5) which may be rewritten as:

$$
\begin{align*}
& \frac{d r_{m}}{d t}=f_{m}\left(r_{-2}, r_{-1}, r_{0}, r_{1}, r_{2}, \theta_{1}, \theta_{2}, \theta_{3}\right), \\
& \frac{d \psi_{m}}{d t}=g_{m}\left(r_{-2}, r_{-1}, r_{0}, r_{1}, r_{2}, \theta_{1}, \theta_{2}, \theta_{3}\right), \tag{84}
\end{align*}
$$

where

$$
\begin{gathered}
\theta_{1}=2 \psi_{0}-\psi_{1}-\psi_{-1}, \quad \theta_{2}=2 \psi_{0}-\psi_{2}-\psi_{-2}, \\
\theta_{3}=2 \psi_{-1}-\psi_{0}-\psi_{-2} .
\end{gathered}
$$

Steady solutions $\theta_{1}, \theta_{2}, \theta_{3}, r_{m}(\neq 0)$ may be found in (84) if

$$
\begin{align*}
& f_{m}\left(r_{-2}, r_{-1}, r_{0}, r_{1}, r_{2}, \theta_{1}, \theta_{2}, \theta_{3}\right)=0,  \tag{85}\\
& g_{m}\left(r_{-2}, r_{-1}, r_{0}, r_{1}, r_{2}, \theta_{1}, \theta_{2}, \theta_{3}\right)=\omega_{m}, \quad m=-2, \cdots, 2,
\end{align*}
$$

where

$$
2 \omega_{0}-\omega_{1}-\omega_{-1}=2 \omega_{0}-\omega_{2}-\omega_{-2}=2 \omega_{-1}-\omega_{0}-\omega_{-2}=0,
$$

all the $\omega_{m}$ being close to $\omega+\mu_{i}$. These pulsations satisfy the relations (29) for a pair ( $\alpha, \beta$ ). If $\alpha$ and $\beta$ are not rationally related, the solution is quasiperiodic with two basic frequencies $\beta$ (close to $\omega$ ) and $\alpha$ very small. Unfortunately, it is hopeless to consider the full system (84)—or (85)-since it is much too complicated for us to find analytical solutions. One method for avoiding such difficulties is to consider special cases. Systems (47), (62), and (72) have a feature in common with the $O(2) \times S O(2)$ invariant problems where a Hopf bifurcation is present since if, respectively, $b_{r}+c_{r} \sqrt{6}=$ $0, b_{r}=0$, or $c_{r}=0$, it is impossible to determine at cubic order which are the observable time-periodic solutions. (The standing as well as the tetrahedral waves cannot be computed). Such situations are common for codimension 2 problems. They can be treated as in the Couette-Taylor example [4], [13]. Higher-order terms (fifth and seventh order) must be computed to describe the form and stability of these solutions. We will not discuss these cases here because we only consider codimension 1 problems.

Another possibility relies on the analysis of a lower-dimensional subsystem. For instance, requiring the $x_{1}, x_{-1}$ amplitudes to be zero will lead to the reduction of the system (84) to the following:

$$
\begin{align*}
& \frac{d r_{m}}{d t}=f_{m}\left(r_{-2}, r_{0}, r_{2}, \theta\right), \quad m=-2,0,2,  \tag{86}\\
& \frac{d \psi_{m}}{d t}=g_{m}\left(r_{-2}, r_{0}, r_{2}, \theta\right),
\end{align*}
$$

where

$$
\theta=2 \psi_{0}-\psi_{-2}-\psi_{2} .
$$

Hence, every set $\left\{r_{-2}, r_{0}, r_{2}(\right.$ all $\left.\neq 0), \theta\right\}$ satisfying

$$
\begin{align*}
& f_{m}\left(r_{-2}, r_{0}, r_{2}, \theta\right)=0, \quad m=-2,0,2  \tag{87}\\
& 2 g_{0}-g_{-2}-g_{2}=0
\end{align*}
$$

where $g_{2}(r, \theta)$ is different from $g_{-2}(r, \theta)$, corresponds to a quasiperiodic solution of (86) with two basic frequencies. Clearly, $r_{2}$ must differ from $r_{-2}$; if not, we would show via (23) that $f_{-2}(r, \theta)$ (respectively, $\left.g_{-2}\right)=f_{2}$ (respectively $g_{2}$ ), which means that the solution is periodic.

System (87) truncated at the third order takes the following form:

$$
\begin{aligned}
& r_{-2}\left[\mu_{r}+a_{r} r_{-2}^{2}+\left(a_{r}-2 \sqrt{\frac{2}{3}} c_{r}\right) r_{0}^{2}+\left(a_{r}-b_{r}-c_{r} \sqrt{6}\right) r_{2}^{2}\right] \\
& \quad+\frac{1}{2} r_{0}^{2} r_{2}\left[\left(-b_{r}+c_{r} \sqrt{\frac{3}{2}}\right) \cos \theta-\left(-b_{i}+c_{i} \sqrt{\frac{3}{2}}\right) \sin \theta\right]=0 \\
& r_{2}\left[\mu_{r}+\left(a_{r}-b_{r}-c_{r} \sqrt{6}\right) r_{-2}^{2}+\left(a_{r}-2 \sqrt{\frac{2}{3}} c_{r}\right) r_{0}^{2}+a_{r} r_{2}^{2}\right] \\
& \\
& \quad+\frac{1}{2} r_{0}^{2} r_{-2}\left[\left(-b_{r}+c_{r} \sqrt{\frac{3}{2}}\right) \cos \theta-\left(-b_{i}+c_{i} \sqrt{\frac{3}{2}}\right) \sin \theta\right]=0 \\
& \begin{aligned}
\mu_{r}+\left(a_{r}-2 \sqrt{\frac{2}{3}} c_{r}\right)\left(r_{-2}^{2}+r_{2}^{2}\right)+\frac{1}{2}\left(2 a_{r}-b_{r}-c_{r} \sqrt{6}\right) r_{0}^{2}
\end{aligned} \\
& \quad+r_{2} r_{-2}\left[\left(-b_{r}+c_{r} \sqrt{\frac{3}{2}}\right) \cos \theta+\left(-b_{i}+c_{i} \sqrt{\frac{3}{2}}\right) \sin \theta\right]=0 \\
& \begin{aligned}
\left(-b_{i}+\right. & \left.c_{i} \sqrt{\frac{2}{3}}\right)\left(r_{0}^{2}-r_{2}^{2}-r_{-2}^{2}\right)(1-\cos \theta) \\
& -\left(-b_{i}+c_{i} \sqrt{\frac{2}{3}}\right) \frac{\left(r_{2}-r_{-2}\right)^{2}}{2 r_{2} r_{-2}}\left(r_{0}^{2}+2 r_{2} r_{-2}\right) \cos \theta \\
& \quad-\left(-b_{r}+c_{r} \sqrt{\frac{2}{3}}\right)\left[4 r_{2}^{2} r_{-2}^{2}+r_{0}^{2}\left(r_{2}^{2}+r_{-2}^{2}\right)\right] \frac{\sin \theta}{2 r_{2} r_{-2}}=0
\end{aligned}
\end{aligned}
$$

From this, we easily draw an equation for $\theta$ alone. Once this equation is solved, we obtain $r_{0}, r_{2}, r_{-2}$ from

$$
\begin{align*}
& \mu_{r}+\left[a_{r}-2 \sqrt{\frac{2}{3}} c_{r}+a_{r} B(\theta)\right] r_{0}^{2}=0, \\
& r_{2} r_{-2}=A(\theta) r_{0}^{2}, \quad r_{2}^{2}+r_{-2}^{2}=B(\theta) r_{0}^{2}, \tag{89}
\end{align*}
$$

where

$$
A(\theta)=\frac{\left(-b_{r}+c_{r} \sqrt{3 / 2}\right) \cos \theta-\left(-b_{i}+c_{i} \sqrt{3 / 2}\right) \sin \theta}{2\left(b_{r}+c_{r} \sqrt{6}\right)}
$$

$$
\begin{equation*}
B(\theta)=\frac{\left(-b_{r}+c_{r} \sqrt{2 / 3}\right)\left(b_{r}+c_{r} \sqrt{6}\right)+\left(-b_{r}+c_{r} \sqrt{3 / 2}\right)^{2} \cos ^{2} \theta-\left(-b_{i}+c_{i} \sqrt{3 / 2}\right)^{2} \sin ^{2} \theta}{4 \sqrt{2 / 3}\left(b_{r}+c_{r} \sqrt{6}\right) c_{r}} \tag{90}
\end{equation*}
$$

The equation for $\theta$ then turns out to be:

$$
\begin{gather*}
\left(-b_{i}+c_{i} \sqrt{\frac{2}{3}}\right)\left\{2 A(\theta)[1-B(\theta)]+\cos \theta\left[4 A^{2^{\prime}}-B\right]\right\} \\
-\left(-b_{r}+c_{r} \sqrt{\frac{2}{3}}\right) \sin \theta\left[4 A^{2}+B\right]=0 . \tag{91}
\end{gather*}
$$

The left-hand side of $(91)$ is an odd polynomial function of degree three in $(\sin \theta, \cos \theta)$. This implies zero, two, four, or six solutions coupled in pairs ( $\theta, \theta+\pi$ ). Relations (89) show that only one element in each pair of solutions of (91) is acceptable. Let us show the existence of solutions when it is assumed that

$$
-b_{i}+c_{i} \sqrt{\frac{2}{3}}=0
$$

Under such hypothesis (91) simplifies to

$$
\begin{equation*}
\sin \theta\left(4 A^{2}(\theta)+B(\theta)\right)=0 . \tag{92}
\end{equation*}
$$

Only zero or $\pi$ are possible choices. As a matter of fact, we can assert that $\pi$ is impossible because of (89). While $\theta=0$ is a solution provided

$$
\begin{array}{ll}
\left.b_{r} \in\right]-c_{r} \sqrt{6},-c_{r} \sqrt{6} / 4[ & \text { if } c_{r}>0, \\
\left.b_{r} \in\right]-c_{r} \sqrt{6} / 4,-c_{r} \sqrt{6}[ & \text { if } c_{r}<0, \tag{93}
\end{array}
$$

for $b_{r}$ in this open set, it is clear that the quasiperiodic solution still exists for $-b_{i}+c_{i} \sqrt{2 / 3}$ near zero. Since this condition is not related to a "classical" codimension 2 problem (indicated above) we may assert that the direct bifurcation to a quasiperiodic solution is general here in a "large" open set in the parameter space.
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Appendix 1. Representation of a finite rotation. We indicate here the representation $l=2$ of a finite rotation correcting some misprints in [6]. In the canonical basis a rotation defined by the Euler angles $\varphi_{1}, \theta, \varphi_{2}$ :

$$
R\left(\varphi_{1}, \theta, \varphi_{2}\right)=R_{o z}\left(\varphi_{2}\right) R_{o x}(\theta) R_{o z}\left(\varphi_{1}\right)
$$

is represented by a $5 \times 5$ matrix $T$ such that

$$
T_{m n}\left(\varphi_{1}, \theta, \varphi_{2}\right)=e^{-i m \varphi_{2}} e^{-i m \varphi_{1}} u_{m n}(\theta)
$$

where $u_{m n}(\theta)$ satisfy:

$$
\begin{aligned}
& u_{m n}=u_{n m}, \\
& u_{-2,-2}(\theta)=u_{2,2}(\theta)=u_{-2,2}(\pi+\theta)=\frac{1}{4}(1+\cos \theta)^{2}, \\
& u_{-2,0}(\theta)=u_{0,2}(\theta)=-\frac{1}{2} \sqrt{\frac{3}{2}}\left(1-\cos ^{2} \theta\right), \\
& u_{-2,-1}(\theta)=u_{1,2}(\theta)=u_{-2,1}(\pi+\theta)=u_{-1,2}(\pi+\theta)=-\frac{i}{2} \sin \theta(1+\cos \theta), \\
& u_{-1,-1}(\theta)=u_{1,1}(\theta)=u_{-1,1}(\pi+\theta)=\frac{1}{2}\left(2 \cos ^{2} \theta+\cos \theta-1\right), \\
& u_{-1,0}(\theta)=u_{0,1}(\theta)=-i \sqrt{\frac{3}{2}} \cos \theta \sin \theta, \\
& u_{0,0}(\theta)=\frac{1}{2}\left(3 \cos ^{2} \theta-1\right)
\end{aligned}
$$

An infinitesimal rotation takes the following form:

$$
\left(\begin{array}{cccc}
1+2 i\left(\varphi_{1}+\varphi_{2}\right) & -i \theta & 0 & 0 \\
-i \theta & 1+i\left(\varphi_{1}+\varphi_{2}\right) & -i \sqrt{3 / 2} \theta & 0 \\
0 & -i \sqrt{3 / 2} \theta & 1 & 0 \\
0 & 0 & -i \sqrt{3 / 2} \theta & -i \theta \\
0 & 0 & 0 & 1-2 i\left(\varphi_{1}+\varphi_{2}\right)
\end{array}\right)
$$
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# BIFURCATION AND ASYMPTOTIC BEHAVIOR OF SOLUTIONS OF A DELAY-DIFFERENTIAL EQUATION WITH DIFFUSION* 
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#### Abstract

A scalar delay-differential equation with diffusion term in one space dimension, where the diffusivity $D$ is a bifurcation parameter, is considered. The center manifold theory and the method of Lyapunov-Schmidt are used to describe two bifurcations from spatially constant solutions as $D$ decreases. By modifying the equation the order of these bifurcations can be reversed. Then the existence of a compact attractor for a class of such equations is shown and the structure of part of the attractor for the modified equation is investigated. It is known that the solutions are globally $L^{2}$-bounded; bounds on the solution operator from one intermediate space to another are constructed to obtain an attractor in the $W^{2,2}$ sense.
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Introduction. In this paper we consider

$$
\begin{aligned}
& \frac{\partial}{\partial t} u(t, x)=D \frac{\partial^{2}}{\partial x^{2}} u(t, x)-\left(\frac{\pi}{2}+\mu\right) u(t-1, x)[1+u(t, x)], t>0, \quad x \in(0, \pi), \\
& \frac{\partial}{\partial x} u(t, x)=0, \quad x=0, \pi
\end{aligned}
$$

Throughout the paper $\mu$ will be in a neighborhood of zero.
Without space dependence, the equation becomes

$$
\begin{equation*}
\frac{d}{d t} u(t)=-\left(\frac{\pi}{2}+\mu\right) u(t-1)[1+u(t)] \tag{2}
\end{equation*}
$$

which has been proposed by Hutchinson [10] to model certain plant-eating populations; it is obtained after a change of variables from a delayed logistic equation. The value of $\mu$ depends on the delay and the growth rate of the population.

The constant zero solution of (2) is seen to be stable for $\mu>0$ by analyzing the eigenvalues of the linearized equation. Chow and Mallet-Paret [4] use integral averaging to show that a supercritical Hopf bifurcation occurs at $\mu=0$ (where the linearized equation has a pair of eigenvalues $\pm i \pi / 2$ ) and find the approximate form of the bifurcating periodic solution for $\mu>0$. Stech also takes (2) as an example in [13], where he uses the bifurcation function to study Hopf bifurcations for functional differential equations.

With the addition of a diffusion term, we allow the population density to vary in some domain $\Omega$, imposing no-flux boundary conditions. We want to investigate the effects of diffusion on the long-term behavior of solutions by considering two questions.

First is the local problem. Given a solution of (2) and its stability properties, what are its stability properties as a solution of (1)? In §§ $2-4$, we will build on the work of Yoshida [15] and Morita [12] to deal with this question for the zero solution and the periodic solution arising in the Hopf bifurcation. Morita shows that, for fixed
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$\mu>0$, this periodic solution is unstable for $D$ less than a certain $D_{0}$. We will show that there is a $D_{1}>D_{0}$ at which another Hopf bifurcation from zero occurs, resulting in an unstable, spatially varying, periodic solution. We also show how to destabilize the original periodic solution (as $D$ is decreased) before this bifurcation occurs by adding nonlinear terms in $u(t-1)$ to (1).

Second is the global problem. How can we use these local analyses to say something about the global structure of solutions? Hale has shown in [7] that if a retarded functional differential equation has a compact attractor, then the corresponding diffusion equation has, for large enough $D$, a compact attractor with this same structure. Here we are interested in how the attractor changes as $D$ decreases toward zero. In $\S \S 5$ and 6 , we show the existence, for arbitrary $D>0$, of a compact attractor for a class of equations including (1). We then consider the modification of (1) noted above, for which destabilization of the original periodic solution precedes the second Hopf bifurcation, and determine the structure of part of the attractor for this equation.

1. Previous results. The phase space for (1) is $C([-1,0], X)$ for an appropriate Banach space $X$ of functions from $[0, \pi]$ to $\mathbb{R}$. We write $u_{t} \in C([-1,0], X)$ where $u_{t}(\theta)(x)=u(t+\theta, x),-1 \leqq \theta \leqq 0, x \in[0, \pi]$. With the interpretation of " $\partial^{2} / \partial x^{2}$ " depending on the choice of $X$, (1) becomes

$$
\begin{align*}
& \frac{\partial}{\partial t} u(t, x)=D \frac{\partial^{2}}{\partial x^{2}} u(t, x)+f\left(\mu, u_{t}(\cdot)(x)\right), \quad x \in(0, \pi),  \tag{3}\\
& \frac{\partial}{\partial x} u(t, x)=0, \quad x=0, \pi
\end{align*}
$$

with initial condition $u_{0}(\cdot)(\cdot) \in C([-1,0], X)$ given. Yoshida [15] proves existence and uniqueness of solutions of (3) if $X=W^{2,2}(0, \pi)$. (This is a special case of his general result for domain $\Omega \subset \mathbb{R}^{n}$.) In addition, he makes the change of variable $U(t, x)=1+u(t, x)$ to get positivity of solutions in this new variable. (We will use this in §3.) Calling $W_{N}^{2,2}=\left\{v \in W^{2,2}(0, \pi): \partial v / \partial x=0\right.$ at $\left.x=0, \pi\right\}$, we work in $C=$ $C\left([-1,0], W_{N}^{2,2}\right)$.

First we investigate the stability of the zero solution of (1). The eigenfunctions of $-\partial^{2} / \partial x^{2}$ (considered here as a densely defined operator on $\left.L^{2}(0, \pi)\right)$ are $w_{n}(x)=\cos n x$ with corresponding eigenvalues $n^{2}$ for $n \geqq 0$. Linearizing (1) about zero and looking for solutions $e^{\lambda t} w_{n}(x)$, we obtain a sequence of characteristic equations

$$
\begin{equation*}
\lambda+\left(\frac{\pi}{2}+\mu\right) e^{-\lambda}+D n^{2}=0, \quad n \geqq 0 . \tag{4.n}
\end{equation*}
$$

Yoshida shows (using a result in Hale [9]) that for $\mu<0$ and any $D$, all roots of all the equations (4.n) have negative real parts, so the zero solution is stable.

Note that (4.0) has a pair of roots $\pm i \pi / 2$ when $\mu=0$. (This is the characteristic equation for (2).) We can use Hale's result to show that all other solutions of (4.n) for each $n$ have negative real parts.

Therefore if we fix $D$ and increase $\mu$, the origin is stable until $\mu=0$, when it loses stability in exactly two directions as a spatially constant periodic orbit grows out of it. Yoshida proves (using the Center Manifold Theory and Chow and Mallet-Paret's averaging scheme) that this orbit is stable for $\mu$ in some interval, say $\mu \in\left(0, \mu_{1}\right)$.

Changing our point of view slightly, we think of $\mu$ fixed and decrease $D$. In terms of the population model, this means the animals move more slowly in $\Omega$. We might therefore expect spatial inhomogeneities to persist, with solutions of (1) no longer approaching those of (2). We have already seen that if $\mu<0$ the zero solution is stable
for any $D$ : the origin cannot be destabilized by decreasing the diffusivity. We turn our attention to small $\mu>0$ and the possible destabilization of the periodic orbit.

Morita considers this question for a class of problems in [12]. He treats (1) (for $\left.\Omega \subset \mathbb{R}^{n}\right)$ as an example and shows that for any $\mu>0$ there is a $D=D(\mu)$ for which the spatially constant periodic orbit is unstable. He uses the Lyapunov-Schmidt method (see, for example, [3]) to compute explicitly one of the characteristic exponents $\gamma$ of the periodic orbit as a function of $\mu$ and $D$. For small $\mu>0$, he is able to choose $D$ small enough so that $\gamma(\mu, D)>0$.

Here we summarize Morita's results for (1), putting them in a slightly different form. First it is necessary to locate the periodic orbit arising in the Hopf bifurcation. We seek a solution $y(t, \varepsilon)=\varepsilon \cos \omega t+O\left(\varepsilon^{2}\right)$, where $\omega=\omega(\varepsilon)$, of (2) with $\mu=\mu(\varepsilon)$. (The phase space here is $C([-1,0], \mathbb{R})$.) On applying the Lyapunov-Schmidt method, we obtain

$$
\begin{aligned}
& y(t, \varepsilon)=\varepsilon \cos \omega t+\frac{1}{5} \varepsilon^{2} \cos 2 \omega t+\frac{1}{10} \varepsilon^{2} \sin \omega t+O\left(\varepsilon_{.}^{3}\right) \\
& \omega(\varepsilon)=\frac{\pi}{2}-\frac{1}{20} \varepsilon^{2}+O\left(\varepsilon^{3}\right) \\
& \mu(\varepsilon)=\frac{3 \pi-2}{40} \varepsilon^{2}+O\left(\varepsilon^{3}\right)
\end{aligned}
$$

In practice, we change variables $s=\omega t$ (where $\omega$ is to be determined) and look for $2 \pi$-periodic solutions. The phase space is still $C([-1,0], \mathbb{R})$, where $v_{s, \omega}(\theta)=v(s+\omega \theta)$, $-1 \leqq \theta \leqq 0$.

The stability of $p(t, x, \varepsilon) \equiv y(t, \varepsilon)$ as a solution of (1) is investigated by linearizing (1) about $p$ and seeking solutions $e^{\gamma t} v(t) \cos n x$, where $v$ has the same period as $p$. If $v(t)$ is required to have minimal period $2 \pi / \omega(\varepsilon)$, applying the Lyapunov-Schmidt method leads to an equation connecting $D$ and the characteristic exponent $\gamma$. By scaling $\gamma=\gamma_{2} \varepsilon^{2}+O\left(\varepsilon^{3}\right), D=D_{2} \varepsilon^{2}$, we obtain a quadratic equation for $\gamma_{2}$. If $D_{2} n^{2}>$ $\pi / 20$, the roots $\gamma_{2}$ are negative or have negative real part. If $D_{2} n^{2}=\pi / 20$ one root is zero, and if $0<D_{2} n^{2}<\pi / 20$ it becomes positive. Note that if $n=0$ the characteristic exponents obtained are those for $y$ as a solution of (2), that is, one trivial exponent and one negative one, so it is only necessary to consider $n>0$. The periodic solution $p$ must therefore be unstable for $D<D^{*}(\mu)$, where $\mu(\varepsilon)$ is given above and $D^{*}(\mu(\varepsilon)) \approx$ $\pi \varepsilon^{2} / 20$. It will lose stability in more directions across each of the approximate bifurcation curves in Fig. 1. (Recall $\mu=\mu(\varepsilon)$.)


Fig. 1. Bifurcation curves for destabilization of the periodic orbit.
2. Second Hopf bifurcation. To study the small solutions of (1) it is certainly necessary to keep track of what is happening at the origin. For fixed $\mu>0$ and large enough $D$, the origin has a two-dimensional unstable manifold. Does the origin also become less stable as $D$ is decreased? We can see what is going on more clearly by linearizing (1) about zero and expanding in eigenfunctions $\sum_{n=0}^{\infty} u^{n}(t) \cos n x$. The equations decouple, and we have

$$
\begin{equation*}
\frac{d}{d t} u^{n}(t)=-D n^{2} u^{n}(t)-\left(\frac{\pi}{2}+\mu\right) u^{n}(t-1) \tag{5.n}
\end{equation*}
$$

for each $n \geqq 0$. Consider each (5.n) to be a separate delay-differential equation, and consider the stability of the origin as a solution of (5.n).

For the equation $\dot{u}(t)=-a u(t)-b u(t-1)$, we have the situation illustrated in Fig. 2.


Fig. 2. Stability of the origin.


Fig. 3. Hopf bifurcation curves.

For (5.0) we know that the origin is unstable (with two-dimensional unstable manifold) for $\mu>0$ and that no other bifurcations occur at the origin for the $\mu$ 's we are considering.

For (5.n), $n \geqq 1$, we fix $\mu>0$ and find $D=D(\mu)$ marked in Fig. 2, where the origin loses stability. We look for pure imaginary roots $\lambda= \pm i \beta, \beta>0$, of the characteristic equation

$$
\lambda+\left(\frac{\pi}{2}+\mu\right) e^{-\lambda}+D n^{2}=0
$$

The real and imaginary parts give

$$
0=D n^{2}+\left(\frac{\pi}{2}+\mu\right) \cos \beta, \quad \beta=\left(\frac{\pi}{2}+\mu\right) \sin \beta
$$

We expect $\beta$ close to $\pi / 2$, so let $\beta=\pi / 2+\tilde{\beta}$. The second equation above gives $\tilde{\beta} \approx \mu$. The first equation then gives $D n^{2} \approx \pi \tilde{\beta} / 2 \approx \pi \mu / 2$ for small $\mu$.

Going back to the full equation (1), we again have a set of approximate bifurcation curves shown in Fig. 3, across each of which the already unstable origin loses stability in two more directions.

Consider the first of these bifurcations, when $D \approx \pi \mu / 2$. We do not have a Hopf Bifurcation Theorem for equations for the form (1), but we can use the Center Manifold Theory to reduce the equation to a two-dimensional one where the Hopf Bifurcation Theorem holds. Yoshida [15] proves the existence of a local two-dimensional integral manifold at the origin, for fixed $D$ and depending on $\mu$ close to $\mu_{c}$ where the equations (5.n) have exactly one pair of pure imaginary roots. We have been holding $\mu$ fixed and decreasing $D$, but the bifurcation curves are such that fixing $D$ and increasing $\mu$ is equivalent. For any $D$, our $\mu_{c} \approx 2 D / \pi$ is positive, so (5.0) has a pair of roots with positive real part. This means the center manifold will not be attracting.

Note that we could also use Carr's Center Manifold Theory for infinite-dimensional systems (see [2]), which requires a semigroup formulation of the problem slightly different from Yoshida's. Using Carr's work we get a two-dimensional center manifold depending on $\mu$ and $D$ in a neighborhood of the bifurcation point.

Either way we know a Hopf bifurcation occurs as $D$ decreases through $D \approx \pi \mu / 2$, and we have only to determine whether a periodic orbit grows out of the origin or collapses onto it. The calculation proceeds as follows.

Substituting $u(t, x)=\sum_{n=0}^{\infty} u^{n}(t) \cos n x$ into (1) and calling $\alpha=\pi / 2+\mu$ gives

$$
\begin{aligned}
& \frac{d}{d t} u^{0}(t)=-\alpha u^{0}(t-1)-\alpha u^{0}(t) u^{0}(t-1)-\frac{\alpha}{2} \sum_{n=1}^{\infty} u^{n}(t) u^{n}(t-1), \\
& \frac{d}{d t} u^{1}(t)=-D u^{1}(t)-\alpha u^{1}(t-1)-\alpha u^{0}(t) u^{1}(t-1)-\alpha u^{1}(t) u^{0}(t-1) \\
& \quad-\frac{\alpha}{2} \sum_{n=1}^{\infty} u^{n-1}(t) u^{n}(t-1)-\frac{\alpha}{2} \sum_{n=2}^{\infty} u^{n}(t) u^{n-1}(t-1), \\
& \frac{d}{d t} u^{p}(t)=-p^{2} D u^{p}(t)-\alpha u^{p}(t-1)-\alpha u^{0}(t) u^{p}(t-1)-\alpha u^{p}(t) u^{0}(t-1) \\
& -\frac{\alpha}{2} \sum_{n=1}^{p-1} u^{p-n}(t) u^{n}(t-1)-\frac{\alpha}{2} \sum_{n=1}^{\infty} u^{n+p}(t) u^{n}(t-1) \\
& -\frac{\alpha}{2} \sum_{n=1}^{\infty} u^{n}(t) u^{n+p}(t-1), \quad p \geqq 2 .
\end{aligned}
$$

We are looking for a periodic solution of the form

$$
\begin{aligned}
& u^{1}(t)=b_{0}^{1} \varepsilon^{2}+\varepsilon \cos \nu t+\sum_{n=2}^{\infty} b_{n}^{1} \varepsilon^{2} \cos \nu n t+\sum_{n=2}^{\infty} c_{n}^{1} \varepsilon^{2} \sin \nu n t+O\left(\varepsilon^{3}\right), \\
& u^{p}(t)=b_{0}^{p} \varepsilon^{2}+\sum_{n=1}^{\infty} b_{n}^{p} \varepsilon^{2} \cos \nu n t+\sum_{n=1}^{\infty} c_{n}^{p} \varepsilon^{2} \sin \nu n t+O\left(\varepsilon^{3}\right), \quad p \neq 1,
\end{aligned}
$$

with $\nu=\pi / 2+\nu_{0}+\nu_{1} \varepsilon+\nu_{2} \varepsilon^{2}+O\left(\varepsilon^{3}\right)$ for fixed small $\mu>0$ and $D=$ $D_{0}+D_{1} \varepsilon+D_{2} \varepsilon^{2}+O\left(\varepsilon^{3}\right)$.

As before, we rescale time $s=\nu t$ and rewrite the equations for $q^{p}(s)=u^{p}(t)$. We will substitute the desired solution into (6.p) and compare coefficients. We only need to determine the sign of $D_{2}$. (We expect the amplitude of the periodic orbit to be approximately proportional to the square root of the Hopf bifurcation parameter, so we expect $D_{1}=0$. The calculations confirm this.) To do this it is sufficient to consider
(6.0)-(6.2) only, retaining terms through $O\left(\varepsilon^{2}\right)$ in (6.0) and (6.2) and through $O\left(\varepsilon^{3}\right)$ in (6.1). In fact, we require the $O\left(\varepsilon^{3}\right)$ term only in the coefficients of $\sin s$ and $\cos s$ in (6.1).

Note that $D_{2}$, along with the other constants, depends on $\mu$. Since $\mu$ is small, though, we retain only the $O(1)$ term in $\mu$. In addition, we expect $\nu_{0}$ to be small as a function of $\mu$, so in the calculation we drop all powers of $\nu_{0}$ higher than the first.

The calculation is lengthy, but we eventually find $D_{2}<0$, so a periodic orbit grows out of the origin as $D$ is decreased (or, equivalently, as $\mu$ is increased). Note that neither the origin nor the bifurcating periodic orbit is stable, since the two-dimensional center manifold containing them is not attracting, but the origin loses its stability in the center manifold to the periodic orbit.
3. Direction of bifurcation. We now return to the bifurcation from the spatially constant periodic orbit at $D=D^{*}(\mu)$. Since the bifurcation occurs when a real characteristic exponent becomes positive, we expect bifurcating periodic orbits rather than an invariant torus. A calculation similar to the preceding one will allow us to determine whether the bifurcation is super-, sub-, or transcritical.

We look for the bifurcating periodic solutions

$$
z(t, x, \varepsilon)=\varepsilon \cos \nu t+\varepsilon(a+b \cos \nu t+c \sin \nu t) \cos x+O\left(\varepsilon^{2}\right)
$$

of (1) with $\mu=\mu(\varepsilon)$ and $D=D(\varepsilon)$, where $\nu=\nu(\varepsilon)$ is close to $\omega(\varepsilon)$ computed earlier. (Recall that the spatially constant periodic solution $p(t, x, \varepsilon)$ loses stability in the spatial direction $w_{1}(x)=\cos x$.) We substitute $z(t, x, \varepsilon)$ into (1), expanding in eigenfunctions $\cos n x$ and collecting coefficients of $\cos m \nu t, \sin m \nu t$. The computation is essentially an extension of the previous one, with two principal differences.

First, $\mu$ is a function of $\varepsilon$ rather than a fixed quantity, so $\mu(\varepsilon)=\mu_{2} \varepsilon^{2}+O\left(\varepsilon^{3}\right)$ must also be found. Second, the form of the periodic solution (actually, solutions) to be found is $z(t, x, \varepsilon)=\sum_{n=0}^{\infty} u^{n}(t) \cos n x$ where

$$
\begin{aligned}
& u^{0}(t)=b_{0}^{0} \varepsilon^{2}+\varepsilon \cos \nu t+\sum_{n=2}^{\infty} b_{n}^{0} \varepsilon^{2} \cos \nu n t+\sum_{n=2}^{\infty} c_{n}^{0} \varepsilon^{2} \sin \nu n t+O\left(\varepsilon^{3}\right), \\
& \begin{aligned}
u^{1}(t) & =a \varepsilon+b_{0}^{1} \varepsilon^{2}+\left(b \varepsilon+b_{1}^{1} \varepsilon^{2} \cos \nu t\right)+\left(c \varepsilon+c_{1}^{1} \varepsilon^{2}\right) \sin \nu t \\
& +\sum_{n=2}^{\infty} b_{n}^{1} \varepsilon^{2} \cos \nu n t+\sum_{n=2}^{\infty} c_{n}^{1} \varepsilon^{2} \sin \nu n t+O\left(\varepsilon^{3}\right),
\end{aligned} \\
& u^{p}(t)=b_{0}^{p} \varepsilon^{2}+\sum_{n=1}^{\infty} b_{n}^{p} \varepsilon^{2} \cos \nu n t+\sum_{n=1}^{\infty} c_{n}^{p} \varepsilon^{2} \sin \nu n t+O\left(\varepsilon^{3}\right), \quad p \geqq 2,
\end{aligned}
$$

with $\nu(\varepsilon)=\pi / 2+\nu_{2} \varepsilon^{2}+O\left(\varepsilon^{3}\right)$ and $D(\varepsilon)=D_{2} \varepsilon^{2}+O\left(\varepsilon^{3}\right)$.
Here we outline the computation showing that two periodic orbits grow out of the spatially constant one as $D$ decreases through $D^{*}(\mu)$. As in the original Hopf bifurcation calculation, we rescale $s=\nu t$ and call $q^{n}(s)=u^{n}(t)$.

Substituting into (1), we first collect coefficients of $\cos x$. In no case do we need to retain terms higher than $O\left(\varepsilon^{3}\right)$. We find that the constant term of $q^{1}(s)=O\left(\varepsilon^{4}\right)$ and, in particular, $a=b_{0}^{1}=0$. The $\cos 2 s$ and $\sin 2 s$ terms of the coefficient of $\cos x$ give $b_{2}^{1}$ and $c_{2}^{1}$ in terms of $b$ and $c$. We use this information to simplify the $\cos s$ and $\sin s$ terms, which will be used later.

Next we look at coefficients of the spatially constant term, obtaining $b_{0}^{0}=0$ from the (time) constant term and expressions for $b_{2}^{0}$ and $c_{2}^{0}$ in terms of $b$ and $c$ from the
$\cos 2 s$ and $\sin 2 s$ terms. We use these in the $\cos s$ and $\sin s$ terms to get

$$
\begin{aligned}
& \nu_{2}=-\frac{1}{20}-\frac{3}{40} b-\frac{1}{40} c+\frac{3}{20} b c, \\
& \mu_{2}=\frac{3 \pi-2}{40}\left(1+\frac{3}{2} b^{2}+\frac{1}{2} c^{2}\right)+\frac{\pi+6}{40} b c .
\end{aligned}
$$

Note that if $b=c=0$ then we get the original spatially constant periodic orbit with the proper values for $\mu_{2}$ and $\nu_{2}=\omega_{2}$.

Finally, the coefficients of $\cos 2 x$ give $b_{0}^{2}=0$ from the constant term and expressions for $b_{2}^{2}$ and $c_{2}^{2}$ from the $\cos 2 s$ and $\sin 2 s$ terms. Returning to the $\cos s \cos x$ and $\sin s \cos x$ terms obtained above, we use this new informations to get

$$
\begin{aligned}
& D_{2} c=\frac{3 \pi}{20} b-\frac{9 \pi}{160} b^{3}-\frac{7 \pi}{160} b^{2} c+\frac{15 \pi}{160} b c^{2}+\frac{\pi}{160} c^{3} \\
& D_{2} b=\frac{\pi}{20} b-\frac{3 \pi}{160} b^{3}+\frac{21 \pi}{160} b^{2} c+\frac{5 \pi}{160} b c^{2}-\frac{3 \pi}{160} c^{3}
\end{aligned}
$$

Now write $c=\beta b$. Multiplying the first equation by $b$ and the second by $c$ and subtracting, we obtain

$$
b^{2}=\frac{8(\beta-3)}{3 \beta^{4}-4 \beta^{3}-6 \beta^{2}-4 \beta-9}
$$

as long as the right-hand side is defined and nonnegative. When $\beta>3$ we will get two periodic orbits corresponding to the positive and negative choices of $b$.

We then find

$$
D_{2}=\left(\frac{1}{1+\beta^{2}}\right)\left[\frac{\pi}{20}+\frac{3 \pi}{20} \beta+\frac{\pi}{160} b^{2}\left(\beta^{4}+12 \beta^{3}-2 \beta^{2}+12 \beta-3\right)\right] .
$$

Note that $\beta=\beta_{0}=3$ gives $D_{2}=\pi / 20$ as expected.
Finally, we write $b^{2}$ and $\mu_{2}$ as functions of $\beta$ and

$$
D(\beta, \mu) \approx\left(\frac{D_{2}(\beta)}{\mu_{2}(\beta)}\right) \mu
$$

and compute

$$
\frac{d^{+}}{d \beta^{+}}\left(\frac{D_{2}(\beta)}{\mu_{2}(\beta)}\right)<0 \quad \text { at } \beta=3 .
$$

4. Reversing the order of bifurcation. Recall that we would like to study the structure of all the small solutions of (1) as $D$ is decreased. If $\varepsilon$ is fixed with $\mu \approx((3 \pi-2) / 40) \varepsilon^{2}$, we have analyzed two bifurcations: a Hopf bifurcation from the already unstable origin at $D \approx(\pi / 2)((3 \pi-2) / 40) \varepsilon^{2}$, and a destabilization of $p(t, x, \varepsilon)$ at $D \approx \pi \varepsilon^{2} / 20$. Note that since not all the characteristic exponents of $p$ have been determined, we do not know if $p$ is stable until this bifurcation point. In any case, we would like to guarantee that $p(t, x, \varepsilon)$ becomes unstable before the second Hopf bifurcation as $D$ is decreased. We could then study a simpler structure. We will now see that by modifying (1) we can reverse the order of the two bifurcations we have studied, so that we can consider the first destabilization of $p$ (whenever it occurs) without considering any complications caused by bifurcations from the origin.

The new equation, suppressing dependence on $x$, is

$$
\begin{aligned}
& \frac{\partial}{\partial t} u(t)=D \frac{\partial^{2}}{\partial x^{2}} u(t)-\left(\frac{\pi}{2}+\mu\right)\left[u(t-1)+h u^{3}(t-1)\right][1+u(t)], \quad x \in(0, \pi) \\
& \frac{\partial u}{\partial x}=0, \quad x=0, \pi
\end{aligned}
$$

where $h$ is a constant to be determined. In the next section, $h$ will be considered another parameter. Existence and uniqueness of solutions of (7) in $C\left([-1,0], W_{N}^{2,2}\right)$ follows as in Yoshida [15], as does positivity of $U(t)=1+u(t)$.

We now extend the previous calculations to (7). The linear part of the equation is unchanged, so we still expect a Hopf bifurcation at $\mu=0$. To determine the direction of bifurcation we seek $\tilde{y}(t, \varepsilon)=\varepsilon \cos \omega t+O\left(\varepsilon^{2}\right)$ for new functions $\mu=\mu(\varepsilon)$ and $\omega=\omega(\varepsilon)$. We find $\omega_{2}=-1 / 20$ as before and $\tilde{y}(t, \varepsilon)=y(t, \varepsilon)+O\left(\varepsilon^{3}\right)$, but $\mu_{2}=$ $(3 \pi-2) / 40-3 \pi h / 8$. We will consider only $h<(3 \pi-2) / 15 \pi$ so $\mu(\varepsilon)=\mu_{2} \varepsilon^{2}+O\left(\varepsilon^{3}\right)>$ 0 for small $\varepsilon>0$ and the direction of bifurcation is unchanged.

Next we look for characteristic exponents of $\tilde{p}(t, x, \varepsilon)=\tilde{y}(t, x)$ as a solution of (7) as described in § 1 . The computations are largely unchanged, and for $0 \leqq h<$ $(3 \pi-2) / 15 \pi$ we again find one exponent becoming positive as $D$ decreases through $\pi \varepsilon^{2} / 20$. Note the difference here is that $\mu_{2}$ is smaller for (7) than for (1): the periodic orbit destabilizes for larger $D$, as a function of $\mu$, in (7) than in (1), even though $D$ is the same as a function of $\varepsilon$.

The direction of bifurcation here is also unchanged. Repeating that calculation, we find that $\beta_{0}$, the value of $\beta$ giving the single spatially constant periodic orbit at the bifurcation point, depends on $h$. For the values of $h$ we want to consider (see below), $\beta<\beta_{0}(h)$ gives two periodic solutions, but we find in this case that $\left(d^{-} / d \beta^{-}\right) D\left(\beta_{0}(h), \mu\right)>0$.

Finally, we look at the second Hopf bifurcation from the origin. The bifurcation point depends only on the linear part of the equation, so for (7) also it must occur at $D(\mu) \approx \pi \mu / 2$.

Repeating the computations for the direction of this bifurcation, we find that, for $h \geqq 0, D_{2}$ is still negative and the direction of bifurcation is the same.

We have seen that, for (7), $\tilde{p}(t, x, \varepsilon)$ undergoes bifurcation at $D=\pi \varepsilon^{2} / 20$ and the second Hopf bifurcation from zero occurs at

$$
D \approx \frac{\pi}{2}\left[\frac{3 \pi-2}{40}-\frac{3 \pi}{8} h\right] \varepsilon^{2}
$$

if $h<(3 \pi-2) / 15 \pi$. If we choose $(3 \pi-6) / 15 \pi<h<(3 \pi-2) / 15 \pi, \tilde{p}$ must lose stability first as $D$ is decreased.
5. Existence and upper semicontinuity of the attractor. In this section we formalize the notion of looking at "all the small solutions" and show that this is possible for (7) and, as a special case, (1). We will prove the existence of a maximal compact attractor in $C=C\left([-1,0], W_{N}^{2,2}\right)$ : a compact set in $C$ that is invariant and attracts bounded sets under the solution map and that is maximal with respect to these properties. (A set $\mathscr{A}$ attracts $\mathscr{B}$ under $S(t)$ if for any $\delta>0$ there is a $t_{1}$ such that $S(t) \mathscr{B}$ is contained in a $\delta$-neighborhood of $\mathscr{A}$ for $t>t_{1}$.)

There are results on compact attractors for equations of many different types (see Hale [6] and the references therein). According to Billotti and LaSalle [1], we can prove the existence of a compact attractor for our case by showing that the solution
map is a $C^{0}$-semigroup on $C$, is compact for $t>1$, and is point-dissipative. ( $S(t)$ is point-dissipative if there is some bounded $B \subset C$ that attracts points under $S(t)$.)

To show that the solution map is point-dissipative, we will start with a result of Luckhaus [11] for equations of the following form (suppressing dependence on $x$ ):

$$
\begin{align*}
& \frac{\partial}{\partial t} u(t)-\frac{\partial^{2}}{\partial x^{2}} u(t) \leqq g(u(t), u(t-\tau)), \quad x \in(0, l), \quad t>0, \\
& \frac{\partial}{\partial x} u(t)=0, \quad x=0 \text { and } l, t \geqq 0, \\
& u(t)=u_{0}(t), \quad t \in[-\tau, 0],  \tag{8}\\
& u(t) \geqq 0, \quad t \geqq 0,
\end{align*}
$$

where $g: \mathbb{R}^{2} \rightarrow \mathbb{R}$ satisfies
(i) $g(u, v)<u, \quad u, v \in \mathbb{R}^{+}$;
(ii) $\lim _{\lambda \rightarrow \infty} g(\lambda u, \lambda v) / \lambda=-\infty, \quad u, v \in \mathbb{R}^{+}$.

We will see below that (7) can be put in this form. The theorem states that, for any solution $u$ with $u_{0} \in L^{2}[0, l]$,

$$
\varlimsup_{t \rightarrow \infty}\|u(t, \cdot)\|_{\infty}<K
$$

for some constant $K=K(g, l, \tau)$ independent of $u_{0}$. (The proof in [11] seems to give only $\overline{\lim }_{t \rightarrow \infty}\|u(t, \cdot)\|_{2}<K$, but we will see below that the $L^{\infty}$ bound follows from the $L^{2}$ bound.) Note that this implies the solution operator is point-dissipative in $C\left([-\tau, 0], L^{\infty}[0, l]\right)$.

Based on this result, we have the following theorem.
Theorem. If $u_{0} \in L^{2}[0, l]$ and $u$ is a solution of (8) with equality holding in the differential equation, and $g$ satisfies (i) and (ii) and is a polynomial in $u$ and $v$, then

$$
\varlimsup_{t \rightarrow \infty}\|u(t, \cdot)\|_{2,2}<K_{6}
$$

for some constant $K_{6}=K_{6}(g, l, \tau)$ independent of $u_{0}$.
Proof. We suppose throughout that $u$ is a solution of (8) and $\|u(t)\|_{2}<2 K$ for $t \geqq t_{0}$. To simplify the notation, we take $l=\pi$.

Let $T(t)$ be the solution operator for

$$
\begin{aligned}
& \frac{\partial v}{\partial t}-\frac{\partial^{2} v}{\partial x^{2}}=0, \quad x \in(0, \pi), \quad t>0, \\
& \frac{\partial v}{\partial x}=0, \quad x=0, \pi
\end{aligned}
$$

We will get a bound on $T(t): L^{2}[0, \pi] \rightarrow W^{1,2}[0, \pi]$ and use the variation of constants formula to get a $W^{1,2}$ bound on $u$. Then a similar procedure will give the $W^{2,2}$ bound. The two steps are required to get sufficiently sharp intermediate estimates.

Let $b \in L^{2}(0, \pi)$ with $\partial b / \partial x=0$ at $x=0$ and $\pi$ so $b=\sum_{n=2}^{\infty} b_{n} \cos n x$. Then $T(t) b=$ $\sum_{n=0}^{\infty} b_{n} e^{-n^{2} t} \cos n x$, and

$$
\|T(t) b\|_{1,2}^{2}=\sum_{n=0}^{\infty} b_{n}^{2}\left(1+n^{2}\right) e^{-2 n^{2} t} \leqq \sum_{n=0}^{\infty} b_{n}^{2}+\sum_{n=0}^{\infty} n^{2} b_{n}^{2} e^{-2 n^{2} t} .
$$

For given $t>0$, we find the $n$ for which $n^{2} e^{-2 n^{2} t}$ is maximum:

$$
\frac{\partial}{\partial n}\left(n^{2} e^{-2 n^{2} t}\right)=2 n e^{-2 n^{2} t}-4 n^{3} t e^{-2 n^{2} t}=0
$$

gives $n=1 / \sqrt{2 t}$ if this is an integer. In any case $n^{2} e^{-2 n^{2} t} \leqq e^{-1} / 2 t$, so we have

$$
\|T(t) b\|_{1,2}^{2} \leqq\left(1+\frac{1}{2 e t}\right)\|b\|_{2}^{2}
$$

giving

$$
\|T(t) b\|_{1,2} \leqq \frac{c}{\sqrt{t}}\|b\|_{2}
$$

for $0 \leqq t \leqq 2 \tau$, say, for some constant $c$.
We first use this estimate to verify the $L^{\infty}$ bound on $u$ in [11]. We can use condition (i) on $g$, the nonnegativity of $u$, and the positivity of $T(t)$ for $t \geqq 0$ to write

$$
0 \leqq u(t) \leqq T\left(t-t_{0}\right) u\left(t_{0}\right)+\int_{t_{0}}^{t} T(t-s) u(s) d s
$$

pointwise in $x$. Since $W^{1,2}$ is continuously embedded in $C[0, \pi]$, we have for some $c_{1}$

$$
\begin{aligned}
\|u(t, \cdot)\|_{\infty} & \leqq\left\|T\left(t-t_{0}\right) u\left(t_{0}\right)\right\|_{\infty}+\int_{t_{0}}^{t}\|T(t-s) u(s)\|_{\infty} d s \\
& \leqq c_{1}\left\|T\left(t-t_{0}\right) u\left(t_{0}\right)\right\|_{1,2}+\int_{t_{0}}^{t} c_{1}\|T(t-s) u(s)\|_{1,2} d s \\
& \leqq\left(c c_{1} / \sqrt{t-t_{0}}\right)\left\|u\left(t_{0}\right)\right\|_{2}+\int_{t_{0}}^{t} c c_{1} / \sqrt{t-s}\|u(s)\|_{2} d s \\
& \leqq\left(c c_{1} / \sqrt{t-t_{0}}\right)(2 K)+2 c c_{1} \sqrt{t-t_{0}}(2 K) \\
& \leqq K_{1} \quad \text { for } t_{0}+\tau \leqq t \leqq t_{0}+2 \tau .
\end{aligned}
$$

The argument may be repeated with $t_{0}$ replaced by $t_{0}+n \tau$ for each $n \geqq 1$, and thus, taking $K_{2}=\max \left\{K_{1}, 2 K\right\}$, we have $\|u(t)\|_{2}<K_{2}$ and $\|u(t)\|_{\infty}<K_{2}$ for $t \geqq t_{0}+\tau$.

Since $g(u(t), u(t-\tau))$ is a polynomial, we have $\|g(u(t), u(t-\tau))\|_{\infty}<K_{3}$ and $\|g(u(t), u(t-\tau))\|_{2}<K_{3}$ for $t \geqq t_{0}+2 \tau$ and some constant $K_{3}$. The variation of constants formula gives (using the equality in the differential equation)

$$
\begin{aligned}
&\|u(t)\|_{1,2} \leqq \| T\left(t-\left(t_{0}+2 \tau\right)\right) u\left(t_{0}+2 \tau\right) \|_{1,2} \\
& \quad+\int_{t_{0}+2 \tau}^{t}\|T(t-s) g(u(s), u(s-\tau))\|_{1,2} d s \\
& \leqq\left(c_{1} / \sqrt{t-\left(t_{0}+2 \tau\right)}\right) K_{2}+2 c \sqrt{t-\left(t_{0}-2 \tau\right)} K_{3} \quad \text { for } t_{0}+2 \tau \leqq t \leqq t_{0}+4 \tau
\end{aligned}
$$

so $\|u(t)\|_{1,2} \leqq K_{4}$ for $t_{0}+3 \tau \leqq t \leqq t_{0}+4 \tau$, giving, as before, $\|u(t)\|_{1,2} \leqq K_{4}$ for $t \geqq t_{0}+3 \tau$.
We now bound $T(t)$ as an operator from $W^{1,2}$ to $W^{2,2}$ :

$$
\begin{aligned}
\|T(t) b\|_{2,2}^{2} & =\sum_{n=0}^{\infty} b_{n}^{2}\left(1+n^{2}+n^{4}\right) e^{-2 n^{2} t} \\
& \leqq \sum_{n=0}^{\infty} b_{n}^{2}+2 \sum_{n=0}^{\infty} n^{2}\left(n^{2} b_{n}^{2}\right) e^{-2 n^{2} t} .
\end{aligned}
$$

We know $\sum_{n=0}^{\infty} b_{n}^{2} \leqq\|b\|_{1,2}^{2}$ and $\sum_{n=0}^{\infty} n^{2} b_{n}^{2} \leqq\|b\|_{1,2}^{2}$, and we have from above that $n^{2} e^{-2 n^{2} t} \leqq 1 / 2 e t$, so

$$
\|T(t) b\|_{2,2} \leqq \frac{c_{2}}{\sqrt{t}}\|b\|_{1,2}
$$

for $0 \leqq t \leqq 2 \tau$ and some $c_{2}$.

Next note that since $\|u(t)\|_{1,2} \leqq K_{3}$ for $t \geqq t_{0}+3 \tau$ we have $\|g(u(t), u(t-\tau))\|_{1,2} \leqq$ $K_{5}$ for $t \geqq t_{0}+4 \tau$ and some $K_{5}$ depending on $K_{4}$ and $g$. As above, we use the variation of constants formula to get $\|u(t)\|_{2,2} \leqq K_{6}$ for $t_{0}+5 \tau \leqq t \leqq t_{0}+6 \tau$ and some $K_{6}$. Repeating the argument with $t_{0}$ replaced by $t_{0}+n \tau$ we get $\|u(t)\|_{2,2} \leqq K_{6}$ for $t \geqq t_{0}+5 \tau$.

For any solution $u$, then, there is a $t_{1}$ such that $\|u(t)\|_{2,2} \leqq K_{6}$ for $t \geqq t_{1}$, so $\overline{\lim }_{t \rightarrow \infty}\|u(t)\|_{2,2} \leqq K_{6}$ independent of $u_{0}$.

We now put (7) in the form (8). Let $a=(\pi / 2+\mu)(1+h)$ and rescale time $t \rightarrow t / a$. Rescale space $x \rightarrow \sqrt{D / a} x$. Change variables $U=U(t)=1+u(t)$ and $V=U(t-a)$ to get

$$
\begin{aligned}
& \frac{\partial U}{\partial t}-\frac{\partial^{2} U}{\partial x^{2}}=U\left[1-\frac{1+3 h}{1+h} V+\frac{3 h}{1+h} V^{2}-\frac{3 h}{1+h} V^{3}\right], \quad x \in(0, \sqrt{a / D} \pi) \\
& \frac{\partial U}{\partial x}=0, \quad x=0 \text { and } \sqrt{a / D} \pi
\end{aligned}
$$

We have already noted $U \geqq 0$.
Since $-(1+3 h) V+3 h V^{2}-3 h V^{3}<0$ for $h \geqq 0$ and $V>0$, hypothesis (i) on $g$ is satisfied. It is easy to see that (ii) is satisfied also.

Next we need to show that $S(t ; h, \mu)$, the solution map for (7), is a $C^{0}$-semigroup on $C$ and is compact for $t>1$. We proceed in two steps. First, using the work of Travis and Webb [14] we show $L(t ; \mu)$, the solution map for the linearized equation

$$
\begin{aligned}
& \frac{\partial}{\partial t} u(t)=D \frac{\partial^{2}}{\partial x^{2}} u(t)-\left(\frac{\pi}{2}+\mu\right) u(t-1), \quad x \in(0, \pi) \\
& \frac{\partial}{\partial x} u(t)=0, \quad x=0, \pi
\end{aligned}
$$

is a $C^{0}$-semigroup on $C$ and compact for $t>1$. Then, using the variation of constants formula, we extend the result to $S(t ; h, \mu)$.

The map $T(t)$, now considered an operator on $W_{N}^{2,2}$, is easily seen to have the bound $|T(t)| \leqq 1$, so by Propositions 2.1 and 3.1 in [14], $L(t ; \mu)$ is a $C^{0}$-semigroup on $C$.

From Example 5.2 (changing the boundary condition) and Lemma 5.3 of [14], we see that $T(t)$ as an operator on $L^{2}(0, \pi)$ is compact for $t>0$. Because $T(t)$ is also continuous from $L^{2}(0, \pi)$ to $W^{2,2}(0, \pi)$ for $t>0, T(t)$ is compact on $W_{N}^{2,2}$ for $t>0$. Proposition 2.4 of [14] gives $L(t ; \mu)$ compact on $C$ for $t>1$.

From Proposition 1.1 of Yoshida [15], we know $S(t ; h, \mu)$ is defined on $C$ and continuous in $t$. Setting

$$
g\left(u_{t}(\cdot) ; h, \mu\right)=-\left(\frac{\pi}{2}+\mu\right) u(t-1) u(t)-\left(\frac{\pi}{2}+\mu\right) h u^{3}(t-1)[1+u(t)]
$$

we have

$$
S(t ; h, \mu) \phi=L(t ; \mu) \phi+\int_{0}^{t} L(t-s ; \mu) X_{0} g(S(s ; h, \mu) \phi ; h, \mu) d s
$$

The following lemma is quoted in Yoshida [15]:

$$
\text { If } u, v \in W^{2,2}(0, \pi) \text {, then } u v \in W^{2,2}(0, \pi) \text { and }\|u v\| \leqq c\|u\| \cdot\|v\| \text {. }
$$

Therefore $g(\cdot ; h, \mu)$ maps $C$ to $W^{2,2}(0, \pi)$ and is locally Lipschitz. An application of Gronwall's inequality, as in Corollary 2.2 of Travis and Webb [14], gives $S(t ; h, \mu) \phi$
continuous in $\phi$. The semigroup property clearly holds. $S(t ; h, \mu)$ is compact for $t>1$ because $L(t ; \mu)$ is compact.

We have shown the existence of a maximal compact attractor, which must contain any equilibrium points, periodic orbits, and orbits connecting them. The attractor for (7) thus contains all the orbits we have studied, plus any connecting orbits. It may, however, contain other invariant sets not yet identified. The structure of the full attractor is, in fact, an open problem even for (2), the equation with no space dependence.

Next we will show that the attractor for (7) does not change too abruptly as $D$ is decreased. This will imply that, for $h$ close to and greater than $(3 \pi-6) / 15 \pi$ and $D$ in a small enough range, there are no orbits connecting the spatially nonconstant periodic orbit arising in the second Hopf bifurcation from the origin and the periodic orbits arising in the destabilization of the spatially constant periodic orbit.

In practice, we will increase $\mu$ rather than decrease $D$. This is equivalent for the bifurcations with which we are concerned, since the bifurcation curves are nearly straight lines.

We prove that the attractor $\mathscr{A}_{\mu}$ for (7) (with fixed $h$ ) is upper semicontinuous in $\mu$; that is

$$
\delta\left(\mathscr{A}_{\mu}, \mathscr{A}_{\mu_{0}}\right) \rightarrow 0 \quad \text { as } \mu \rightarrow \mu_{0} \text { for each } \mu_{0}
$$

where

$$
\delta(\mathscr{A}, \mathscr{B})=\sup _{y \in \mathscr{A}} \operatorname{dist}(y, \mathscr{B})
$$

This means that in some sense the limit of $\mathscr{A}_{\mu}$ is inside $\mathscr{A}_{\mu_{0}}$. To do this, it is enough to show (Cooperman [5], quoted in Hale [8]) that $S(t ; h, \mu)$ is continuous in $\mu$ (from the variation of constants formula) and that there is some bounded $\mathscr{B} \subset C$ such that $\mathscr{A}_{\mu} \subset \mathscr{B}$ for all $\mu$ in a neighborhood of $\mu_{0}$.

To put (7) in the form (8) this time, fix $\mu_{1}>\mu_{0}$ and set $a=\left(\pi / 2+\mu_{1}\right)(1+h)$ for each $\mu$ in a neighborhood of $\mu_{0}$. Rescale and change variables as before to get

$$
\begin{aligned}
\frac{\partial U}{\partial t}-\frac{\partial^{2} U}{\partial x^{2}} & =\left(\frac{\pi}{2}+\mu_{1}\right)^{-1}\left(\frac{\pi}{2}+\mu\right) U\left[1-\frac{1+3 h}{1+h} V+\frac{3 h}{1+h} V^{2}-\frac{3 h}{1+h} V^{3}\right] \\
& \leqq U\left[1-\frac{1+3 h}{1+h} V+\frac{3 h}{1+h} V^{2}-\frac{3 h}{1+h} V^{3}\right]
\end{aligned}
$$

if $\mu \leqq \mu_{1}$. The eventual $L^{2}$ and $L^{\infty}$ bounds on $U$ are thus independent of $\mu$. The estimates and constructions of the other bounds above are all continuous in $\mu$, so we can find a constant $\hat{K}$ such that

$$
\varlimsup_{t \rightarrow \infty}\left|u_{t}(\cdot, \cdot)\right|_{c} \leqq \hat{K}
$$

for any solution $u$ of (7) with $\mu$ in a given neighborhood of $\mu_{0}$. Therefore $\mathscr{A}_{\mu}$ is contained in the ball in $C$ of radius $\hat{K}$ centered at the origin for each $\mu$ in this neighborhood, and $\mathscr{A}_{\mu}$ is upper semicontinuous at $\mu_{0}$.
6. Structure of the attractor. Fix $h$ close to and greater than $(3 \pi-6) / 15 \pi$ and fix $D$. Suppose that, for (7), the bifurcation from the spatially constant periodic orbit that we have discussed occurs at $\mu=\mu^{*}$ and the second Hopf bifurcation occurs at $\mu=\mu^{+}$. Note $\mu^{*}<\mu^{+}$. The pictures below illustrate the part of the attractor we are interested in for various values of $\mu$; they may be thought of as two-dimensional representations of a half-period map. For $\mu \leqq \mu^{*}$ we have the origin, the spatially


Fig. 4. Local structure of the attractor for $\mu \leqq \mu^{*}$.


FIG. 5. Local structure of the attractor for $\mu^{*}<\mu \leqq \mu^{+}$.


Fig. 6. Local structure of the attractor for $\mu>\mu^{+}$.


Fig. 7. Possible connecting orbits.
constant periodic orbit, and the orbits connecting them, which make up a twodimensional center manifold shown in Fig. 4. For $\mu^{*}<\mu \leqq \mu^{+}$, we add the two new periodic orbits shown in Fig. 5. Note that no connections are between the origin and the new orbits, because the origin has only a two-dimensional unstable manifold, which must lie entirely in the subspace of spatially constant functions. For $\mu^{+}<\mu$, we add at least the periodic orbit arising in the second Hopf bifurcation, as shown in Fig. 6.

We are interested in the existence of connecting orbits (represented in Fig. 7 by dashed lines). These connections may be formed through other bifurcations for larger $\mu$, but they cannot exist for all small $\mu>\mu^{+}$, because this would violate upper semicontinuity of the attractor at $\mu^{+}$.
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# A SHADOWING LEMMA WITH APPLICATIONS TO SEMILINEAR PARABOLIC EQUATIONS* 
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#### Abstract

The property of hyperbolic sets that is embodied in the Shadowing Lemma is of great importance in the theory of dynamical systems. In this paper a new proof of the lemma is presented, which applies not only to the usual case of a diffeomorphism in finite-dimensional space but also to a sequence of possibly noninvertible maps in a Banach space. The approach is via Newton's method, the main step being the verification that a certain linear operator is invertible. At the end of the paper an application to parabolic evolution equations is given.
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1. Introduction. Let $f$ be a diffeomorphism from $\mathbf{R}^{k}$ into itself. Given an initial point, the iterates of $f$ and its inverse generate a sequence of points $x_{n+1}=f\left(x_{n}\right)$. Then $\left\{x_{n}\right\}_{n \in \mathbf{Z}}$ is called the orbit through $x_{0}$. A sequence of points $\left\{y_{n}\right\}_{n \in \mathbf{Z}}$ is called a $\delta$-pseudo-orbit of $f$ if $\left|y_{n+1}-f\left(y_{n}\right)\right| \leqq \delta$ for all $n$, where $\delta>0$ is a constant. The Shadowing Lemma says that if $S \subset \mathbf{R}^{k}$ is a hyperbolic set for $f$ then for every $\varepsilon>0$ there exists $\delta>0$ such that every $\delta$-pseudo-orbit $\left\{y_{n}\right\}_{n \in \mathbf{Z}}$ in $S$ is $\varepsilon$-shadowed by an orbit $\left\{x_{n}\right\}_{n \in \mathbf{Z}}$ of $f$, that is, $\left|x_{n}-y_{n}\right| \leqq \varepsilon$ for all $n$. This lemma was first stated and proved in Anosov [1] and Bowen [3] under slightly different conditions. Several different proofs were given later in Conley [4], Robinson [15], Guckenheimer, Moser, and Newhouse [6], Ekeland [5], Lanford [10], Shub [16], and Palmer [14].

A $\delta$-pseudo-orbit can be thought of as an orbit generated numerically by a computer. If this orbit is in or near a hyperbolic set for $f$, the Shadowing Lemma implies that an orbit for $f$ can be found near such a "noisy" numerical orbit for an arbitrarily long time. In fact, Hammel, Yorke, and Grebogi [7] showed how we may apply the ideas of the Shadowing Lemma to prove that "noisy" numerical orbits are actually near real orbits for a finite but fixed time even in the nonhyperbolic case. In [12], Palmer showed that the complicated behavior of the orbits of a diffeomorphism near a transversal homoclinic point can be explained by the sole use of the Shadowing Lemma. This has been generalized by Blazquez [2] to infinite-dimensional systems generated by parabolic evolution equations.

When considered abstractly, the problem of finding a shadowing orbit can be approached by Newton's method for finding zeros of functions. To see this, let $X$ be the Banach space of all bounded $\mathbf{R}^{k}$-valued sequences $\mathbf{x}=\left\{x_{n}\right\}_{n \in \mathbf{Z}}$ with the usual sup norm and define $\mathscr{F}: X \rightarrow X$ by $(\mathscr{F}(\mathbf{x}))_{n}=x_{n}-f\left(x_{n-1}\right)$, where $(\mathscr{F}(\mathbf{x}))_{n}$ denotes the $n$th element of the sequence $\mathscr{F}(\mathbf{x}) \in X$. Thus $\mathbf{x}=\left\{x_{n}\right\}$ is an orbit of $f$ if and only if $\mathscr{F}(\mathbf{x})=0$ and $\mathbf{y}=\left\{y_{n}\right\}$ is a $\delta$-pseudo-orbit if and only if $\|\mathscr{F}(\mathbf{y})\| \leqq \delta$. The Shadowing Lemma says that if $f$ is hyperbolic and there exists a good approximate ( $\delta$ sufficiently small) solution $\mathbf{y}$ of the equation $\mathscr{F}=0$, then there exists a solution $\mathbf{x}$ near $\mathbf{y}$.

[^37]For an analogue in the continuous time case, consider the abstract ordinary differential equation in a Banach space $X$ :

$$
\begin{equation*}
\dot{x}+A x=f(x, t) \tag{1.1}
\end{equation*}
$$

where $A$ is linear and $f$ nonlinear. A typical example of (1.1) is the nonlinear heat equation. Suppose the real line $\mathbf{R}$ is partitioned as $\mathbf{R}=\bigcup_{n \in \mathbf{Z}}\left[\tau_{n-1}, \tau_{n}\right]$ and each $x_{n}(t):\left[\tau_{n-1}, \tau_{n}\right] \rightarrow X$ is an approximate solution, that is,

$$
\begin{aligned}
& \dot{x}_{n}(t)+A x_{n}(t)=f\left(x_{n}(t), t\right)+h_{n}(t), \\
& x_{n}\left(\tau_{n}\right)-x_{n+1}\left(\tau_{n}\right)=g_{n},
\end{aligned}
$$

where $h_{n}(t)$ and $g_{n}$ are the error terms. The problem is to find an analogue of the hyperbolicity condition to guarantee that there exists a solution of (1.1) which, for each $n$ in $\mathbf{Z}$, is close to $x_{n}(t)$ in the interval $\left[\tau_{n-1}, \tau_{n}\right]$.

In this paper, we will show that a Shadowing Lemma may be derived using Newton's method and that the lemma is applicable to the just-mentioned situation (see § 6). Because of the applications, we will work with $C^{1}$ maps in Banach spaces that are not necessarily diffeomorphisms. In fact, we consider a sequence $\left\{f_{n}\right\}_{n \in \mathbf{Z}}$ of mappings rather than a single mapping $f$. We set up the problem abstractly in a Banach space of sequences and apply a variant of Newton's method. The key tool is Lemma 3.2 in which we show that a certain linear operator is invertible (in the finite-dimensional case, this can also be proved by the perturbation theorem for exponential dichotomies in Palmer [13]). Lin has proved a similar lemma in [11], where the application is to a problem in ordinary differential equations. Here Lemma 3.2 is proved by an iteration method, which means, we believe, that it could be implemented on the computer. Newhouse [6] also used an iteration process but it is rather more involved in that at each step it uses the intersection of the stable and unstable manifolds.

Finally we should mention that as this paper was being written Walther sent us the preprint [18] where he proves the Shadowing Lemma for noninvertible maps. Stoffer [17] has also proved such a theorem. Both of these authors use the methods of Kirchgraber [9], which are quite different from ours.
2. Definition and statement of the Shadowing Lemma. What we are going to prove is a "nonautonomous" Shadowing Lemma for a sequence $f_{n}: X_{n} \rightarrow X_{n+1}(n \in \mathbf{Z})$ of $C^{1}$ maps. Here $X_{n}$ is a Banach space with norm $|\cdot|_{X_{n}}$ (or simply $|\cdot|$ if no confusion should arise). Assume $S_{n} \subset X_{n}, n \in \mathbf{Z}$, is invariant under $f_{n}$ in the sense that $f_{n}\left(S_{n}\right) \subset S_{n+1}$. Also we assume that $f_{n}(x), D f_{n}(x)$ are bounded and continuous in a closed $\Delta$ neighborhood $O_{n}$ of $S_{n}$ uniformly in $x \in O_{n}$ and $n \in \mathbf{Z}$.

We want to define what is meant by saying $\left\{S_{n}\right\}_{n \in \mathbf{Z}}$ is hyperbolic. First there is a splitting into closed subspaces

$$
\begin{equation*}
X_{n}=E_{n}^{s}(x) \oplus E_{n}^{u}(x) \tag{2.1}
\end{equation*}
$$

for $x$ in $S_{n}$. We require this splitting to be invariant in the sense that

$$
D f_{n}(x) E_{n}^{s}(x) \subset E_{n+1}^{s}\left(f_{n}(x)\right), D f_{n}(x) E_{n}^{u}(x) \subset E_{n+1}^{u}\left(f_{n}(x)\right)
$$

for all $x$ in $S_{n}$, and also continuous; that is, if $\mathbf{P}_{n}(x)$ is the projection with range $E_{n}^{s}(x)$ and nullspace $E_{n}^{u}(x), \mathbf{P}_{n}(x)$ is continuous in the operator norm, uniformly with respect to $x \in S_{n}$ and $n \in \mathbf{Z}$. In terms of $\mathbf{P}_{n}(x)$, the invariance of the splitting is equivalent to

$$
\begin{equation*}
D f_{n}(x) \mathbf{P}_{n}(x)=\mathbf{P}_{n+1}\left(f_{n}(x)\right) D f_{n}(x) \tag{2.2}
\end{equation*}
$$

for all $x$ in $S_{n}$. We also assume that $D f_{n}(x): E_{n}^{u}(x) \rightarrow E_{n+1}^{u}\left(f_{n}(x)\right)$ is an isomorphism with a (bounded) inverse $\left(D f_{n}(x)\right)^{-1}: E_{n+1}^{u}\left(f_{n}(x)\right) \rightarrow E_{n}^{u}(x)$.

Second, we require that there exist constants $K \geqq 1,0 \leqq \lambda<1$ such that for any finite sequence $x_{m}, x_{m+1}=f_{m}\left(x_{m}\right), x_{m+2}=f_{m+1}\left(x_{m+1}\right), \cdots, x_{n}=f_{n-1}\left(x_{n-1}\right)$ with $x_{m} \in S_{m}$ and any integers $n \geqq m$,

$$
\begin{align*}
& \left|D f_{n}\left(x_{n}\right) D f_{n-1}\left(x_{n-1}\right) \cdots D f_{m}\left(x_{m}\right) \mathbf{P}_{m}\left(x_{m}\right)\right| \leqq K \lambda^{n-m+1}  \tag{2.3}\\
& \left|D f_{m}\left(x_{m}\right)^{-1} D f_{m+1}\left(x_{m+1}\right)^{-1} \cdots D f_{n}\left(x_{n}\right)^{-1}\left(I-\mathbf{P}_{n+1}\left(x_{n+1}\right)\right)\right| \leqq K \lambda^{n-m+1}
\end{align*}
$$

Also we assume that $\left|\mathbf{P}_{n}(x)\right| \leqq K,\left|I-\mathbf{P}_{n}(x)\right| \leqq K$ for $x \in S_{n}, n \in \mathbf{Z}$.
An orbit for $\left\{f_{n}\right\}_{n \in \mathbf{Z}}$ is a sequence $\left\{x_{n}\right\}_{n \in \mathbf{Z}}$ with $x_{n} \in X_{n}$ and $x_{n+1}=f_{n}\left(x_{n}\right)$ for all $n \in \mathbf{Z}$. If $\delta>0$ is a constant, a sequence $\left\{y_{n}\right\}_{n \in \mathbf{Z}}$ with $y_{n} \in X_{n}$ is said to be a $\delta$-pseudo-orbit for $\left\{f_{n}\right\}$ if

$$
\left|f_{n}\left(y_{n}\right)-y_{n+1}\right| \leqq \delta
$$

for all integers $n$. A sequence $\left\{x_{n}\right\}_{n \in \mathbf{Z}}$ with $x_{n} \in X_{n}$ is said to $\varepsilon$-shadow $\left\{y_{n}\right\}_{n \in \mathbf{Z}}, y_{n} \in X_{n}$, if

$$
\left|x_{n}-y_{n}\right| \leqq \varepsilon
$$

for all $n \in \mathbf{Z}$.
The Shadowing Lemma. Let $\left\{X_{n}\right\},\left\{f_{n}\right\},\left\{S_{n}\right\}, n \in \mathbf{Z}$, be defined as above and satisfy all the properties listed above, that is,
(i) $S_{n}$ is invariant under $f_{n}$;
(ii) There is a closed $\Delta$-neighborhood $O_{n}$ of $S_{n}$ such that $f_{n}(x)$ and $D f_{n}(x)$ are bounded and continuous uniformly with respect to $x$ in $O_{n}$ and $n$ in $\mathbf{Z}$;
(iii) $\left\{S_{n}\right\}_{n \in \mathbf{Z}}$ is hyperbolic.

Then there exists $\varepsilon_{0}>0$ with the property that if $0<\varepsilon \leqq \varepsilon_{0}$ there is $\delta=\delta(\varepsilon)>0$ such that if $\left\{y_{n}\right\}, y_{n} \in S_{n}$, is a $\delta$-pseudo-orbit for $\left\{f_{n}\right\}$ then there is a unique orbit $\left\{x_{n}\right\}$ which $\varepsilon$-shadows $\left\{y_{n}\right\}$.

To prove the Shadowing Lemma, we will use some facts about linear difference equations and a variant of Newton's method for solving nonlinear equations.
3. Facts about linear difference equations. For each integer $n$ let $A_{n}: X_{n} \rightarrow X_{n+1}$ be a bounded linear mapping. Denote by $\Phi(n, m)(n \geqq m)$ the transition matrix for the linear difference equation

$$
\begin{equation*}
x_{n}=A_{n-1} x_{n-1}, \quad x_{n} \in X_{n}, \quad n \in \mathbf{Z} \tag{3.1}
\end{equation*}
$$

that is,

$$
\Phi(n, m)=\left\{\begin{array}{l}
A_{n-1} A_{n-2} \cdots A_{m}, \quad n>m, \\
I, \quad n=m .
\end{array}\right.
$$

Equation (3.1) is said to have an exponential dichotomy if there is a projection valued function $P_{n}: X_{n} \rightarrow X_{n}$ and constants $K \geqq 1,0 \leqq \lambda<1$ such that

$$
\begin{gather*}
\Phi(n, m) P_{m}=P_{n} \Phi(n, m) \quad \text { for } n \geqq m,  \tag{3.2}\\
\left|\Phi(n, m) P_{m}\right| \leqq K \lambda^{n-m} \quad \text { for } n \geqq m . \tag{3.3}
\end{gather*}
$$

Moreover, it is required that $\Phi(n, m): \mathcal{N}\left(P_{m}\right) \rightarrow \mathcal{N}\left(P_{n}\right)(\mathcal{N}$ denotes nullspace) be an isomorphism. Then for $n \geqq m$ we define $\Phi(m, n): \mathcal{N}\left(P_{n}\right) \rightarrow \mathcal{N}\left(P_{m}\right)$ as the inverse of $\Phi(n, m): \mathcal{N}\left(P_{m}\right) \rightarrow \mathcal{N}\left(P_{n}\right)$ and require that

$$
\begin{equation*}
\left|\Phi(m, n)\left(I-P_{m}\right)\right| \leqq K \lambda^{n-m} \quad \text { for } n \geqq m . \tag{3.4}
\end{equation*}
$$

It is clear from the definition of hyperbolicity that the following lemma holds.
Lemma 3.1. Let $\left\{S_{n}\right\}_{n \in \mathbf{Z}}$ be a hyperbolic set for a sequence $f_{n}: X_{n} \rightarrow X_{n+1}$ of $C^{1}$ mappings. Then if $\left\{x_{n}\right\}$ is an orbit of $\left\{f_{n}\right\}$ with $x_{n} \in S_{n}$ for all $n$, the linear difference equation

$$
u_{n}=D f\left(x_{n-1}\right) u_{n-1}
$$

has an exponential dichotomy with projections $P_{n}=\mathbf{P}\left(x_{n}\right)$ and constants $K$, $\lambda$, the projections $\mathbf{P}(x)$ and the constants $K, \lambda$ being those defining the hyperbolicity of $\left\{S_{n}\right\}$.

We denote by $\Pi X_{n}$ the Banach space of bounded sequences $\mathbf{x}=\left\{x_{n}\right\}_{n \in \mathbf{Z}}, x_{n} \in X_{n}$, with norm

$$
\|\mathbf{x}\|=\left\|\left\{x_{n}\right\}\right\|=\sup _{n \in \mathbf{Z}}\left|x_{n}\right|_{X_{n}} .
$$

If $\sup _{n \in \mathbf{Z}}\left|A_{n}\right|<\infty$, we can associate with the linear difference equation (3.1) the linear operator $L: \Pi X_{n} \rightarrow \Pi X_{n}$ defined by

$$
(L \mathbf{x})_{n}=x_{n}-A_{n-1} x_{n-1} .
$$

It turns out that if (3.1) has an exponential dichotomy then $L$ is invertible. Now in the proof of the Shadowing Lemma we are confronted with a linear difference equation for which the existence of an exponential dichotomy is not obvious. For this reason we need the following lemma.

Lemma 3.2. Assume $\sup _{n \in \mathbf{Z}}\left|A_{n}\right|<\infty$. For each $n \in \mathbf{Z}$ let $Q_{n}$ be a projection such that $\left|Q_{n}\right| \leqq K,\left|I-Q_{n}\right| \leqq K$ and $\left|Q_{n+1} A_{n}\left(I-Q_{n}\right)\right| \leqq \delta,\left|\left(I-Q_{n+1}\right) A_{n} Q_{n}\right| \leqq \delta$. Suppose also that for all $n \in \mathbf{Z}\left|A_{n} Q_{n}\right| \leqq \lambda$ and that $\left(I-Q_{n+1}\right) A_{n}: \mathcal{N}\left(Q_{n}\right) \rightarrow \mathcal{N}\left(Q_{n+1}\right)$ has an inverse $B_{n}$ with $\left|B_{n}\left(I-Q_{n+1}\right)\right| \leqq \lambda$. Then if $8 K \lambda \leqq 1,8 \delta \leqq 1$ the operator $L: \Pi X_{n} \rightarrow \Pi X_{n}$ defined by $(L \mathbf{x})_{n}=x_{n}-A_{n-1} x_{n-1}$ is invertible with $\left\|L^{-1}\right\| \leqq 2 K+1$.

Proof. First we show $L$ is onto. To do this we define the linear mapping $S: \Pi X_{n} \rightarrow$ $\Pi X_{n}$ by $(S h)_{n}=Q_{n} h_{n}-B_{n}\left(I-Q_{n+1}\right) h_{n+1}$. Then $S$ is bounded with $\|S\| \leqq K+\lambda$ and for all $n$

$$
\begin{aligned}
\left|(L S \mathbf{h})_{n}-h_{n}\right|= & \left|Q_{n} h_{n}-B_{n}\left(I-Q_{n+1}\right) h_{n+1}-A_{n-1}\left\{Q_{n-1} h_{n-1}-B_{n-1}\left(I-Q_{n}\right) h_{n}\right\}-h_{n}\right| \\
= & \left|-B_{n}\left(I-Q_{n+1}\right) h_{n+1}-A_{n-1} Q_{n-1} h_{n-1}+Q_{n} A_{n-1} B_{n-1}\left(I-Q_{n}\right) h_{n}\right| \\
& \quad \text { since }\left(I-Q_{n}\right) A_{n-1} B_{n-1}\left(I-Q_{n}\right)=I-Q_{n} \\
= & \left|-B_{n}\left(I-Q_{n+1}\right) h_{n+1}-A_{n-1} Q_{n-1} h_{n-1}+Q_{n} A_{n-1}\left(I-Q_{n-1}\right) B_{n-1}\left(I-Q_{n}\right) h_{n}\right| \\
\leqq & \left|B_{n}\left(I-Q_{n+1}\right)\right|\left|h_{n+1}\right|+\left|A_{n-1} Q_{n-1}\right|\left|h_{n-1}\right| \\
& +\left|Q_{n} A_{n-1}\left(I-Q_{n-1}\right)\right|\left|B_{n-1}\left(I-Q_{n}\right)\right|\left|h_{n}\right| \\
\leqq & \lambda(2+\delta)\|\mathbf{h}\| \\
\leqq & \leqq \frac{1}{2}\|\mathbf{h}\| .
\end{aligned}
$$

Hence $\|L S-I\| \leqq \frac{1}{2}$ and so $L S$ has an inverse $T$ with $\|T\| \leqq(1-\|L S-I\|)^{-1} \leqq 2$. Then $S T=L_{R}^{-1}$ is a right inverse of $L$ with

$$
\left\|L_{R}^{-1}\right\| \leqq\|S\|\|T\| \leqq 2(K+\lambda) \leqq 2 K+1 .
$$

All that remains is to show that $L$ is one-to-one. First note that for all $x \in X_{n}$,

$$
\begin{aligned}
\left|\left(I-Q_{n}\right) x\right| & =\left|B_{n}\left(I-Q_{n+1}\right) A_{n}\left(I-Q_{n}\right) x\right| \\
& \leqq \lambda\left|\left(I-Q_{n+1}\right) A_{n}\left(I-Q_{n}\right) x\right|
\end{aligned}
$$

so that

$$
\begin{equation*}
\left|\left(I-Q_{n+1}\right) A_{n}\left(I-Q_{n}\right) x\right| \geqq \lambda^{-1}\left|\left(I-Q_{n}\right) x\right| . \tag{3.5}
\end{equation*}
$$

Suppose $L$ is not one-to-one. Then there exists a nonzero bounded sequence $\left\{x_{n}\right\}$ in $\Pi X_{n}$ such that $x_{n}=A_{n-1} x_{n-1}$ for all $n$. Suppose that for some $n$

$$
\begin{equation*}
\left|\left(I-Q_{n}\right) x_{n}\right|>\left|Q_{n} x_{n}\right| . \tag{3.6}
\end{equation*}
$$

Then, using (3.5),

$$
\begin{aligned}
\left|\left(I-Q_{n+1}\right) x_{n+1}\right|-\left|Q_{n+1} x_{n+1}\right|= & \left|\left(I-Q_{n+1}\right) A_{n} x_{n}\right|-\left|Q_{n+1} A_{n} x_{n}\right| \\
\geqq & \left|\left(I-Q_{n+1}\right) A_{n}\left(I-Q_{n}\right) x_{n}\right|-\left|\left(I-Q_{n+1}\right) A_{n} Q_{n} x_{n}\right| \\
& -\left|Q_{n+1} A_{n} Q_{n} x_{n}\right|-\left|Q_{n+1} A_{n}\left(I-Q_{n}\right) x_{n}\right| \\
\geqq & \lambda^{-1}\left|\left(I-Q_{n}\right) x_{n}\right|-\delta\left|x_{n}\right|-K \lambda\left|x_{n}\right|-\delta\left|x_{n}\right| \\
\geqq & \left(\lambda^{-1}-4 \delta-2 K \lambda\right)\left|\left(I-Q_{n}\right) x_{n}\right| \quad \text { since }\left|x_{n}\right| \leqq 2\left|\left(I-Q_{n}\right) x_{n}\right| \\
\geqq & 7\left|\left(I-Q_{n}\right) x_{n}\right| .
\end{aligned}
$$

This implies that $\left|\left(I-Q_{n+1}\right) x_{n+1}\right|>\left|Q_{n+1} x_{n+1}\right|$ and that $\left|\left(I-Q_{n+1}\right) x_{n+1}\right| \geqq$ $7\left|\left(I-Q_{n}\right) x_{n}\right|$. So if (3.6) holds for some $n=m$, it holds for all $n \geqq m$ and

$$
\begin{aligned}
\left|x_{n}\right| \geqq K^{-1}\left|\left(I-Q_{n}\right) x_{n}\right| & \geqq K^{-1} 7^{n-m}\left|\left(I-Q_{m}\right) x_{m}\right| \\
& \geqq \frac{1}{2} K^{-1} 7^{n-m}\left|x_{m}\right| .
\end{aligned}
$$

Thus $\left|x_{n}\right| \rightarrow \infty$ as $n \rightarrow \infty$, contradicting the boundedness of $\left\{x_{n}\right\}$.
Hence it must be that $\left|Q_{n} x_{n}\right| \geqq\left|\left(I-Q_{n}\right) x_{n}\right|$ for all $n$ and then

$$
\begin{aligned}
\left|Q_{n+1} x_{n+1}\right| & =\left|Q_{n+1} A_{n} x_{n}\right| \\
& \leqq\left|Q_{n+1} A_{n} Q_{n} x_{n}\right|+\left|Q_{n+1} A_{n}\left(I-Q_{n}\right) x_{n}\right| \\
& \leqq(K \lambda+\delta)\left|x_{n}\right| \\
& \leqq 2(K \lambda+\delta)\left|Q_{n} x_{n}\right| \\
& \leqq \frac{1}{2}\left|Q_{n} x_{n}\right| .
\end{aligned}
$$

Now there exists some $m$ such that $Q_{m} x_{m} \neq 0$. Then for all $n \leqq m,\left|Q_{n} x_{n}\right| \geqq$ $2^{-(n-m)}\left|Q_{m} x_{m}\right| \rightarrow \infty$ as $n \rightarrow-\infty$. Again this contradicts the boundedness of $\left\{x_{n}\right\}$. So $L$ must be one-to-one.
4. Newton's method for solving nonlinear equations. In this section we prove the following variant of Newton's method for solving nonlinear equations.

Proposition 4.1. Let $X$ be a Banach space, $U \subset X$ an open subset and $\mathscr{F}: U \rightarrow X$ a $C^{1}$ mapping. Let $y$ be a point in $U$ such that $D \mathscr{F}(y)^{-1}$ exists and let $\varepsilon_{0}>0$ be chosen so that

$$
\begin{equation*}
\|D \mathscr{F}(x)-D \mathscr{F}(y)\| \leqq\left(2\left\|D \mathscr{F}(y)^{-1}\right\|\right)^{-1} \tag{4.1}
\end{equation*}
$$

for $\|x-y\| \leqq \varepsilon_{0}$. Then if $0<\varepsilon \leqq \varepsilon_{0}$ and

$$
\begin{equation*}
\|\mathscr{F}(y)\| \leqq \varepsilon\left(2\left\|D \mathscr{F}(y)^{-1}\right\|\right)^{-1}, \tag{4.2}
\end{equation*}
$$

the equation

$$
\begin{equation*}
\mathscr{F}(x)=0 \tag{4.3}
\end{equation*}
$$

has a unique solution $x$ such that $\|x-y\| \leqq \varepsilon$.

Proof. We write

$$
\mathscr{F}(x)=\mathscr{F}(y)+D \mathscr{F}(y)(x-y)+\eta(x) .
$$

When $\left\|x_{1}-y\right\|,\left\|x_{2}-y\right\| \leqq \varepsilon_{0}$,

$$
\begin{aligned}
\left\|\eta\left(x_{1}\right)-\eta\left(x_{2}\right)\right\| & =\left\|\mathscr{F}\left(x_{1}\right)-\mathscr{F}\left(x_{2}\right)-D \mathscr{F}(y)\left(x_{1}-x_{2}\right)\right\| \\
& \leqq\left\|\int_{0}^{1} D \mathscr{F}\left(x_{2}+\theta\left(x_{1}-x_{2}\right)\right)-D \mathscr{F}(y) d \theta\right\| \cdot\left\|x_{1}-x_{2}\right\| \\
& \leqq\left(2\left\|D \mathscr{F}(y)^{-1}\right\|\right)^{-1}\left\|x_{1}-x_{2}\right\|,
\end{aligned}
$$

using (4.1).
We can rewrite (4.3) as

$$
x=y-D \mathscr{F}(y)^{-1}\{\mathscr{F}(y)+\eta(x)\}:=T(x) .
$$

For $0<\varepsilon \leqq \varepsilon_{0}$, we define $B_{\varepsilon}=\{x \in X:\|x-y\| \leqq \varepsilon\}$ and show that $T$ is a contraction on $B_{\varepsilon}$. The proposition will then follow immediately from the contraction mapping principle.

Note first if $x \in B_{\varepsilon}$ then

$$
\begin{aligned}
\|T(x)-y\| & =\left\|D \mathscr{F}(y)^{-1}\{\mathscr{F}(y)+\eta(x)\}\right\| \\
& \leqq\left\|D \mathscr{F}(y)^{-1}\right\|\left\{\varepsilon\left(2\left\|D \mathscr{F}(y)^{-1}\right\|\right)^{-1}+\left(2\left\|D \mathscr{F}(y)^{-1}\right\|\right)^{-1}\|x-y\|\right\} \\
& =\varepsilon / 2+\|x-y\| / 2 \\
& \leqq \varepsilon / 2+\varepsilon / 2=\varepsilon
\end{aligned}
$$

where we have used (4.2) and (4.4) with $x_{1}=x, x_{2}=y$. Hence $T$ maps $B_{\varepsilon}$ into itself. Moreover if $x_{1}, x_{2} \in B_{\varepsilon}$ then, using (4.4),

$$
\begin{aligned}
\left\|T\left(x_{1}\right)-T\left(x_{2}\right)\right\| & =\left\|D \mathscr{F}(y)^{-1}\left\{\eta\left(x_{1}\right)-\eta\left(x_{2}\right)\right\}\right\| \\
& \leqq\left\|D \mathscr{F}(y)^{-1}\right\| \cdot\left(2\left\|D \mathscr{F}(y)^{-1}\right\|\right)^{-1}\left\|x_{1}-x_{2}\right\| \\
& =1 / 2\left\|x_{1}-x_{2}\right\| .
\end{aligned}
$$

Thus $T$ is indeed a contraction on $B_{\varepsilon}$ and the proof is completed.
5. Proof of the Shadowing Lemma. We need three lemmas for the proof.

Lemma 5.1. Let $X$ be a Banach space and let $P, Q: X \rightarrow X$ be projections such that $|P|,|Q| \leqq K$. Then if $|P-Q|<1 / 2 K$, the operator $J=P Q+(I-P)(I-Q)$ is invertible with $\left|J^{-1}\right| \leqq(1-2 K|P-Q|)^{-1}$. Moreover, $J(\mathscr{R}(Q))=\mathscr{R}(P), J(\mathcal{N}(Q))=\mathcal{N}(P)$.

Proof.

$$
\begin{aligned}
|J-I| & =\left|J-P^{2}-(I-P)^{2}\right| \\
& =|P(Q-P)+(I-P)(P-Q)| \leqq 2 K|P-Q|<1 .
\end{aligned}
$$

So $J$ is invertible with $\left|J^{-1}\right| \leqq(1-|J-I|)^{-1} \leqq(1-2 K|P-Q|)^{-1}$. Clearly $J(\mathscr{R}(Q)) \subset$ $\mathscr{R}(P), J(\mathcal{N}(Q)) \subset \mathcal{N}(P)$ and equality follows from the invertibility of $J$. So the proof of the lemma is complete.

Now by assumption $\left|D f_{n}(x)\right|$ is bounded in a closed $\Delta$-neighborhood $O_{n}$ of $S_{n}$, uniformly in $x \in O_{n}$ and $n \in \mathbf{Z}$. Let this bound be $M$. Then

$$
\left|f_{n}(x)-f_{n}(y)\right| \leqq M|x-y|
$$

for $x \in S_{n}, y \in X_{n}$, and $|x-y| \leqq \Delta$. This fact is used in the following two lemmas, which make precise a statement of Guckenheimer, Moser, and Newhouse [6] that in the Shadowing Lemma it is enough to shadow a $\delta$-pseudo-orbit for the sequence of mappings $\left\{f_{n k+k-1} \circ \cdots \circ f_{n k+1} \circ f_{n k}\right\}_{n \in \mathbf{Z}}$.

Lemma 5.2. If $\left\{y_{n}\right\}_{n \in \mathbf{Z}}$ is a $\delta$-pseudo-orbit for $\left\{f_{n}\right\}$ with $y_{n} \in S_{n}$ for all $n$, then $\left\{y_{n k}\right\}_{n \in \mathbf{Z}}$ is a $\delta\left(1+M+\cdots+M^{k-1}\right)$-pseudo-orbit for $\left\{f_{n k+k-1} \circ \cdots \circ f_{n k+1} \circ f_{n k}\right\}_{n \in \mathbf{Z}}$.

Proof. We prove by induction that

$$
\left|y_{n k+i}-\left(f_{n k+i-1} \circ \cdots \circ f_{n k+1} \circ f_{n k}\right)\left(y_{n k}\right)\right| \leqq \delta\left(1+M+\cdots+M^{i-1}\right)
$$

for $1 \leqq i \leqq k$. Since $\left\{y_{n}\right\}$ is a $\delta$-pseudo-orbit, it certainly holds for $i=1$. Assuming it for $i \geqq 1$, we prove it for $i+1$ as follows:

$$
\begin{aligned}
& \left|y_{n k+i+1}-\left(f_{n k+i} \circ \cdots \circ f_{n k+1} \circ f_{n k}\right)\left(y_{n k}\right)\right| \\
& \quad \leqq\left|y_{n k+i+1}-f_{n k+i}\left(y_{n k+i}\right)\right|+\left|f_{n k+i}\left(y_{n k+i}\right)-f_{n k+i}\left(\left(f_{n k+i-1} \circ \cdots \circ f_{n k}\right)\left(y_{n k}\right)\right)\right| \\
& \quad \leqq \delta+M\left|y_{n k+i}-\left(f_{n k+i-1} \circ \cdots \circ f_{n k}\right)\left(y_{n k}\right)\right| \\
& \quad \leqq \delta+M \delta\left(1+M+\cdots+M^{i-1}\right)=\delta\left(1+M+\cdots+M^{i}\right) .
\end{aligned}
$$

Lemma 5.3. Let $\left\{y_{n}\right\}$ be a $\delta$-pseudo-orbit for $\left\{f_{n}\right\}$ with $y_{n} \in S_{n}$, and let $\left\{x_{n}\right\}$ be an orbit of $\left\{f_{n}\right\}$ such that $\left\{x_{n k}\right\} \varepsilon$-shadows $\left\{y_{n k}\right\}, k \geqq 1$ being fixed. Set $\varepsilon_{1}=\max \{\varepsilon, \delta\}$. Then if $\varepsilon_{1}\left(1+M+\cdots+M^{k}\right) \leqq \Delta,\left\{x_{n}\right\} \varepsilon_{1}\left(1+M+\cdots+M^{k}\right)$-shadows $\left\{y_{n}\right\}$.

Proof. Note first that

$$
\begin{aligned}
\left|y_{n k+1}-f_{n k}\left(x_{n k}\right)\right| & \leqq\left|y_{n k+1}-f_{n k}\left(y_{n k}\right)\right|+\left|f_{n k}\left(y_{n k}\right)-f_{n k}\left(x_{n k}\right)\right| \\
& \leqq \delta+M \varepsilon \leqq \varepsilon_{1}(1+M) .
\end{aligned}
$$

Then we show by induction, as in the proof of Lemma 5.2, that

$$
\left|y_{n k+i}-\left(f_{n k+i-1} \circ \cdots \circ f_{n k}\right)\left(x_{n k}\right)\right| \leqq \varepsilon_{1}\left(1+M+\cdots+M^{i}\right)
$$

for $1 \leqq i \leqq k$.
Proof of the Shadowing Lemma. Let $k$ be a positive integer such that $16 K^{3} \lambda^{k} \leqq 1$. We first prove the Shadowing Lemma for the sequence of maps $F_{n}=f_{n k+k-1} \circ \cdots \circ f_{n k}$ and hyperbolic sets $\left\{S_{n k}\right\}$. If we define $\omega(\eta)=\sup \left\{\left|D F_{n}(y)-D F_{n}(x)\right|: x \in S_{n k}, y \in X_{n k}\right.$, $|y-x| \leqq \eta, n \in \mathbf{Z}\}$, it follows from the uniform continuity and boundedness of $D f_{n}$ that $\omega(\eta) \rightarrow 0$ as $\eta \rightarrow 0$. Then we choose $\varepsilon_{0}>0$ so that $\varepsilon_{0}<\Delta$ and $\omega\left(\varepsilon_{0}\right) \leqq 1 /(4 K+2)$. Also if we define $\bar{\omega}(\eta)=\sup \left\{\left\|\mathbf{P}_{n}(y)-\mathbf{P}_{n}(x)\right\|: x \in S_{n}, y \in X_{n},|y-x| \leqq \eta, n \in \mathbf{Z}\right\}$ it follows from the uniform continuity of $\mathbf{P}_{n}(x)$ that $\bar{\omega}(\eta) \rightarrow 0$ as $\eta \rightarrow 0$. Then given $0<\bar{\varepsilon} \leqq \varepsilon_{0}$, we let $\delta_{1}>0$ be such that $\delta_{1} \leqq \Delta,(4 K+2) \delta_{1} \leqq \bar{\varepsilon}, 8 M^{k} K \omega\left(\delta_{1}\right) \leqq 1,4 K \omega\left(\delta_{1}\right) \leqq 1$. (Note: $M$ is defined before Lemma 5.2.)

Now suppose $\left\{\bar{y}_{n}\right\}_{n \in \mathbf{Z}}$ is a $\delta_{1}$-pseudo-orbit for $F_{n}$ with $\bar{y}_{n} \in S_{n k}$ for all $n$. We show the existence of a unique orbit of $F_{n}$ that $\bar{\varepsilon}$-shadows $\left\{\bar{y}_{n}\right\}$. First we apply Lemma 3.2 to $A_{n}=D F_{n}\left(\bar{y}_{n}\right), Q_{n}=\mathbf{P}_{n k}\left(\bar{y}_{n}\right)$. For all $n,\left|A_{n}\right| \leqq M^{k},\left|Q_{n}\right| \leqq K,\left|I-Q_{n}\right| \leqq K$. Also by the hyperbolicity, $\left|A_{n} Q_{n}\right| \leqq K \lambda^{k}$ for all $n$ and $A_{n}\left(I-Q_{n}\right): \mathcal{N}\left(Q_{n}\right) \rightarrow \mathcal{N}\left(\mathbf{P}_{(n+1) k}\left(F_{n}\left(\bar{y}_{n}\right)\right)\right)$ is invertible with inverse having norm bounded by $K \lambda^{k}$. Using the invariance property of $\mathbf{P}_{n}$,

$$
\begin{aligned}
\left|Q_{n+1} A_{n}\left(I-Q_{n}\right)\right| & =\left|\left[\mathbf{P}_{(n+1) k}\left(\bar{y}_{n+1}\right)-\mathbf{P}_{(n+1) k}\left(F_{n}\left(\bar{y}_{n}\right)\right)\right] A_{n}\left(I-Q_{n}\right)\right| \\
& \leqq \omega\left(\delta_{1}\right) \cdot M^{k} K \leqq 1 / 8
\end{aligned}
$$

and, similarly, $\left|\left(I-Q_{n+1}\right) A_{n} Q_{n}\right| \leqq 1 / 8$. Also since $2 K \omega\left(\delta_{1}\right) \leqq 1 / 2$ it follows from Lemma 5.1 that

$$
J_{n}=Q_{n+1} \mathbf{P}_{(n+1) k}\left(F_{n}\left(\bar{y}_{n}\right)\right)+\left(I-Q_{n+1}\right)\left(I-\mathbf{P}_{(n+1) k}\left(F_{n}\left(\bar{y}_{n}\right)\right)\right)
$$

is invertible with $\left|J_{n}^{-1}\right| \leqq\left(1-2 K \omega\left(\delta_{1}\right)\right)^{-1} \leqq 2$ and that $J_{n}\left(\mathcal{N}\left(\mathbf{P}_{(n+1) k}\left(F_{n}\left(\bar{y}_{n}\right)\right)\right)=\mathcal{N}\left(Q_{n+1}\right)\right.$. Hence

$$
\left(I-Q_{n+1}\right) A_{n}\left(I-Q_{n}\right)=J_{n} A_{n}\left(I-Q_{n}\right): \mathcal{N}\left(Q_{n}\right) \rightarrow \mathcal{N}\left(Q_{n+1}\right)
$$

is invertible with inverse $B_{n}$ satisfying $\left|B_{n}\right| \leqq 2 K \lambda^{k}$ so that $\left|B_{n}\left(I-Q_{n}\right)\right| \leqq 2 K^{2} \lambda^{k}$. Thus the conditions of Lemma 3.2 are satisfied with $X_{n k}$ instead of $X_{n}$ and $2 K^{2} \lambda^{k}$ instead of $\lambda$. So if we define $L$ : $\prod_{n=-\infty}^{\infty} X_{n k} \rightarrow \prod_{n=-\infty}^{\infty} X_{n k}$ by

$$
(L \mathbf{u})_{n}=u_{n}-A_{n-1} u_{n-1}=u_{n}-D F_{n-1}\left(\bar{y}_{n-1}\right) u_{n-1},
$$

$L$ is invertible with $\left\|L^{-1}\right\| \leqq 2 K+1$.
Let $U$ be the open set in $\prod_{n=-\infty}^{\infty} X_{n k}$ consisting of those $\left\{x_{n}\right\}, x_{n} \in X_{n k}$ satisfying $\sup _{n}\left|x_{n}-\bar{y}_{n}\right|<\Delta$. Then we define $\mathscr{F}: U \rightarrow \prod_{n=-\infty}^{\infty} X_{n k}$ by

$$
(\mathscr{F}(\mathbf{x}))_{n}=x_{n}-F_{n-1}\left(x_{n-1}\right) .
$$

$\mathscr{F}$ is $C^{1}$ with $(D \mathscr{F}(\mathbf{x}) \mathbf{h})_{n}=h_{n}-D F_{n-1}\left(x_{n-1}\right) h_{n-1} . L=D \mathscr{F}(\overline{\mathbf{y}})\left(\overline{\mathbf{y}}=\left\{\bar{y}_{n}\right\}\right)$ is invertible with $\left\|L^{-1}\right\| \leqq 2 K+1$. Condition (4.1) is satisfied by choice of $\varepsilon_{0}$ and since $\|\mathscr{F}(\bar{y})\| \leqq \delta_{1} \leqq$ $\bar{\varepsilon} /(4 K+2)$, condition (4.2) is also satisfied with $\bar{\varepsilon}$ instead of $\varepsilon$. Then it follows from Proposition 4.1 that there exists a unique $\overline{\mathbf{x}}=\left\{\bar{x}_{n}\right\}$ in $\prod_{n=-\infty}^{\infty} X_{n k}$ such that $\mathscr{F}(\mathbf{x})=0$ and $\|\overline{\mathbf{x}}-\overline{\mathbf{y}}\| \leqq \bar{\varepsilon}$. That is, $\left\{\bar{x}_{n}\right\}$ is the unique orbit of $\left\{F_{n}\right\}$ such that $\left|\bar{x}_{n}-\bar{y}_{n}\right| \leqq \bar{\varepsilon}$ for all $n$.

Now let $0<\varepsilon \leqq \varepsilon_{0}$ and let $\delta_{1}$ correspond to $\bar{\varepsilon}=\left(1+M+\cdots+M^{k}\right)^{-1} \varepsilon$. Set $\delta=$ $\left(1+M+\cdots+M^{k}\right)^{-1} \delta_{1}$ and let $\left\{y_{n}\right\}$ be a $\delta$-pseudo-orbit for $\left\{f_{n}\right\}$ with $y_{n} \in S_{n}$ for all $n$. Then $\left\{\bar{y}_{n}\right\}_{n \in \mathbf{Z}}$, with $\bar{y}_{n}=y_{n k}$, is a $\delta_{1}$-pseudo-orbit for $\left\{F_{n}\right\}$ by virtue of Lemma 5.2. So there exists a unique orbit $\left\{\bar{x}_{n}\right\}$ of $\left\{F_{n}\right\}$ which $\bar{\varepsilon}$-shadows $\left\{\bar{y}_{n}\right\}$. Then we define $x_{n k}=\bar{x}_{n}$, $n \in \mathbf{Z}$, and each $x_{n k+i}, 1 \leqq i \leqq k-1, n \in \mathbf{Z}$, in the obvious way so that $\left\{x_{n}\right\}_{n \in \mathbf{Z}}$ is an orbit for $\left\{f_{n}\right\}$. It follows from Lemma 5.3 and the fact that $\max \{\bar{\varepsilon}, \delta\}=\bar{\varepsilon}$ that $\left\{x_{n}\right\} \varepsilon$-shadows $\left\{y_{n}\right\}$. $\left\{x_{n}\right\}$ must be unique because $\left\{x_{n k}\right\} \varepsilon$-shadows $\left\{y_{n k}\right\}$ and there is a unique such orbit because $\varepsilon \leqq \varepsilon_{0}$.
6. Application to parabolic evolution equations. Consider the following parabolic evolution equation

$$
\begin{equation*}
\dot{x}+A x=f(x, t) \tag{6.1}
\end{equation*}
$$

in a Banach space $X$ with norm $|\cdot|$. Suppose $A$ is a sectorial operator in $X$ (see Henry [8] for general reference in this section) with $\operatorname{Re} \sigma(A)>0$. We can define the fractional powers $A^{\alpha}: \mathscr{D}\left(A^{\alpha}\right) \rightarrow X, 0 \leqq \alpha \leqq 1$, and then $X^{\alpha}=\mathscr{D}\left(A^{\alpha}\right)$, the domain of $A^{\alpha}$, becomes a Banach space with the graph norm $|x|_{\alpha}=\left|A^{\alpha} x\right|$.

We also assume that $f \in C^{1}\left(X^{\alpha} \times \mathbf{R}, X\right)$ and that $f$ and $D_{x} f: X^{\alpha} \times \mathbf{R} \rightarrow \mathscr{L}\left(X^{\alpha}, X\right)$ are Lipschitzian in $x$ and locally Hölder continuous in $t$. Under these conditions the initial value problem

$$
\dot{x}+A x=f(x, t), \quad x\left(t_{0}\right)=x_{0}
$$

has for all $\left(x_{0}, t_{0}\right) \in X^{\alpha} \times \mathbf{R}$ a unique solution

$$
x\left(t ; x_{0}, t_{0}\right) \in C^{0}\left(\left[t_{0}, T\right), X^{\alpha}\right) \cap C^{1}\left(\left(t_{0}, T\right), X\right) \cap C^{0}\left(\left(t_{0}, T\right), \mathscr{D}(A)\right)
$$

where $\left[t_{0}, T\right)$ is the maximal interval of existence. We denote the solution map of (6.1) by $\mathbf{T}\left(t, t_{0}\right)\left(x_{0}\right)=x\left(t ; x_{0}, t_{0}\right)$.

Let $S \subset X^{\alpha} \times \mathbf{R}$ be a forward invariant set for (6.1), that is, if ( $\left.x_{0}, t_{0}\right) \in S$ then $\mathbf{T}\left(t, t_{0}\right)\left(x_{0}\right)$ is defined for all $t \geqq t_{0}$ and $\left(\mathbf{T}\left(t, t_{0}\right)\left(x_{0}\right), t\right) \in S$. This means that $\mathbf{T}\left(t, t_{0}\right) S_{t_{0}} \subset S_{t}$ for all $t \geqq t_{0}$, where $S_{t}=\left\{x \in X^{\alpha}:(x, t) \in S\right\}$ is the $t$-section of $S$. We say $S$ is hyperbolic if:
(i) For $x \in S_{t}, t \in \mathbf{R}$, there is a splitting

$$
\begin{equation*}
X^{\alpha}=E_{t}^{s}(x) \oplus E_{t}^{u}(x) \tag{6.2}
\end{equation*}
$$

which is invariant, that is,

$$
\begin{align*}
& D_{x} \mathbf{T}\left(t, t_{0}\right)(x) E_{t_{0}}^{s}(x) \subset E_{t}^{s}\left(\mathbf{T}\left(t, t_{0}\right)(x)\right),  \tag{6.3}\\
& D_{x} \mathbf{T}\left(t, t_{0}\right)(x) E_{t_{0}}^{u}(x) \subset E_{t}^{u}\left(\mathbf{T}\left(t, t_{0}\right)(x)\right)
\end{align*}
$$

for all $x \in S_{t_{0}}$ and $t, t_{0} \in \mathbf{R}$ with $t \geqq t_{0}$, and also continuous, that is, if $\mathbf{P}_{t}(x)$ is the projection with range $E_{t}^{s}(x)$ and nullspace $E_{t}^{u}(x), \mathbf{P}_{t}(x)$ is continuous uniformly with respect to $x \in S_{t}, t \in \mathbf{R}$. We also assume that $D_{x} \mathbf{T}\left(t, t_{0}\right)(x): E_{t_{0}}^{u}(x) \rightarrow E_{t}^{u}\left(\mathbf{T}\left(t, t_{0}\right)(x)\right)$ is an isomorphism with (bounded) inverse

$$
\left(D_{x} \mathbf{T}\left(t, t_{0}\right)(x)\right)^{-1}: E_{t}^{u}\left(\mathbf{T}\left(t, t_{0}\right)(x)\right) \rightarrow E_{t_{0}}^{u}(x) .
$$

(ii) There exist constants $K \geqq 1, \beta>0$ such that for $x \in S_{t_{0}}$ and $t, t_{0} \in \mathbf{R}$ with $t \geqq t_{0}$,

$$
\begin{align*}
& \left|D_{x} \mathbf{T}\left(t, t_{0}\right)(x) \mathbf{P}_{t_{0}}(x)\right|_{\mathscr{L}\left(X^{\alpha}, X^{\alpha}\right)} \leqq K e^{-\beta\left(t-t_{0}\right)},  \tag{6.4}\\
& \left|\left(D_{x} \mathbf{T}\left(t, t_{0}\right)(x)\right)^{-1}\left(I-\mathbf{P}_{t}\left(\mathbf{T}\left(t, t_{0}\right)(x)\right)\right)\right|_{\mathscr{L}\left(X^{\alpha}, X^{\alpha}\right)} \leqq K e^{-\beta\left(t-t_{0}\right)} .
\end{align*}
$$

Now we want to define pseudosolutions of (6.1). Let $U_{n \in \mathbf{Z}}\left[\tau_{n-1}, \tau_{n}\right]=\mathbf{R}$ be a partition of $\mathbf{R}$ with $\inf \left\{\tau_{n}-\tau_{n-1}: n \in \mathbf{Z}\right\}=\tau>0$. Then, if $\delta$ is positive, we say the sequence $\left\{x_{n}(t)\right\}, t \in\left[\tau_{n-1}, \tau_{n}\right], n \in \mathbf{Z}$ is a $\delta$-pseudosolution of (6.1) if for all $n$

$$
x_{n}(\cdot) \in C^{0}\left(\left[\tau_{n-1}, \tau_{n}\right], X^{\alpha}\right) \cap C^{1}\left(\left(\tau_{n-1}, \tau_{n}\right), X\right) \cap C^{0}\left(\left(\tau_{n-1}, \tau_{n}\right), \mathscr{D}(A)\right)
$$

and

$$
\begin{equation*}
\sup \left\{\left|h_{n}(t)\right|: \tau_{n-1} \leqq t \leqq \tau_{n}\right\} \leqq \delta, \quad\left|g_{n}\right|_{\alpha} \leqq \delta, \tag{6.5}
\end{equation*}
$$

where $h_{n} \in C^{0}\left(\left[\tau_{n-1}, \tau_{n}\right], X\right)$, defined by

$$
\begin{equation*}
h_{n}(t)=\dot{x}_{n}(t)+A x_{n}(t)-f\left(x_{n}(t), t\right) \tag{6.6}
\end{equation*}
$$

is the residual error and

$$
\begin{equation*}
g_{n}=x_{n}\left(\tau_{n}\right)-x_{n+1}\left(\tau_{n}\right) \tag{6.7}
\end{equation*}
$$

is the jump at $\tau_{n}$.
If $\varepsilon$ is positive, a solution $x(t)$ of (6.1) is said to $\varepsilon$-shadow the $\delta$-pseudosolution $\left\{x_{n}(t)\right\}$ if $x(t)$ is defined for all $t$ and $\left|x(t)-x_{n}(t)\right| \leqq \varepsilon$ for $\tau_{n-1} \leqq t \leqq \tau_{n}, n \in \mathbf{Z}$.

Theorem 6.1. Let $A, X, X^{\alpha}, f(t, x)$ be as above and suppose $S \subset X^{\alpha} \times \mathbf{R}$ is a forward invariant hyperbolic set for (6.1) such that $f(x, t)$ and $D_{x} f(x, t)$ are bounded and Lipschitz continuous in a $\Delta$-neighborhood $O$ of $S$ in $X^{\alpha} \times \mathbf{R}$.

Let $\left\{x_{n}(t)\right\}, \tau_{n-1} \leqq t \leqq \tau_{n}, n \in \mathbf{Z}$, be a $\delta$-pseudosolution of (6.1) such that for $\tau_{n-1} \leqq t \leqq$ $\tau_{n}$ and $n \in \mathbf{Z}, x_{n}(t)$ is in a $\delta$-neighborhood of $S_{t}$ in the $X^{\alpha}$ norm.

Then there exist $\varepsilon_{0}>0$ and a positive function $\delta(\varepsilon)$, both depending only on $A, f, \tau=$ $\inf _{n}\left(\tau_{n}-\tau_{n-1}\right)$, such that if $0<\varepsilon \leqq \varepsilon_{0}$ and $\delta \leqq \delta(\varepsilon)$, there is a unique solution of (6.1) that $\varepsilon$-shadows $\left\{x_{n}(t)\right\}$.

For the proof of Theorem 6.1, we need a lemma.
Lemma 6.2. Let the hypotheses of Theorem 6.1 hold and let $M$ be the bound for $\mathscr{D}_{x} f(t, x)$ in $O$. Let $x(t)$ be a solution of (6.1) in $S$ and let $y(t)$ be a solution of the initial value problem

$$
\begin{equation*}
\dot{y}+A y=f(y, t)+h(t), \quad y\left(t_{0}\right)=\xi \tag{6.8}
\end{equation*}
$$

for $t \in\left[t_{0}, t_{0}+2 \tau\right]$, where $\left|\xi-x\left(t_{0}\right)\right|_{\alpha} \leqq \delta$ and $h \in C^{0}\left(\left[t_{0}, t_{0}+2 \tau\right]\right.$, $\left.X\right)$ with sup $|h(t)| \leqq \delta$. If $(y(t), t) \in O$ for $t \in\left[t_{0}, t_{0}+2 \tau\right]$, then there exists a constant $C \geqq 1$ depending only on $A$ and $M$ such that $|y(t)-x(t)|_{\alpha} \leqq C \delta$ on $\left[t_{0}, t_{0}+2 \tau\right]$.

Proof. Our assumptions on $A$ imply the existence of positive constants $C_{1}, C_{2}$ and $a$ such that for $t \geqq 0$

$$
\left|e^{-A t}\right|_{\mathscr{L}\left(X^{\alpha}, X^{\alpha}\right)} \leqq C_{1} e^{a t}, \quad\left|e^{-A t}\right|_{\mathscr{L}\left(X, X^{\alpha}\right)} \leqq C_{2} t^{-\alpha} e^{a t} .
$$

Now $z(t)=y(t)-x(t)$ satisfies the integral equation

$$
z(t)=e^{-A\left(t-t_{0}\right)} z\left(t_{0}\right)+\int_{t_{0}}^{t} e^{-A(t-s)}\{f(x(s)+z(s), s)-f(x(s), s)+h(s)\} d s .
$$

Then for $t_{0} \leqq t \leqq t_{0}+2 \tau$,

$$
|z(t)|_{\alpha} \leqq C_{1} e^{a\left(t-t_{0}\right)} \delta+\int_{t_{0}}^{t} M C_{2}(t-s)^{-\alpha} e^{a(t-s)}|z(s)|_{\alpha} d s+\int_{t_{0}}^{t} C_{2}(t-s)^{-\alpha} e^{a(t-s)} \delta d s
$$

It follows from an inequality in Henry [8, Lemma 7.1.1, p. 188] that $|z(t)|_{\alpha}<C \delta$ for $t_{0} \leqq t \leqq t_{0}+2 \tau$. The proof is completed.

Proof of Theorem 6.1. The hypotheses on $A$ and $f$, Lemma 6.2, and Henry [8] imply that there exists a closed $\Delta_{1}$-neighborhood $O_{1}$ of $S$ in $X^{\alpha} \times \mathbf{R}$ such that for $\left(x, t_{0}\right) \in O_{1}, \mathbf{T}\left(t, t_{0}\right)(x)$ is defined for $t_{0} \leqq t \leqq t_{0}+2 \tau$ and both $\mathbf{T}\left(t, t_{0}\right)(x)$ and $D_{x} \mathbf{T}\left(t, t_{0}\right)(x)$ are bounded and continuous, uniformly with respect to $\left(x, t_{0}\right) \in O_{1}$ and $t \in\left[t_{0}, t_{0}+2 \tau\right]$. (These functions have ranges in $X^{\alpha}$ and $\mathscr{L}\left(X^{\alpha}, X^{\alpha}\right)$, respectively, and the continuity is with respect to these norms.)

Without loss of generality we may assume that $0 \leqq \tau \leqq \tau_{n}-\tau_{n-1} \leqq 2 \tau$ for all $n$. We first consider the case where $h_{n}(t)=0$ and $x_{n}(t) \in S_{t}$ for all $t$ and $n$. Then if we let $X_{n}$ be $X^{\alpha}$ for all $n$ and $f_{n}$ be $\mathbf{T}\left(\tau_{n}, \tau_{n-1}\right): X^{\alpha} \rightarrow X^{\alpha}$ the domain of $f_{n}$ contains a closed $\Delta_{1}$-neighborhood of $S_{\tau_{n-1}}$ in which $f_{n}$ and $D f_{n}$ are both bounded and uniformly continuous, uniformly with respect to $n \in \mathbf{Z}$. From the hyperbolicity of $S$ with respect to (6.1), we see that $\left\{S_{\tau_{n-1}}\right\}_{n \in \mathbf{Z}}$ is invariant $\left(f_{n}\left(S_{\tau_{n-1}}\right) \subset S_{\tau_{n}}\right)$ and hyperbolic for $\left\{f_{n}\right\}_{n \in \mathbf{Z}}$ with projections $\mathbf{P}_{\tau_{n-1}}(x)$ and constants $K, e^{-\beta \tau}$. Hence conditions (i), (ii), (iii) of the Shadowing Lemma hold. Set $y_{n}=x_{n}\left(\tau_{n-1}\right), n \in \mathbf{Z}$. Then $y_{n} \in S_{\tau_{n-1}}$ for all $n$ and

$$
\left|f_{n}\left(y_{n}\right)-y_{n+1}\right|_{\alpha}=\left|x_{n}\left(\tau_{n}\right)-x_{n+1}\left(\tau_{n}\right)\right|_{\alpha} \leqq \delta .
$$

So if $0<\varepsilon \leqq \varepsilon_{1}$ and $\delta \leqq \delta_{1}(\varepsilon)\left(\varepsilon_{1}\right.$ and $\delta_{1}(\varepsilon)$ correspond to $\varepsilon_{0}$ and $\delta(\varepsilon)$ in the Shadowing Lemma) there is a unique solution $x(t)$ of (6.1) such that $\left|x\left(\tau_{n-1}\right)-x_{n}\left(\tau_{n-1}\right)\right|_{\alpha} \leqq \varepsilon$ for all $n$.

Now we consider the general case. We suppose $0<\varepsilon \leqq \varepsilon_{0}=\frac{1}{2} \min \left\{\Delta, \varepsilon_{1}\right\}$ and $\delta \leqq \delta(\varepsilon)=\min \left\{(2 C+1)^{-1} \delta_{1}(\varepsilon / 2 C), \varepsilon / 2 C\right\}$. Let $\left\{x_{n}(\cdot)\right\}$ be a $\delta$-pseudosolution as in the statement of the theorem. Since for all $n, x_{n}\left(\tau_{n-1}\right)$ is in a $\delta$-neighborhood of $S_{\tau_{n-1}}$, we can choose $y_{n}$ in $S_{\tau_{n-1}}$ so that $\left|x_{n}\left(\tau_{n-1}\right)-y_{n}\right|_{\alpha} \leqq \delta$. Then let $\bar{x}_{n}(t)$ be the solution of (6.1) satisfying $\bar{x}_{n}\left(\tau_{n-1}\right)=y_{n}$. By Lemma 6.2 with $t_{0}=\tau_{n-1}, x(t)=\bar{x}_{n}(t), h(t)=h_{n}(t)$, $y(t)=x_{n}(t)$ we have

$$
\left|\bar{x}_{n}(t)-x_{n}(t)\right|_{\alpha} \leqq C \delta
$$

for $\tau_{n-1} \leqq t \leqq \tau_{n}$. This holds for $n \in \mathbf{Z}$. Moreover,

$$
\begin{align*}
\left|\bar{x}_{n}\left(\tau_{n}\right)-\bar{x}_{n+1}\left(\tau_{n}\right)\right|_{\alpha} & \leqq\left|\bar{x}_{n}\left(\tau_{n}\right)-x_{n}\left(\tau_{n}\right)\right|_{\alpha}+\left|x_{n}\left(\tau_{n}\right)-x_{n+1}\left(\tau_{n}\right)\right|_{\alpha}+\left|x_{n+1}\left(\tau_{n}\right)-\bar{x}_{n+1}\left(\tau_{n}\right)\right|_{\alpha} \\
\text { 5.9) } & \leqq(2 C+1) \delta \leqq \delta_{1}(\varepsilon / 2 C) . \tag{6.9}
\end{align*}
$$

Hence $\left\{\bar{x}_{n}(t)\right\}$ is a $\delta_{1}(\varepsilon / 2 C)$-pseudosolution of (6.1) with $\bar{x}_{n}(t) \in S_{t}$ for all $t$ and $n$, where $\varepsilon / 2 C<\varepsilon_{1}$. It follows from the first part of the proof that there is a unique solution $x(t)$ of (6.1) such that

$$
\begin{equation*}
\left|x\left(\tau_{n-1}\right)-\bar{x}_{n}\left(\tau_{n-1}\right)\right|_{\alpha} \leqq \varepsilon / 2 C \tag{6.10}
\end{equation*}
$$

for all $n$. Then for all $n$

$$
\begin{aligned}
\left|x\left(\tau_{n-1}\right)-x_{n}\left(\tau_{n-1}\right)\right|_{\alpha} & \leqq\left|x\left(\tau_{n-1}\right)-\bar{x}_{n}\left(\tau_{n-1}\right)\right|_{\alpha}+\left|\bar{x}_{n}\left(\tau_{n-1}\right)-x_{n}\left(\tau_{n-1}\right)\right|_{\alpha} \\
& \leqq \varepsilon / 2 C+\delta .
\end{aligned}
$$

By Lemma 6.2 with $t_{0}=\tau_{n-1}, x(t)=\bar{x}_{n}(t), y(t)=x(t)$ and $\varepsilon / 2 C+\delta$ instead of $\delta$ (note: $C(\varepsilon / 2 C+\delta)=\varepsilon / 2+C \delta<\Delta)$, we deduce for $\tau_{n-1} \leqq t \leqq \tau_{n}, n \in \mathbf{Z}$ that

$$
\left|x(t)-x_{n}(t)\right|_{\alpha} \leqq \varepsilon / 2+C \delta \leqq \varepsilon .
$$

That is, $x(t)$ does $\varepsilon$-shadow the $\delta$-pseudosolution $\left\{x_{n}(t)\right\}$.
Let $\tilde{x}(t)$ be another such solution. Then for all $n$

$$
\begin{aligned}
\left|\tilde{x}\left(\tau_{n-1}\right)-\bar{x}_{n}\left(\tau_{n-1}\right)\right|_{\alpha} & \leqq\left|\tilde{x}\left(\tau_{n-1}\right)-x_{n}\left(\tau_{n-1}\right)\right|_{\alpha}+\left|x_{n}\left(\tau_{n-1}\right)-\bar{x}_{n}\left(\tau_{n-1}\right)\right|_{\alpha} \\
& \leqq \varepsilon+\delta \leqq 3 \varepsilon / 2<\varepsilon_{1},
\end{aligned}
$$

where for all $n$, using (6.9),

$$
\begin{aligned}
\left|f_{n}\left(\bar{x}_{n}\left(\tau_{n-1}\right)\right)-\bar{x}_{n+1}\left(\tau_{n}\right)\right|_{\alpha} & =\left|\bar{x}_{n}\left(\tau_{n}\right)-\bar{x}_{n+1}\left(\tau_{n}\right)\right|_{\alpha} \\
& \leqq \delta_{1}(\varepsilon / 2 C) \\
& \leqq \delta_{1}(3 \varepsilon / 2) .
\end{aligned}
$$

(Note: we assume without loss of generality that $\delta_{1}(\varepsilon)$ is nondecreasing in $\varepsilon$.) That is, the sequence $\left\{\tilde{x}\left(\tau_{n-1}\right)\right\}$ is an orbit of $\left\{f_{n}\right\}$ that $3 \varepsilon / 2$-shadows the $\delta_{1}(3 \varepsilon / 2)$-pseudo-orbit $\left\{\bar{x}_{n}\left(\tau_{n-1}\right)\right\}$, where $3 \varepsilon / 2<\varepsilon_{1}$. But by (6.10), $\left\{x\left(\tau_{n-1}\right)\right\}$ is another such sequence and so it follows by uniqueness that $\tilde{x}\left(\tau_{n-1}\right)=x\left(\tau_{n-1}\right)$ for all $n$. Hence $x(t)$ is unique.
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# QUENCHING FOR SEMILINEAR SINGULAR PARABOLIC PROBLEMS* 

C. Y. CHAN $\dagger$ AND HANS G. KAPER $\ddagger$


#### Abstract

Let $f$ be a real-valued function that is nondecreasing and continuously differentiable on $[0, c)$ for some finite $c(c>0)$, satisfying the conditions $f(0)>0$ and $\lim _{u \rightarrow c} f(u)=\infty$. This article is concerned with positive solutions $u$ of the semilinear singular parabolic differential equation $u_{t}=u_{x x}+(b / x) u_{x}+f(u)$, $b<1$, on a bounded interval $(0, a)$, which satisfy the initial condition $u(x, 0)=0$ and the boundary conditions $u(0, t)=0$ and $u_{x}(a, t)=0$. Let $\|\cdot\|$ denote the sup-norm over the interval $[0, a]$. It is shown that a solution $u$ quenches (i.e., there exists a $T<\infty$ such that $\left.\lim _{t \rightarrow T, t<T}\left\|u_{t}(\cdot, t)\right\|=\infty\right)$ if $\|u(\cdot, t)\|$ tends to $c$ from below as $t$ approaches $T$. Furthermore, there exists a critical length $a^{*}$ such that $u$ may exist for all $t>0$ if $a<a^{*}$, but $\|u(\cdot, t)\|$ tends to $c$ in finite time if $a>a^{*}$. A numerical method is given to compute $a^{*}$. An upper bound for the quenching time $T$ is obtained. An example is given to illustrate the results.


Key words. semilinear singular parabolic equation, nonlinear heat equation, quenching, quenching time, critical length, numerical method
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1. Introduction. The concept of quenching of the solution of a nonlinear heat equation was first introduced by Kawarada [8], who studied the following problem:

$$
\begin{gather*}
u_{t}=u_{x x}+(1-u)^{-1}, \quad(x, t) \in(0, l) \times(0, T),  \tag{1.1a}\\
u(x, 0)=0, \quad x \in(0, l), \quad u(0, t)=0, \quad u(l, t)=0, \quad t \in(0, T) . \tag{1.1b}
\end{gather*}
$$

The solution $u$ of $(1.1 \mathrm{a}, \mathrm{b})$ quenches if there exists a $T<\infty$ such that

$$
\begin{equation*}
\lim _{t \rightarrow T, t<T}\left\|u_{t}(\cdot, t)\right\|=\infty \tag{1.2}
\end{equation*}
$$

Here, $\|\cdot\|$ denotes the sup-norm over the interval $[0, l]$. The value of $T$ is referred to as the quenching time.

If the solution $u$ of $(1.1 \mathrm{a}, \mathrm{b})$ quenches at some finite time $T$, then

$$
\begin{equation*}
\lim _{t \rightarrow T, t<T}\|u(\cdot, t)\|=1 \tag{1.3}
\end{equation*}
$$

Kawarada has claimed that (1.3) implies quenching of the solution of (1.1a, b). If this claim were correct, it would follow that the conditions (1.2) and (1.3) are equivalent and either can be taken to define quenching. However, Kawarada has assumed without justification that a function $\hat{W}$, constructed in the course of the proof, satisfied the heat equation on curves $s^{(i)}(t)$ for $t$ arbitrarily close to the quenching time $T$. Hence, Kawarada's claim needs to be reexamined. Furthermore, it would be desirable to extend Kawarada's claim, if true, to nonlinear heat equations with a general forcing term $f$. Since Kawarada has made use of the explicit expression $f(u)=(1-u)^{-1}$, the extension of his proof is not obvious.

[^38]In his investigation [14] of (1.1a, b), Walter has adopted (1.3) as the definition of quenching. The same definition has been adopted by Acker and Walter [1], [2], who have studied the solutions of the general equations

$$
\begin{align*}
& u_{t}=u_{x x}+f(u), \quad(x, t) \in(0, l) \times(0, T),  \tag{1.4}\\
& u_{t}=u_{x x}+f\left(u, u_{x}\right), \quad(x, t) \in(0, l) \times(0, T)
\end{align*}
$$

subject to the initial and boundary conditions (1.1b). The results of [1] and [2] imply that there is a critical length $l^{*}$ such that a solution $u$ exists globally (i.e., for all $t>0$ ) if $l<l^{*}$, but $u$ quenches if $l>l^{*}$. Results on the behavior of the solution of (1.4) and (1.1b) at $l=l^{*}$ were given subsequently by Levine and Montgomery [11].

An upper bound for $l^{*}$ for the problem (1.1a, b) can be inferred from Kawarada's article [8], viz., $l^{*} \leqq 2 \sqrt{2}=2.8284$. Walter [14] has shown that the critical length $l^{*}$ for $(1.1 \mathrm{a}, \mathrm{b})$ is in the range $1.5303 \leqq l^{*} \leqq \frac{1}{2} \pi=1.5708$. The exact value of $l^{*}$ has been identified by Acker and Walter [1] as $2 M \sqrt{2}$, where $M$ is the maximum value of Dawson's integral, $F(x)=e^{-x^{2}} \int_{0}^{x} e^{t^{2}} d t$, on the interval ( $0, \infty$ ) (cf. [15, § 7.1]). The numerical value of $l^{*}$ is 1.53030416 (to eight decimal places).

Further results and references on the phenomenon of quenching for solutions of nonlinear equations can be found in the survey article by Levine [10].

In this article we will study the semilinear singular problem

$$
\begin{align*}
& u_{t}=u_{x x}+(b / x) u_{x}+f(u), \quad(x, t) \in(0, a) \times(0, T),  \tag{1.5a}\\
& u(x, 0)=0, \quad x \in(0, a), \quad u(0, t)=0, \quad u_{x}(a, t)=0, \quad t \in(0, T) . \tag{1.5b}
\end{align*}
$$

Here $f$ is a real-valued function that is nondecreasing and continuously differentiable on the interval $[0, c)$ for some $c>0$, satisfying the conditions $f(0)>0$ and $\lim _{u \rightarrow c} f(u)=$ $\infty$. The constant $b$ satisfies the inequality $b<1$. If $b=0$, then $(1.5 a, b)$ reduces to $(1.1 \mathrm{a}, \mathrm{b})$ with $l=2 a$, because the solution of $(1.1 \mathrm{a}, \mathrm{b})$ is symmetric about $x=\frac{1}{2} l$. We remark that if $f(0)=0$, then $u=0$ is the only solution of (1.5).

Throughout this article we use the abbreviation $\Omega=(0, a) \times(0, T)$. We always assume that $T$ is maximal. We use the symbol $L$ to denote the differential expression $L u=u_{x x}+(b / x) u_{x}-u_{t}$.

The transformation $u(x, t)=v(z, t)$, where $z=\frac{1}{4} x^{2}$, reduces the degenerate ellipticparabolic expression $z v_{z z}+\frac{1}{2}(1+b) v_{z}-v_{t}$ to $L u$. This degenerate expression arises in probability theory; it has been studied by Brezis, Rosenkrantz, Singer, and Lax [6] for $b>-1$. Also, the stochastic process described by the expression $\frac{1}{2} v_{z z}+\frac{1}{2}(b / z) v_{z}-v_{t}$, which has been studied by Lamperti [9] for $b>-1$, reduces to $L u$ on the transformation $u(x, t)=v(z, t)$, where $z=2^{-1 / 2} x$.

The existence of unique solutions of nonhomogeneous problems for the linear differential expression $L$ has been studied by Alexiades [3], [4] and by Alexiades and Chan [5]. In particular, it follows from Alexiades [4] that initial boundary value problems described by equations of the form $L u=g(x, t)$, where $g$ is a given function on $\Omega$, and the initial and boundary conditions (1.5b), have unique classical solutions if $b<1$.

In § 2, we prove that the (unique) solution $u$ of $(1.5 \mathrm{a}, \mathrm{b})$ quenches at some finite time $T$ if $\lim _{t \rightarrow T, t<T}\|u(\cdot, t)\|=c$. This result proves and generalizes Kawarada's claim; our method of proof is, however, different from Kawarada's. In § 3, we establish the existence of a critical length $a^{*}$ and show that $a^{*}$ is determined by the solution of the corresponding steady state problem. Picard's iteration scheme gives a strictly monotone sequence of functions, which converges upwards to the minimal steady state solution. We also give a procedure to compute $a^{*}$. In $\S 4$, we obtain an upper bound for the
quenching time $T$ by solving a singular Sturm-Liouville problem and using a comparison result. In §5, we illustrate our results by considering the special case $f(u)=$ $(1-u)^{-1}$.
2. Quenching. In this section we prove that ( $1.5 \mathrm{a}, \mathrm{b}$ ) has at most one solution. This solution is necessarily positive (i.e., nonnegative and nontrivial) and nondecreasing in each variable separately. Assuming that the solution exists before quenching time, we show that it quenches at a finite time $T$ if the value of $u$ at $a$ approaches $c$, the critical value of $f$, as $t$ tends to $T$ from below.

Lemma 1. The initial boundary value problem (1.5a, b) has at most one solution $u$. This solution has the following properties: (i) $u(x, t)>0$ for all $(x, t) \in \Omega \cup(\{a\} \times(0, T))$; (ii) $u(x, t)$ is a strictly increasing function of $t$ for each $x \in(0, a]$; (iii) $u(x, t)$ is a nondecreasing function of $x$ for each $t \in(0, T)$.

Proof. Let $u_{1}$ and $u_{2}$ be two distinct solutions of $(1.5 \mathrm{a}, \mathrm{b})$ and let $y=u_{1}-u_{2}$. Then $y$ satisfies the differential equation $\left[L+f^{\prime}(\eta)\right] y=0$ in $\Omega$ for some $\eta$ between $u_{1}$ and $u_{2}$, the initial condition $y(x, 0)=0$ and the boundary conditions $y(0, t)=0$ and $y_{x}(a, t)=0$. Since $f^{\prime}(\eta)$ is bounded above, the uniqueness of $u$ follows from the strong maximum principle and the parabolic version of Hopf’s lemma (cf. [13, §§ 3.2, 3.3]).
(i) Because $f(0)>0$, we have $L u+f(u)-f(0)<0$ in $\Omega$, so $\left[L+f^{\prime}(\eta)\right] u<0$ for some $\eta$ between 0 and $u$. It follows from the strong maximum principle and the parabolic version of Hopf's lemma that $u>0$ in $\Omega \cup(\{a\} \times(0, T))$.
(ii) For any $h \in(0, T)$, let $u_{h}$ be defined in $\Omega_{h}=(0, a) \times(0, T-h)$ by the expression $u_{h}(x, t)=u(x, t+h)$ and let $y=u_{h}-u$. Then $\left[L+f^{\prime}(\zeta)\right] y=0$ in $\Omega_{h}$ for some $\zeta$ between $u$ and $u_{h}$. On the parabolic boundary $\partial_{p} \Omega_{h}$ of $\Omega_{h}$ we have $y(x, 0)>0$, $y(0, t)=0$, and $y_{x}(a, t)=0$. The inequality $y>0$ in $\Omega_{h}$ follows from the strong maximum principle and the parabolic version of Hopf's lemma; hence, $u(x, t)$ is a strictly increasing function of $t$ for each $x \in(0, a)$.
(iii) For any $\varepsilon \in(0, a)$, let $\Omega_{\varepsilon}=(\varepsilon, a) \times(0, T)$. As in the proof of part (i), we show that the solution $u_{\varepsilon}$ of the (regular) problem

$$
\begin{align*}
& L u_{\varepsilon}=-f\left(u_{\varepsilon}\right), \quad(x, t) \in \Omega_{\varepsilon},  \tag{2.1a}\\
& u_{\varepsilon}(x, 0)=0, \quad u_{\varepsilon}(\varepsilon, t)=0, \quad u_{\varepsilon, x}(a, t)=0 \tag{2.1b}
\end{align*}
$$

is positive in $\Omega_{\varepsilon} \cup(\{a\} \times(0, T))$. (Here, $u_{\varepsilon, x}$ denotes the partial derivative of $u_{\varepsilon}$ with respect to $x$.) Differentiating (2.1a) with respect to $x$, we obtain

$$
\left[L+f^{\prime}\left(u_{\varepsilon}\right)-b / x^{2}\right] u_{\varepsilon, x}=0, \quad(x, t) \in \Omega_{\varepsilon}
$$

It follows from (2.1b) that $u_{\varepsilon, x}(x, 0)=0, u_{\varepsilon, x}(\varepsilon, t) \geqq 0$, and $u_{\varepsilon, x}(a, t)=0$, so the strong maximum principle implies that $u_{\varepsilon, x}>0$ in $\Omega_{\varepsilon}$. It also follows from the strong maximum principle and the parabolic version of Hopf's lemma that $u_{\varepsilon}$ is strictly monotone increasing as $\varepsilon$ decreases. In particular, we have $0<u_{\varepsilon}<u$ in $\Omega_{\varepsilon}$. Since $u_{\varepsilon}$ is bounded, $\lim _{\varepsilon \rightarrow 0} u_{\varepsilon}$ exists; we denote it by $Z$. Thus, $Z_{x} \geqq 0$ and $0<u_{\varepsilon} \leqq Z \leqq u$ in $\Omega_{\varepsilon}$.

For any $\sigma \in(\varepsilon, a)$, let $\Omega_{\sigma}=(\sigma, a) \times(0, T)$. We consider the solution $u_{\sigma}$ of the (regular) problem

$$
\begin{aligned}
& L u_{\sigma}=-f\left(u_{\sigma}\right), \quad(x, t) \in \Omega_{\sigma}, \\
& u_{\sigma}(x, 0)=0, \quad u_{\sigma}(\sigma, t)=u_{\varepsilon}(\sigma, t), \quad u_{\sigma, x}(a, t)=0 .
\end{aligned}
$$

Let $L^{*}$ denote the adjoint of $L$ (defined with the appropriate adjoint boundary conditions) and let $R^{*}(\xi, \tau ; x, t)$ be its Green's function (cf. [7, § 3.7; Chap. 5, Problem 5] and [12, §6.2]). We take $u=u_{\varepsilon}$ and $v(\xi, \tau)=R^{*}(\xi, \tau ; x, t)$ in Green's identity,

$$
v L u-u L^{*} v=\left[v u_{x}-u v_{x}+(b / x) u v\right]_{x}-(u v)_{t} .
$$

Integrating over the domain $(\sigma, a) \times(0, t-\delta)$, where $\delta$ is some small positive constant less than $t$, using Green's theorem, and letting $\delta$ tend to zero, we find

$$
\begin{aligned}
& u_{\varepsilon}(x, t)=\int_{0}^{t} \int_{\sigma}^{a} R^{*}(\xi, \tau ; x, t) f\left(u_{\varepsilon}(\xi, \tau)\right) d \xi d \tau \\
& \quad+\int_{0}^{t} R_{\xi}^{*}(\sigma, \tau ; x, t) u_{\varepsilon}(\sigma, \tau) d \tau, \quad(x, t) \in \Omega_{\sigma}
\end{aligned}
$$

Since $R^{*}(\xi, \tau ; x, t)>0$ for $(\xi, \tau) \in(\sigma, a) \times(0, t)$ (cf. [7, §3.7]), it follows that $R_{\xi}^{*}(\sigma, \tau ; x, t) \geqq 0$. Because $u_{\varepsilon}$ and $f\left(u_{\varepsilon}\right)$ are nondecreasing as $\varepsilon$ decreases, it follows from the monotone convergence theorem that

$$
\begin{aligned}
& Z(x, t)=\int_{0}^{t} \int_{\sigma}^{a} R^{*}(\xi, \tau ; x, t) f(Z(\xi, \tau)) d \xi d \tau \\
& \quad+\int_{0}^{t} R_{\xi}^{*}(\sigma, \tau ; x, t) Z(\sigma, \tau) d \tau, \quad(x, t) \in \Omega_{\sigma}
\end{aligned}
$$

Thus, $L Z=-f(Z)$ in $\Omega_{\sigma}$. Since $\sigma$ is arbitrary it follows that $L Z=-f(Z)$ in $\Omega$. Also, $Z_{x}(a, t)=0$ and $Z(x, 0)=0$. Because $0 \leqq u_{\varepsilon} \leqq Z \leqq u$ in $\Omega$, it must be the case that $Z(0, t)=0$. Since $u$ is unique, we have $u=Z$; hence, $u_{x} \geqq 0$.

Theorem 2. Suppose that the function $f$ is such that

$$
\begin{equation*}
\int_{0}^{c} f(u) d u=\infty \tag{2.2}
\end{equation*}
$$

If

$$
\begin{equation*}
\lim _{t \rightarrow T} u(a, t)=c, \tag{2.3}
\end{equation*}
$$

for some finite $T$, then the solution $u$ of $(1.5 \mathrm{a}, \mathrm{b})$ quenches.
Proof. The proof is by contradiction, where we assume that (2.3) holds, but $\left\|u_{t}(\cdot, t)\right\|$ remains bounded as $u(a, t)$ tends to $c$. (We recall from Lemma 1 (iii) that $\|u(\cdot, t)\|=u(a, t)$.)

By assumption, there exists a constant $M$ such that $u_{t}(x, t) \leqq M$ for all $(x, t) \in \bar{\Omega}$, the closure of $\Omega$. Hence,

$$
\begin{equation*}
u_{x x}+(b / x) u_{x}=x^{-b}\left(x^{b} u_{x}\right)_{x} \leqq M-f(u), \quad(x, t) \in \Omega . \tag{2.4}
\end{equation*}
$$

Because $u$ is a nondecreasing function of each argument and $u(a, t)$ tends to $c$ as $t \rightarrow T$, there certainly exists an open rectangle $Q=(\xi, a) \times(\tau, T)$ with $\xi>0$ such that $f(u) \geqq 2 M$ in $Q$. Then

$$
\begin{equation*}
2 x^{-b}\left(x^{b} u_{x}\right)_{x} \leqq-f(u), \quad(x, t) \in Q . \tag{2.5}
\end{equation*}
$$

If $b<0$, it follows that $2\left(x^{b} u_{x}\right)\left(x^{b} u_{x}\right)_{x} \leqq-f(u) u_{x} / a^{-2 b}$. On integration from $\xi$ to $a$ we find

$$
u_{x}^{2}(\xi, t) \geqq\left(\frac{\xi}{a}\right)^{-2 b} \int_{u(\xi, t)}^{u(a, t)} f(u) d u, \quad t \in(\tau, T)
$$

As $t$ approaches $T$, the integral grows beyond bounds, because of (2.2), so the same must be true for the (nonnegative) quantity $u_{x}(\xi, t)$. If $b \geqq 0$, then it follows from (2.5) that $2 u_{x x} \leqq-f(u)$. Since $u_{x} \geqq 0$, we have

$$
u_{x}^{2}(\xi, t) \geqq \int_{u(\xi, t)}^{u(a, t)} f(u) d u, \quad t \in(\tau, T)
$$

Again we arrive at the conclusion that $u_{x}(\xi, t)$ grows beyond bounds as $t$ tends to $T$.

Since $f$ is nondecreasing and $u$ is nonnegative, we have $f(u)>0$. The inequality (2.4) therefore yields $\left(x^{b} u_{x}\right)_{x} \leqq M x^{b}$ in $\Omega$. It follows on integration from some point $x$ to $\xi$ that

$$
\begin{aligned}
& u_{x}(x, t) \geqq x^{-b}\left\{\xi^{b} u_{x}(\xi, t)-[M /(1+b)]\left(\xi^{1+b}-x^{1+b}\right)\right\}, \quad b \neq-1, \\
& u_{x}(x, t) \geqq(x / \xi) u_{x}(\xi, t)-M x \ln (\xi / x), \quad b=-1 .
\end{aligned}
$$

A second integration from zero to $\xi$ yields

$$
\begin{aligned}
& u(\xi, t) \geqq \frac{\xi u_{x}(\xi, t)}{1-b}-\frac{M \xi^{2}}{1+b}\left(\frac{1}{1-b}-\frac{1}{2}\right), \quad b \neq-1, \\
& u(\xi, t) \geqq \frac{1}{2} \xi u_{x}(\xi, t)-\frac{1}{4} M \xi^{2}, \quad b=-1 .
\end{aligned}
$$

As $t$ tends to $T$, these lower bounds become arbitrarily large, so it would follow that $u(\xi, t)$ becomes aribtrarily large. But now we have a contradiction, because $u(\xi, t)$ is less than $u(a, t)$ and the latter quantity tends to the finite limit $c$.
3. Critical length. In this section we establish the existence of a critical length and show how the critical length can be determined.

Theorem 3. If $T=\infty$ and there exists a constant $C \in(0, c)$ such that $u(x, t) \leqq C$ for all $(x, t) \in \Omega$, then $u(\cdot, t)$ converges from below to a solution $U$ of the singular nonlinear two-point boundary value problem

$$
\begin{equation*}
U^{\prime \prime}+(b / x) U^{\prime}=-f(U), \quad x \in(0, a), \quad U(0)=0, \quad U^{\prime}(a)=0 \tag{3.1}
\end{equation*}
$$

The convergence is uniform on $[0, a]$. Furthermore, $u<U$ on $(0, a] \times(0, \infty)$.
Proof. Since the homogeneous problem corresponding to (3.1) has only the trivial solution, Green's function $G(x ; y)$ for (3.1) exists. A direct computation gives

$$
G(x ; y)= \begin{cases}(1-b)^{-1} x^{1-b}, & 0 \leqq x \leqq y, \\ (1-b)^{-1} y^{1-b}, & y \leqq x \leqq a .\end{cases}
$$

Let $F$ denote the function

$$
\begin{equation*}
F(x, t)=\int_{0}^{a} y^{b} G(x ; y) u(y, t) d y, \quad(x, t) \in \Omega . \tag{3.2}
\end{equation*}
$$

If $u$ satisfies the initial boundary value problem (1.5a, b), then Green's identity yields

$$
\begin{equation*}
F_{t}(x, t)=-u(x, t)+\int_{0}^{a} y^{b} G(x ; y) f(u(y, t)) d y \tag{3.3}
\end{equation*}
$$

According to Lemma 1 (ii), $u$ is strictly increasing in $t$ for $x \in(0, a]$. Since $f$ is nondecreasing, the integrand in (3.3) is monotone nondecreasing with respect to $t$. It follows from the monotone convergence theorem and the continuity of $f$ that

$$
\lim _{t \rightarrow \infty} F_{t}(x, t)=-\lim _{t \rightarrow \infty} u(x, t)+\int_{0}^{a} y^{b} G(x ; y) f\left(\lim _{t \rightarrow \infty} u(y, t)\right) d y .
$$

From (3.2) and Lemma 1(ii) we infer that $\lim _{t \rightarrow \infty} F_{t}(x, t) \geqq 0$. We claim that the limit is exactly zero. If the limit were (strictly) positive at some point $x$, it would follow that $F(x, t)$ would increase without bound as $t$ tends to infinity, so $u$ would reach $c$ in a
finite time, contradictory to the assumption that $T$ is infinite. The identity (3.3) implies that

$$
\lim _{t \rightarrow \infty} u(x, t)=\int_{0}^{a} y^{b} G(x ; y) f\left(\lim _{t \rightarrow \infty} u(y, t)\right) d y .
$$

That is, $\lim _{t \rightarrow \infty} u(x, t)=U(x)$. The uniform convergence follows from Dini's theorem.
Lemma 1(i) and (ii) imply that $U>0$ on ( $0, a$. Furthermore, $\left[L+f^{\prime}(\eta)\right](U-u)=$ 0 in $\Omega$ for some $\eta$ between $U$ and $u ; U-u>0$ at $t=0, U-u=0$ at $x=0$, and $U^{\prime}-u_{x}=0$ at $x=a$. Hence, $U-u>0$ for $0<x \leqq a$.

Theorem 4. Let $u_{\alpha}$ denote the solution of the problem ( $1.5 \mathrm{a}, \mathrm{b}$ ), where a is replaced by $a+\alpha$ for some constant $\alpha>0$. If $\lim _{t \rightarrow \infty} u(a, t)=c$, then $u_{\alpha}$ quenches.

Proof. Assume that $u_{\alpha}$ does not quench. Let $y=u_{\alpha}-u$. Then $\left[L+f^{\prime}(\eta)\right] y=0$ in $\Omega$ for some $\eta$ between $u$ and $u_{\alpha}$. Furthermore, $y(x, 0)=0, y(0, t)=0$, and $y_{x}(a, t) \geqq 0$ by Lemma 1 (iii). Therefore, $u_{\alpha} \geqq u$ in $\Omega$.

Let $\varepsilon$ and $t_{0}$ be positive numbers, chosen so that $f(z) \geqq(4 \varepsilon / \alpha)(2 / \alpha+3|b| / a)+\alpha^{2}$ for $z \in[c-\varepsilon, c)$ and $u\left(a, t_{0}\right) \geqq c-\varepsilon$. Let $S$ denote the domain ( $\left.a, a+\alpha\right) \times\left(t_{0}, \infty\right)$.

By assumption, $u_{\alpha}$ exists for all $t>0$; in particular, it must be the case that $u_{\alpha}<c$ in $S$. It follows from Lemma 1 (ii) and (iii) that $u_{\alpha} \geqq c-\varepsilon$ on the parabolic boundary $\partial_{p} S$ of $S$. Consider the function $z$, defined by the expression $z(x, t)=$ $c-\varepsilon+(x-a)(a+\alpha-x)\left(t-t_{0}\right)$ on $S$. Clearly, $z=c-\varepsilon$ on $\partial_{p} S$. Furthermore,

$$
\begin{aligned}
L z+f(z) \geqq-2 & \left(t-t_{0}\right)+(b / x)[2(a-x)+\alpha]\left(t-t_{0}\right) \\
& \quad-(x-a)(a+\alpha-x)+(4 \varepsilon / \alpha)(2 / \alpha+3|b| / a)+\alpha^{2}, \quad z \in[c-\varepsilon, c) .
\end{aligned}
$$

The lower bound is nonnegative in $(a, a+\alpha) \times\left(t_{0}, t_{0}+4 \varepsilon / \alpha^{2}\right)$. It follows from the strong maximum principle that $u_{\alpha}>z$ in this domain; hence, the (nonstrict) inequality $u_{\alpha} \geqq z$ holds at the point $(x, t)=\left(a+\alpha / 2, t_{0}+4 \varepsilon / \alpha^{2}\right)$, where $z$ assumes the value $c$. But now we have a contradiction, since $u_{\alpha}<c$ everywhere in $S$.

Theorem 3 implies that there exists a critical length $a^{*}$ such that $u$ exists on $[0, a]$ for all $t>0$ if $a<a^{*}$. The critical length $a^{*}$ is determined as the supremum of all positive values $a$ for which a solution $U$ of (3.1) exists; if $U\left(a^{*}\right)$ exists, then $u\left(a^{*}, t\right)$ exists also. According to Theorem 4, $u$ quenches if $a>a^{*}$.

We now give a procedure to compute the critical length $a^{*}$. Let $a<a^{*}$ and let $U_{0}=0$ on $[0, a]$. We construct a sequence $\left\{U_{n}\right\}_{n \in N}$ by defining $U_{n}$ as the solution of the boundary value problem

$$
U_{n}^{\prime \prime}+(b / x) U_{n}^{\prime}+f\left(U_{n-1}\right)=0, \quad x \in(0, a), \quad U_{n}(0)=0, \quad U_{n}^{\prime}(a)=0 .
$$

In terms of Green's function $G$, we have

$$
\begin{equation*}
U_{n}(x)=\int_{0}^{a} \xi^{b} G(x ; \xi) f\left(U_{n-1}(\xi)\right) d \xi, \quad n=1,2, \cdots \tag{3.4}
\end{equation*}
$$

The sequence is well defined.
Theorem 5. The sequence $\left\{U_{n}\right\}_{n \in N}$ converges monotonically upwards to the minimal solution $U$ of the boundary value problem (3.1). This minimal solution satisfies the inequality $U<c$ on $[0, a]$.

Proof. Since $f(0)>0$ and $G(\cdot ; \xi)>0$ in $\Omega$, it follows that $U_{1}>0$ on ( $\left.0, a\right]$. From Lemma 1(ii) and Theorem 3 it follows that $0<U<c$ on ( $0, a$ ]. Since $f$ is nondecreasing, we have $\left(U-U_{1}\right)^{\prime \prime}+(b / x)\left(U-U_{1}\right)^{\prime} \leqq 0$; furthermore, $\left(U-U_{1}\right)(0)=0$ and $(U-$ $\left.U_{1}\right)^{\prime}(a)=0$. The positivity of Green's function then yields the inequality $U>U_{1}$ on ( $0, a$ ]. Similarly $U>U_{2}>U_{1}$ on ( $0, a$ ] and, by induction,

$$
\begin{equation*}
0<U_{n}<U_{n+1}<U<c \quad \text { on }(0, a], \quad n=1,2, \cdots . \tag{3.5}
\end{equation*}
$$

Hence, there exists a function $V(x)$ such that $\lim _{n \rightarrow \infty} U_{n}=V$. The integrand in (3.4) is nondecreasing with respect to $n$ and integrable, so it follows from the monotone convergence theorem that $V$ satisfies the equation

$$
V(x)=\int_{0}^{a} \xi^{b} G(x ; \xi) f(V(\xi)) d \xi
$$

Hence, $V$ is a solution of (3.1). It follows from (3.5) that $V$ is minimal.
We have implemented this result in the following algorithm to determine $a^{*}$ for a given $b<1$. Starting with an estimated value $A$ for $a^{*}$ and taking $U_{0}=0$, we compute $U_{n}$ by means of (3.4). The integration is done by dividing the interval [ $0, a$ ] into $N$ equal subintervals; we use the IMSL library subroutine ICSCCU (cubic spline interpolation in single precision) to interpolate the function $U_{n-1}$ at the $N+1$ subdivision points, the subroutine ICSEVU (cubic spline evaluation in single precision) to evaluate $U_{n-1}$ in the integrand, and the subroutine DCADRE (single precision Romberg integration) to do the integration. In this way we obtain $U_{n}(x)$ at the points $x=\xi_{i}, i=$ $2, \cdots, N+1$ of the subdivision. If $U_{n}(a)<c$ and $\max \left\{U_{n}\left(\xi_{i}\right)-U_{n-1}\left(\xi_{i}\right): i=\right.$ $2,3, \cdots, N+1\}<0.5 \times 10^{-d}$ (for a desired accuracy of $d$ decimal places), we claim that $u$ exists globally; if $U_{n}(a) \geqq c$, we claim that $u$ quenches. In the latter case, we decrease $A$ by a small positive amount, to obtain a new estimate of $a^{*}$, and repeat the procedure, until we find that $u$ exists globally. We then use the method of bisection to determine a value $a^{* *}$ such that $u$ exists globally for $a \leqq a^{* *}$, but $u$ quenches for $a>a^{* *}$. We then claim that $a^{*}=a^{* *}$ to the accuracy prescribed.
4. Quenching time. It remains to obtain an upper bound for the quenching time T. Consider the singular Sturm-Liouville problem

$$
\begin{align*}
& -x^{-b}\left(x^{b} w^{\prime}\right)^{\prime}=\lambda^{2} w, \quad x \in(0, a)  \tag{4.1a}\\
& w(0)=0, \quad w^{\prime}(a)=0 . \tag{4.1b}
\end{align*}
$$

The general solution of (4.1a) is $w(x)=x^{\nu}\left[c_{1} J_{\nu}(\lambda x)+c_{2} Y_{\nu}(\lambda x)\right]$, where $c_{1}$ and $c_{2}$ are arbitrary constants, $\lambda>0$, and $J_{\nu}$ and $Y_{\nu}$ are Bessel functions of the first and second kind, respectively, with $\nu=\frac{1}{2}(1-b)$ (cf. [15, § 9.1]). The eigenvalues $\lambda^{2}$ of (4.1a, b) are found from the equation $J_{\nu-1}(\lambda a)=0$. If $j_{\nu-1}$ denotes the first positive zero of $J_{\nu-1}$, then the smallest positive eigenvalue is $\lambda^{2}=\left(j_{\nu-1} / a\right)^{2}$; the corresponding eigenfunction is $x^{\nu} J_{\nu}(\lambda x)$.

Any function $z$ that satisfies the differential inequality

$$
\begin{equation*}
L z \geqq-f(z), \quad(x, t) \in \Omega, \tag{4.2}
\end{equation*}
$$

and the initial and boundary conditions $z(x, 0)=0, z(0, t)=0, z_{x}(a, t)=0$, is a lower bound for $u$, by virtue of the strong maximum principle and the parabolic version of Hopf's lemma. We will seek a lower bound of the form

$$
z(x, t)=x^{\nu} J_{\nu}\left(j_{\nu-1} x / a\right) g(t)
$$

According to (4.2), we have

$$
\begin{equation*}
g^{\prime}(t)+\left(\frac{j_{\nu-1}}{a}\right)^{2} g(t) \leqq \frac{f\left(x^{\nu} J_{\nu}\left(j_{\nu-1} x / a\right) g(t)\right)}{x^{\nu} J_{\nu}\left(j_{\nu-1} x / a\right)} \tag{4.3}
\end{equation*}
$$

The expression in the left member is independent of $x$. Since we are looking for a lower bound, we may take the infimum of the expression in the right member with
respect to $x$; the infimum exists, because $\nu>0$. Let $G(g(t))$ satisfy the inequality

$$
G(g(t)) \leqq \inf \left\{\frac{f\left(x^{\nu} J_{\nu}\left(j_{\nu-1} x / a\right) g(t)\right)}{x^{\nu} J_{\nu}\left(j_{\nu-1} x / a\right)}: x \in[0, a]\right\}
$$

Then we can determine $g$ as the solution of the initial value problem

$$
\begin{equation*}
g^{\prime}(t)+\left(j_{\nu-1} / a\right)^{2} g(t)=G(g(t)), \quad t>0, \quad g(0)=0 . \tag{4.4}
\end{equation*}
$$

Here, the initial condition comes from $u(x, 0)=0$. As the function $x^{\nu} J_{\nu}\left(j_{\nu-1} x / a\right)$ is nondecreasing on $[0, a]$, it attains its maximum at $x=a$. Denoting this maximum by $m$, we have $m=a^{\nu} J_{\nu}\left(j_{\nu-1}\right)$. Thus, an upper bound $t_{1}$ for the quenching time is found from the equation

$$
\begin{equation*}
m g\left(t_{1}\right)=c . \tag{4.5}
\end{equation*}
$$

5. Example. We illustrate the results of the previous sections for $f(u)=(1-u)^{-1}$. By Theorem 2, $u$ quenches as $u(a, t)$ tends to 1 . In this case, the inequality (4.3) is

$$
g^{\prime}(t)+\left(\frac{j_{\nu-1}}{a}\right)^{2} g(t) \leqq \frac{1}{x^{\nu} J_{\nu}\left(j_{\nu-1} x / a\right)\left[1-x^{\nu} J_{\nu}\left(j_{\nu-1} x / a\right) g(t)\right]} .
$$

It follows from (4.4) and elementary calculus that

$$
\frac{g^{\prime}(t)}{g(t)}+\left(\frac{j_{\nu-1}}{a}\right)^{2}= \begin{cases}{[m g(t)(1-m g(t))]^{-1},} & 0<g(t) \leqq(2 m)^{-1},  \tag{5.1}\\ 4, & (2 m)^{-1}<g(t) \leqq m^{-1}\end{cases}
$$

where $g(0)=0$. The differential equations can be integrated by a separation of variables. Let $t_{0}$ denote the time when $g\left(t_{0}\right)=(2 m)^{-1}$. Integrating the first of the equations (5.1) from zero to $t_{0}$, we obtain

$$
\begin{align*}
t_{0}=\frac{a}{j_{\nu-1}} & {\left[4-\left(\frac{j_{\nu-1}}{a}\right)^{2}\right]^{-1 / 2} \tan ^{-1}\left\{\frac{j_{\nu-1}}{a}\left[4-\left(\frac{j_{\nu-1}}{a}\right)^{2}\right]^{-1 / 2}\right\} }  \tag{5.2}\\
& -\frac{1}{2}\left(\frac{a}{j_{\nu-1}}\right)^{2} \ln \left[1-\left(\frac{j_{\nu-1}}{2 a}\right)^{2}\right]
\end{align*}
$$

Next, integrating the second of the equations (5.1) from $t_{0}$, we obtain

$$
\begin{equation*}
g(t)=(2 m)^{-1} \exp \left\{\left[4-\left(\frac{j_{\nu-1}}{a}\right)^{2}\right]\left(t-t_{0}\right)\right\} \tag{5.3}
\end{equation*}
$$

According to (4.5), an upper bound $t_{1}$ of the quenching time is given by $m g\left(t_{1}\right)=1$. Using (5.3), we find $\exp \left\{\left[4-\left(j_{\nu-1} / a\right)^{2}\right]\left(t_{1}-t_{0}\right)\right\}=2$, from which we obtain

$$
\begin{equation*}
t_{1}=t_{0}+\frac{\ln 2}{4-\left(j_{\nu-1} / a\right)^{2}} . \tag{5.4}
\end{equation*}
$$

We deduce from (5.2) that $4-\left(j_{\nu-1} / a\right)^{2}>0$. Hence, $u$ quenches when $a>\frac{1}{2} j_{\nu-1}$. In particular, when $b=0, \nu=\frac{1}{2}$ and $J_{-1 / 2}(z)=[2 /(\pi z)]^{1 / 2} \cos z$, so $j_{-1 / 2}=\frac{1}{2} \pi$. Thus, $u$

Table 1
Critical length $a^{*}$ for four values of $b$.

| $b$ | $\nu$ | $\frac{1}{2} j_{\nu-1}$ | $a^{*}$ |
| :---: | :---: | :---: | :---: |
| 0.40000 | 0.30000 | 0.58570 | 0.57840 |
| 0.00000 | 0.50000 | 0.78540 | 0.76515 |
| -0.40000 | 0.70000 | 0.96140 | 0.92314 |
| -1.00000 | 1.00000 | 1.20241 | 1.12927 |

quenches if $a>\frac{1}{4} \pi$. This result agrees with Walter's conclusion [14] that $l^{*} \leqq \frac{1}{2} \pi$ for (1.1a, b). The solution quenches for $a=\frac{1}{2} \pi$; (5.2) and '(5.4) give the following estimate for the quenching time: $t_{1}=\pi / 6 \sqrt{3}+\ln \left(2^{4 / 3} / \sqrt{3}\right)=0.67719$ (to five decimal places).

Using the procedure of $\S 3$, we have determined $a^{*}$ to five decimal places for various values of $b$. We started the algorithm with the estimate $A=\frac{1}{2} j_{\nu-1}-0.1$ of $a^{*}$, since we already knew that $u$ quenched if $a>\frac{1}{2} j_{\nu-1}$. The results are given in Table 1 .

We note that $2 a^{*}=1.5303$ (to four decimal places) if $b=0$, in agreement with the result of Acker and Walter [1] for the initial boundary value problem (1.1a, b).
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# GLOBAL SOLUTIONS AND LONG-TIME BEHAVIOR TO A FITZHUGH-NAGUMO MYELINATED AXON MODEL* 

PEI-LI CHEN $\dagger$ AND JONATHAN BELL $\dagger \ddagger$

$$
\begin{aligned}
& \text { Abstract. A class of problems of the following form is considered: } \\
& \qquad \begin{aligned}
& u_{t}=u_{x x}-g u, \\
& u_{t}=u_{x}(n+, t)-u_{x}(n-, t)+f(u)-w, \\
& w_{t}=\sigma u-\gamma w, \\
& x \in \mathbb{R} \backslash Z, \\
& x=n \in Z, \\
& x=n \in Z .
\end{aligned}
\end{aligned}
$$

In particular, the existence of solutions to the Cauchy problem is proved and the time evolution of solutions to the problem is studied. Such a system models an infinite, myelinated axon with discrete, excitable nodes spaced unit distance apart, and the model dynamics are of Fitzhugh-Nagumo type.

Key words. myelinated axon, Fitzhugh-Nagumo, reaction-diffusion equation
AMS(MOS) subject classifications. 35A05, B40, 92A05

1. Introduction. There has been considerable analytical work done on axon models. Much of this work has been done on models representing an unmyelinated axon that leads to a reaction-diffusion equation, for conservation of current, coupled to one or more ordinary differential equations. A particular form of model that has proved tractable to work with is the so-called Fitzhugh-Nagumo model (see, e.g., [7], [9] and references therein). Particular questions addressed analytically have been the existence and stability of action potentials (traveling wave solutions), as well as various long-time behavior of the solutions.

Myelinated axons, which are much more prevalent in human anatomy than unmyelinated axons, have also been modeled, but analytically such models have been studied much less. Some asymptotic behavior has been considered in the simplest models in [2]-[4]. In such axons their membranes are wrapped in a sheath of lipoprotein, which insulates most of the axon. There are, however, intervals along the axon where gaps, called nodes of Ranvier, appear in the sheathing. This allows a conducting path to the excitable membrane of the axon. Myelination allows the axon to conduct pulses by exciting only a small percentage of membrane, thus permitting transmission at greatly reduced energy expenditure and higher speeds than comparably sized unmyelinated axons.

In this paper we analyze a myelinated axon version of the Fitzhugh-Nagumo model having the following form:

$$
\begin{array}{ll}
u_{t}=u_{x x}-g u, & x \in \mathbb{R} \backslash Z, \\
u_{t}=\left[u_{x}\right]_{n}+f(u)-w, & x=n \in Z, \\
w_{t}=\sigma u-\gamma w, & x=n \in Z . \tag{1.3}
\end{array}
$$

Here $u$ represents the transmembrane potential, and $w$ is a "recovery" variable usually associated with long timescale ionic processes. The first equation represents diffusion

[^39]of potential in the myelinated segments, while equations (1.2)-(1.3) represent the dynamics at the nodes. The myelinated segments are scaled to have unit length, and the nodes are located at the integer values along the axis. Here $\left[u_{x}\right]_{n}$ means $\lim _{\varepsilon \rightarrow 0+}\left\{u_{x}(n+\varepsilon, t)-u_{x}(n-\varepsilon, t)\right\}$, and $f(u)$ is a current-voltage relation to be specified. Parameters $g, \sigma$, and $\gamma$ are positive constants.

In § 2 we prove the existence of solutions to the Cauchy problem for (1.1)-(1.3) via Hilbert space methods. The arguments used in § 2 are similar to those used by Cosner in [5], who has studied a boundary value problem without the recovery process being included. In § 3 we study the long-time behavior of a class of problems of the form (1.1)-(1.3). In particular, we show via Lyapunov techniques when $u \rightarrow 0$ as $t \rightarrow \infty$ and when $u \rightarrow Q(x) \neq 0$ as $t \rightarrow \infty$, where $Q(x)$ represents an excited state of the axon.
2. Existence. Consider problem (1.1)-(1.3) with $(u, u(\cdot, t), w)_{t=0}=(\varphi(x), \psi, h)$, where $\varphi(x)$ is continuous and bounded on $\mathbb{R}$ and $\lim _{x \rightarrow n} \varphi(x)=\psi(n)$. Here $g, \sigma$, and $\gamma$ are fixed positive constants and $f(u)$ is assumed to be extendible to a function on $\mathbb{C}$ which, if viewed as a function of two variables, is considered $C^{1}$. In the usual FitzHugh-Nagumo case, $f$ is taken to be the cubic $f(u)=b u(1-u)(u-a), b>0$, and $a \in(0,1)$. Below our approach is to set up the appropriate machinery and show that the hypotheses of the Sobolev Existence Theorem are satisfied.

We define a linear operator $A: X \rightarrow H$ by

$$
A(u, v, w)=\left(-u_{x x}+u,\left(\left[-u_{x}\right]_{j}+v^{j}\right)_{z},\left(w^{j}\right)_{z}\right), \quad u(j, \cdot)=v^{j}
$$

Here

$$
H=\left\{(p, q, r): p \in L^{2}(\mathbb{R} \backslash Z), q \in l^{2}(\mathbb{R}), r \in l^{2}(\mathbb{R})\right\}
$$

with the inner product

$$
\left\langle\left(p_{1}, q_{1}, r_{1}\right),\left(p_{2}, q_{2}, r_{2}\right)\right\rangle_{H}=\int_{\mathbb{R} \backslash Z} p_{1} \bar{p}_{2}+\Sigma_{Z}\left(q_{1}^{i} \bar{q}_{2}^{i}+r_{1}^{i} \bar{r}_{2}^{i}\right)
$$

and

$$
\begin{aligned}
& X=\left\{(p, q, r) \in H: p^{\prime}, p^{\prime \prime} \in L^{2}(\mathbb{R} \backslash Z), p^{\prime}\right. \text { is absolutely continuous on } \\
& \left.\qquad(j-1, j) \text { for each } j \in Z,\left(\left[p^{\prime}\right]_{j}\right)_{Z} \in l^{2}, \lim _{x \rightarrow j} p(x)=q^{j}\right\} .
\end{aligned}
$$

$H$ is a complete complex Hilbert space and $X$ is dense in $H$. For the analysis we need another subspace in $H$, namely

$$
\begin{aligned}
& Y=\left\{(p, q, r) \in H: p^{\prime} \in L^{2}(\mathbb{R} \backslash Z), p\right. \text { is absolutely continuous } \\
& \text { on } \left.(j-1, j) \text { for each } j \in Z, \lim _{x \rightarrow j} p(x)=q^{j}\right\}
\end{aligned}
$$

with the inner product

$$
\left\langle\left(p_{1}, q_{1}, r_{1}\right),\left(p_{2}, q_{2}, r_{2}\right)\right\rangle_{Y}=\int_{\mathbb{R} \backslash Z}\left(p_{1} \bar{p}_{2}+p_{1}^{\prime} \bar{p}_{2}^{\prime}\right)+\Sigma_{Z}\left(q_{1}^{j} \bar{q}_{2}^{j}+r_{1}^{j} \bar{r}_{2}^{j}\right) .
$$

It follows that

$$
W \subset Y \subset H
$$

with

$$
\|(u, v, w)\|_{H} \leqq\|(u, v, w)\|_{Y} \quad \text { for any }(u, v, w) \in Y
$$

We first show that $A$ has a bounded inverse, so that $A$ is closed (since $\operatorname{dom} A=X$ is dense in $H$ ). This is equivalent to solving

$$
\begin{equation*}
A(u, v, w)=(p, q, r) \in H, \quad(u, v, w) \in X \tag{2.1}
\end{equation*}
$$

with $\|(u, v, w)\|_{H} \leqq K\|(p, q, r)\|_{H}$ for some constant $K$.
To solve (2.1) we first obtain a generalized solution in $Y$ and then show that such a solution must belong to $X$.

When we choose a $(p, q, r) \in H$, for any $(x, y, z) \in Y$, since

$$
\langle(x, y, z),(p, q, r)\rangle_{H} \leqq\|(x, y, z)\|_{H}\|(p, q, r)\|_{H} \leqq\|(x, y, z)\|_{Y}\|(p, q, r)\|_{H},
$$

$\langle(x, y, z),(p, q, r)\rangle_{H}$ defines a bounded linear functional on $Y$, so by the Riesz Representation Theorem, there exists a unique $(u, v, w) \in Y$ such that

$$
\begin{equation*}
\langle(x, y, z),(u, v, w)\rangle_{Y}=\langle(x, y, z),(p, q, r)\rangle_{H} . \tag{2.2}
\end{equation*}
$$

Thus, for any given $(p, q, r) \in H$, we define $B: H \rightarrow Y \subset H$ by

$$
B(p, q, r)=(u, v, w)
$$

By (2.2),

$$
\begin{aligned}
\|B(p, q, r)\|_{Y}^{2} & =\langle(u, v, w),(u, v, w)\rangle_{Y}=\langle(u, v, w),(p, q, r)\rangle_{H} \\
& \leqq\|(u, v, w)\|_{Y}\|(p, q, r)\|_{H} \\
& =\|B(p, q, r)\|_{Y}\|(p, q, r)\|_{H} .
\end{aligned}
$$

Therefore

$$
\|B(p, q, r)\|_{Y} \leqq\|(p, q, r)\|_{H}
$$

$\|B\| \leqq 1$; that is, $B$ is bounded.
It remains to show that $B$ maps $H$ into $X$ and that any solution ( $u, v, w$ ) to (2.2) in $X$ satisfies $A(u, v, w)=(p, q, r) \in H$.

To prove $B$ maps $H$ into $X$, the analysis in [6, § I.15] can be used to conclude that $\left.u\right|_{(a, b)} \in H^{2}[(a, b)]$ for any $a, b$ with $j-1<a<b<j, j \in Z$. This occurs provided $(u, v, w) \in Y$ satisfies (2.2) for a given $(p, q, r) \in H$, and there exists a constant $C$ such that for any $\varphi \in C_{0}^{\infty}[(j-1, j)]$, we have

$$
\begin{equation*}
\left|\int_{(j-1, j)} \varphi^{\prime} \bar{u}^{\prime}\right| \leqq C\|\varphi\|_{L^{2}[(j-1, j)]} \tag{2.3}
\end{equation*}
$$

The inequality (2.3) is essentially the inequality (15.6) in [6, § I.15].
Choose $\varphi \in C_{0}^{\infty}(\mathbb{R})$ with supp $\varphi \subset[a, b] \subset(j-1, j)$, and let $\psi=\left(\psi^{k}\right)_{z}, \eta=\left(\eta^{k}\right)_{z}$ be such that $\psi^{k}=\eta^{k}=0$ for all $k$; then

$$
(\varphi, \psi, \eta) \in Y
$$

and (2.2) yields

$$
\begin{equation*}
\int_{(j-1, j)} \varphi^{\prime} \bar{u}^{\prime}=\int_{(j-1, j)} \varphi(\bar{p}-\bar{u}) \tag{2.4}
\end{equation*}
$$

Hence, by Hölder's inequality,

$$
\left|\int_{(j-1, j)} \varphi^{\prime} \bar{u}^{\prime}\right| \leqq\left(\|(p, q, r)\|_{H}+\|B(p, q, r)\|_{H}\right)\|\varphi\|_{L^{2}[(j-1, j)]}
$$

since $(p, q, r)$ is given and $B: H \rightarrow H$ is bounded, this establishes (2.3). Therefore, $\left.u^{\prime \prime}\right|_{(a, b)} \in L^{2}(a, b)$ for any $[a, b] \subset(j-1, j)$. By taking complex conjugates in (2.4), we have

$$
-\int_{(a, b)} u^{\prime \prime} \bar{\varphi}=\overline{\int_{(a, b)} \varphi^{\prime} \bar{u}^{\prime}}=\int_{(a, b)} \bar{\varphi}(p-u)
$$

for any $\varphi \in C_{0}^{\infty}[(a, b)]$. By choosing a suitable $\varphi$ and by (2.2) we also can conclude that $u^{\prime \prime}, u^{\prime} \in L^{2}(\mathbb{R})$.

Since $C_{0}^{\infty}$ is dense in $L^{2}$, for any $h \in L^{2}[(a, b)]$,

$$
\int_{(a, b)}\left(-u^{\prime \prime}\right) \bar{h}=\int_{(a, b)}(p-u) \bar{h} ;
$$

therefore,

$$
-u^{\prime \prime}=p-u \quad \text { or } \quad-u^{\prime \prime}+u=p \quad \text { on }(a, b)
$$

hence

$$
\begin{array}{ll}
-u^{\prime \prime}+u=p & \text { on }(j-1, j) \\
-u^{\prime \prime}+u=p & \text { on } \mathbb{R} \backslash Z
\end{array}
$$

this is the first equation of (2.1).
Since $L^{2}[(j-1, j)] \subset L^{1}[(j-1, j)]$ it follows that $u^{\prime}$ is absolutely continuous on $(j-1, j)$ and that

$$
u^{\prime}(b)-u^{\prime}(a)=\int_{(a, b)} u^{\prime \prime} \quad \text { for any }(a, b) \subset(j-1, j)
$$

Let $a \rightarrow j-1$ or $b \rightarrow j$ to see that $u^{\prime}(j-1+)$ and $u^{\prime}(j-)$ are well defined. Next we verify the last two equations in (2.1).

Let $\left(w_{j}, y_{j}, 0\right)$ be such that $y_{j}^{k}=\delta_{j k}$, and $w_{j}^{\prime}=(1 / h)_{\chi_{(j-h, j)}}$ on $(j-h, j), w_{j}^{\prime}=$ $-(1 / h)_{(j, j+h)}$ on $(j, j+h)$, and $w^{\prime}=0$ otherwise, where $h>0$ is arbitrary. Then $w_{j}=$ $(1 / h)(x-j+h)$ on $(j-h, j), w_{j}=-(1 / h)(x-j-h)$ on $(j, j+h)$, and $w_{j}=0$ otherwise. It follows that $\left(w_{j}, y_{j}, 0\right) \in Y$, and (2.2) yields

$$
\begin{align*}
& \left(\frac{1}{h}\right) \int_{(j-h, j)} u^{\prime}+\left(\frac{1}{h}\right) \int_{(j-h, j)}(x-j+h) u-\left(\frac{1}{h}\right) \int_{(j, j+h)} u^{\prime}-\left(\frac{1}{h}\right) \int_{(j, j+h)}(x-j-h) u+v^{j} \\
& \quad=\left(\frac{1}{h}\right) \int_{(j-h, j)}(x-j+h) p-\left(\frac{1}{h}\right) \int_{(j, j+h)}(x-j-h) p+q^{j} . \tag{2.5}
\end{align*}
$$

Noting that

$$
\begin{gathered}
\left(\frac{1}{h}\right) \int_{(j-h, j)} u^{\prime}=\left(\frac{1}{h}\right)[u(j)-u(j-h)] \rightarrow u^{\prime}(j-), \\
\left(\frac{1}{h}\right) \int_{(j, j+h)} u^{\prime} \rightarrow u^{\prime}(j+) \quad \text { as } h \rightarrow 0
\end{gathered}
$$

and $\left|(1 / h) \int_{(j-h, j)}(x-j+h) w\right| \leqq \int_{(j-h, j)}|w| \rightarrow 0$ as $h \rightarrow 0$ for any $w \in l^{2}(\mathbb{R})$, we may let $h \rightarrow 0$ in (2.5), to obtain the equation

$$
u^{\prime}(j-)-u^{\prime}(j+)+v^{j}=q^{j},
$$

which is the second equation of (2.1).

Choose $\left(0,0, z_{j}\right) \in Y$, with $z_{j}^{k}=\delta_{j k}$, substitute this into (2.2), i.e.,

$$
\left\langle\left(0,0, z_{j}\right),(u, v, w)\right\rangle_{Y}=\left\langle\left(0,0, z_{j}\right),(p, q, r)\right\rangle_{H} ;
$$

hence $w^{j}=r^{j}$, and so we have the third equation.
Thus $B$ is a map from $H$ to $X$, and for any $(p, q, r) \in H, B(p, q, r)=(u, v, w)$, ( $u, v, w$ ) satisfies (2.3) and $A B(p, q, r)=(p, q, r)$ and also by the construction we have $B A(u, v, w)=(u, v, w)$ for any $(u, v, w) \subset X$.

Since $B=A^{-1}$ is a bounded operator defined on all of $H, X=\operatorname{dom} A$ is dense in $H, B$ is linear, and $\|B\|_{H} \neq 0$, so $\|B\|_{X}=\|B\|_{H}$ and $\|A\|_{X}=\|B\|_{X}^{-1}=\|B\|_{H}^{-1} . A$ is a closed, bounded operator, so we have proved the following lemma.

Lemma 1. The operator $A$ defined by $A(u, v, w)=\left(-u_{x x}+u,\left(-\left[u_{x}\right]_{j}+v^{j}\right)_{Z},\left(w^{j}\right)_{z}\right)$ with $\operatorname{dom} A=X$ is a closed operator from $X$ to $H$ with $A^{-1}: H \rightarrow H$ bounded.

To apply semigroup theory to our nonlinear problem, we need to show that the operator $A$ satisfies

$$
\begin{equation*}
\left\|(\lambda-A)^{-1}\right\| \leqq C /(1+|\lambda|) \quad \text { for } \operatorname{Re} \lambda \leqq 0 \tag{2.6}
\end{equation*}
$$

for some constant $C>0$, where $\|\cdot\|$ denotes the operator norm on $B(H)$. Let $\theta(A) \subset \mathbb{C}$ be given by

$$
\theta(A)=\left\{\langle A(u, v, w),(u, v, w)\rangle_{H}:(u, v, w) \in \operatorname{dom} A,\|(u, v, w)\|_{H}=1\right\}
$$

and let

$$
\Gamma=\operatorname{cl}(\theta(A)), \quad \Delta=\mathbb{C} \backslash \Gamma .
$$

Choosing $\|(u, v, w)\|_{H}=1$, we have

$$
\begin{aligned}
\langle A(u, v, w),(u, v, w)\rangle_{H}= & \int_{\mathbb{R} \backslash Z}\left(u^{\prime \prime}+u\right) \bar{u}+\Sigma_{Z}\left(\left(-\left[u^{\prime}\right]_{j}+v^{j}\right) \bar{v}^{j}+w^{j} \bar{w}^{j}\right) \\
= & \int_{\mathbb{R} \backslash Z}\left(\left|u^{\prime}\right|^{2}+|u|^{2}\right)+\Sigma_{Z} u^{\prime}(j+) \bar{u}(j+)-\Sigma_{Z} u^{\prime}(j-) \bar{u}(j-) \\
& -\Sigma_{Z}\left[u^{\prime}\right]_{j} \bar{v}^{j}+\Sigma_{Z}\left(\left|v^{j}\right|^{2}+\left|w^{j}\right|^{2}\right) ;
\end{aligned}
$$

here $u^{\prime}=u_{x}, u^{\prime \prime}=u_{x x}$. Since

$$
u(j+)=u(j-)=v^{j} \quad \text { for }(u, v, w) \in X
$$

and

$$
u^{\prime}(j+)-u^{\prime}(j-)=\left[u^{\prime}\right]_{j}
$$

then

$$
\begin{aligned}
\langle A(u, v, w),(u, v, w)\rangle_{H} & =\int_{\mathbb{R} \backslash Z}\left(\left|u^{\prime}\right|^{2}+|u|^{2}\right)+\Sigma_{Z}\left(\left|v^{j}\right|^{2}+\left|w^{j}\right|^{2}\right) \\
& =\|(u, v, w)\|_{Y}^{2} \geqq\|(u, v, w)\|_{H}^{2}=1 .
\end{aligned}
$$

Now $\theta(A) \subset[1, \infty)$ and $\Gamma \subset[1, \infty)$, and $\Delta=\mathbb{C} / \Gamma$ is connected in $\mathbb{C}$ since $A^{-1} \in B(H)$ and $A$ has deficiency zero on $\Delta$. Later we will use the following lemma, which appears in [5], and which is a special case of Theorem 3.2 of [8, Chap. V].

Lemma 2. Suppose that $A$ is closed and $\Delta$ is connected. For $\lambda \in \Delta, A-\lambda$ has nullity zero and constant deficiency. If the deficiency of $A-\lambda$ is zero, then $\Delta$ is contained in the resolvent set of $A$ and

$$
\begin{equation*}
\left\|(\lambda-A)^{-1}\right\| \leqq 1 / \operatorname{dist}(\lambda, \Gamma) \tag{2.7}
\end{equation*}
$$

where $\operatorname{dist}(\lambda, \Gamma)$ is the distance from $\lambda$ to $\Gamma$ in $\mathbb{C}$.
By (2.7) for $\operatorname{Re} \lambda \leqq 0$, if we suppose $\lambda=a+b \vec{i}$, then we can easily conclude that dist $(\lambda, \Gamma) \geqq(1+\lambda) / 2$; hence $A$ satisfies (2.6).

To prove the solution of (1.1)-(1.3) exists, we rewrite (1.1)-(1.3) as follows:

$$
\begin{align*}
& u_{t}-u_{x x}+u=(1-g) u, \\
& v_{t}^{j}-\left[u_{x}\right]_{j}+v^{j}=v^{j}+f\left(v^{j}\right)-w^{j}, \\
& w_{t}^{j}+w^{j}=(1-\gamma) w^{j}+\sigma v^{j},  \tag{2.8}\\
& \left.(u, v, w)\right|_{t=0}=(\varphi, \psi, \eta),
\end{align*}
$$

and let

$$
F(t,(u, v, w))=\left((1-g) u,\left(v^{j}+f\left(v^{j}\right)-w^{j}\right)_{Z},\left((1-\gamma) w^{j}+\sigma v^{j}\right)_{Z}\right) .
$$

Then (2.8) can be written abstractly as

$$
\begin{gather*}
\frac{d}{d t}(u, v, w)+A(u, v, w)=F(t,(u, v, w)),  \tag{2.9}\\
\left.(u, v, w)\right|_{t=0}=(\varphi, \psi, \eta) \tag{2.10}
\end{gather*}
$$

Here we require that

$$
\begin{equation*}
(\varphi, \psi, \eta) \in \operatorname{dom} A=X . \tag{2.11}
\end{equation*}
$$

Next, we use the following lemma (see the Sobolev theorem in [6]) to prove (2.9)-(2.11) has a solution.

Lemma 3. Let $A$ be a closed linear operator on a Banach space E such that (2.7) holds. Suppose that $F(t, p)$ is a function on $\left[0, T_{0}\right] \times E$ such that for some constants $\alpha, \eta \in(0,1)$ and for any $R>0$ there exists a constant $C(R)$ for which

$$
\begin{equation*}
\left\|F\left(t_{1}, A^{-\alpha} p_{1}\right)-F\left(t_{2}, A^{-\alpha} p_{2}\right)\right\|_{E} \leqq C(R)\left[\left|t_{1}-t_{2}\right|^{\eta}+\left\|p_{1}-p_{2}\right\|_{E}\right] \tag{2.12}
\end{equation*}
$$

for all $t_{1}, t_{2} \in\left[0, T_{0}\right], p_{1}, p_{2} \in E$ with $\left\|p_{1}\right\|_{E},\|p\|_{E}<R$. Then for any $p_{0} \in \operatorname{dom}(A)$ and each $R>\left\|A^{\alpha} p_{0}\right\|_{E}$, there exists a $t^{*}=t^{*}\left(R,\left\|A^{\alpha} p_{0}\right\|_{E}\right)>0$ such that the problem

$$
\begin{equation*}
\frac{d p}{d t}+A p=F(t, p), \quad p(0)=p_{0} \tag{2.13}
\end{equation*}
$$

has a unique solution in $\left[0, t^{*}\right]$. Furthermore, if there exists a constant $R^{\prime}>0$ such that for any solution $p$ of (2.13) in $\left[0, T_{1}\right], T_{1} \leqq T_{0}$, we have

$$
\|A p\|_{E}<R^{\prime}
$$

then we may choose $R>R^{\prime}$ and thus apply the local existence assertion to $\left[0, t^{*}\right],\left[t^{*}, 2 t^{*}\right]$, and so on until $\left[0, T_{0}\right]$ is exhausted.

Since the operator $A$ in (2.13) was shown to be closed on $X$ and to satisfy (2.7), we need only establish (2.12) for the function $F$ in (2.9) to conclude the local existence of a solution to (2.1). Let

$$
\left(x_{k}, y_{k}, z_{k}\right)=A^{-\alpha}\left(u_{k}, v_{k}, w_{k}\right) \quad \text { for } k=1,2 .
$$

If $\left\|\left(u_{k}, v_{k}, w_{k}\right)\right\|_{H}<R$ for $k=1,2$, then

$$
\left|y_{k}^{j}\right| \leqq\left\|y_{k}\right\|_{l^{2}} \leqq\left\|\left(x_{k}, y_{k}, z_{k}\right)\right\|_{H} \leqq\left\|A^{-\alpha}\right\| R ;
$$

so

$$
\begin{align*}
& \left\|\left(f\left(y_{1}^{j}\right)-f\left(y_{2}^{j}\right)\right)_{z}\right\|_{I^{\prime}} \leqq \sup _{|y| \leq\left\|A^{-\alpha}\right\| R}\left|f^{\prime}(y)\right|\left\|y_{1}-y_{2}\right\|_{I^{2}} \\
& \quad \leqq C_{0}(R)\left\|\left(x_{1}-x_{2}, y_{1}-y_{2}, z_{1}-z_{2}\right)\right\|_{H} \\
& \quad \leqq C_{0}(R)\left\|A^{-\alpha}\right\|\left\|\left(u_{1}, v_{1}, w_{1}\right)-\left(u_{2}, v_{2}, w_{2}\right)\right\|_{H}, \\
& \left\|\left(y_{1}^{j}-y_{2}^{j}+f\left(y_{1}^{j}\right)-f\left(y_{2}^{j}\right)-\left(z_{1}^{j}-z_{2}^{j}\right)\right)_{z}\right\|_{I^{2}} \\
& \quad \leqq\left(C_{0}(R)+2\right)\left\|A^{-\alpha}\right\|\left\|\left(u_{1}, v_{1}, w_{1}\right)-\left(u_{2}, v_{2}, w_{2}\right)\right\|_{H}  \tag{2.14}\\
& =C_{1}(R)\left\|\left(u_{1}, v_{1}, w_{1}\right)-\left(u_{2}, v_{2}, w_{2}\right)\right\|_{H} .
\end{align*}
$$

Then

$$
\begin{align*}
& \left\|F\left(t_{1}, A^{-\alpha}\left(u_{1}, v_{1}, w_{1}\right)\right)-F\left(t_{2}, A^{-\alpha}\left(u_{2}, v_{2}, w_{2}\right)\right)\right\|_{H} \\
& =\left\|F\left(t_{1},\left(x_{1}, y_{1}, z_{1}\right)\right)-F\left(t_{2},\left(x_{2}, y_{2}, z_{2}\right)\right)\right\|_{H} \\
& =\|(1-g)\left(x_{1}-x_{2}\right),\left(y_{1}^{j}-y_{2}^{j}+f\left(y_{1}^{j}\right)-f\left(y_{2}^{j}\right)-\left(z_{1}^{j}-z_{2}^{j}\right)\right)_{Z}, \\
& \quad \quad\left((1-\gamma)\left(z_{1}^{j}-z_{2}^{j}\right)+\sigma\left(y_{1}^{j}-y_{2}^{j}\right)\right)_{Z} \|_{H}  \tag{2.15}\\
& \leqq|1-g|\left\|\left(x_{1}-x_{2}, 0,0\right)\right\|_{H} \\
& \quad+\left\|\left(0,\left(y_{1}^{j}-y_{2}^{j}+f\left(y_{1}^{j}\right)-f\left(y_{2}^{j}\right)-\left(z_{1}^{j}-z_{2}^{j}\right)\right)_{Z}, 0\right)\right\|_{H} \\
& \quad+|1-\gamma|\left\|\left(0,0, z_{1}^{j}-z_{2}^{j}\right)\right\|_{H}+\sigma\left\|\left(0,0, y_{1}^{j}-y_{2}^{j}\right)_{Z}\right\|_{H},
\end{align*}
$$

since

$$
\begin{aligned}
& \|(x, 0,0)\|_{H} \leqq\|(x, y, z)\|_{H}, \\
& \|(0, y, 0)\|_{H} \leqq\|(x, y, z)\|_{H}, \\
& \|(0,0, z)\|_{H} \leqq\|(x, y, z)\|_{H} .
\end{aligned}
$$

From (2.14) and (2.15)

$$
\begin{align*}
& \left\|F\left(t_{1}, A^{-\alpha}\left(u_{1}, v_{1}, w_{1}\right)\right)-F\left(t_{2}, A^{-\alpha}\left(u_{2}, v_{2}, w_{2}\right)\right)\right\|_{H} \\
& \quad \leqq\left(|1-g|+C_{1}(R)+|1+\gamma|+\sigma\right)\left\|A^{-\alpha}\right\|\left\|\left(u_{1}, v_{1}, w_{2}\right)-\left(u_{2}, v_{2}, w_{2}\right)\right\|_{H} . \tag{2.16}
\end{align*}
$$

Hence we have the local existence of a unique solution to (2.9)-(2.11).
To obtain the global existence we must bound $\|A(u, v, w)\|_{H}$ for any solution $P=(u, v, w)$ to (2.9)-(2.11). It is sufficient to bound $\|(u, v, w)\|_{H}$, and $\left\|\left(u_{t}, v_{t}, w_{t}\right)\right\|$, since, if $\|(u, v, w)\|_{H} \leqq M$, then $\left|v^{j}\right| \leqq M$ and

$$
\left|f\left(v^{j}\right)\right| \leqq \sup _{|y| \leqq M}\left|f^{\prime}(y) \| v^{j}\right| .
$$

Hence $f\left(v^{j}\right)$ is bounded provided $\sup _{|y| \leqq M}\left|f^{\prime}(y)\right|$ is bounded.
Now the idea is to construct a Lyapunov function and prove that $\|(u, v, w)\|_{H}$ and $\left\|\left(u_{t}, v_{t}, w_{t}\right)\right\|$ are bounded. Let

$$
E(t)=\left(\|(u, v, w)\|_{H}^{2}+\left\|(u, v, w)_{t}\right\|_{H}^{2}\right) / 2 .
$$

If we only consider that $u,\left(v^{j}\right)_{Z},\left(w^{j}\right)_{z}$ are real functions, then

$$
\begin{align*}
& E^{\prime}(t)=\int_{\mathbb{R}}\left(u u_{t}+u_{t} u_{t t}\right)+\Sigma_{Z}\left(v_{t}^{j} v_{t t}^{j}+v_{t}^{j} v^{j}+w^{j} w_{t}^{j}+w_{t}^{j} w_{t t}^{j}\right) \\
& =\int_{\mathbb{R}} u\left(u_{x x}-g u\right)+u_{t}\left(u_{x x t}-g u_{t}\right) \\
& +\Sigma_{Z}\left\{v_{t}^{j}\left[u_{x t}\right]_{j}+f^{\prime}\left(v^{j}\right)\left|v_{t}^{j}\right|^{2}-w_{t}^{j} v_{t}^{j}+v^{j}\left[u_{x}\right]_{j}+f\left(v^{j}\right) v^{j}-w^{j} v^{j}\right. \\
& \left.-\gamma\left|w^{j}\right|^{2}+\sigma v^{j} w^{j}-\gamma\left|w_{t}^{j}\right|^{2}+\sigma v_{t}^{j} w_{t}^{j}\right\}  \tag{2.17}\\
& =-\int_{\mathbb{R}}\left(u_{x}^{2}+g u^{2}+u_{t x}^{2}+g u_{t}^{2}\right) \\
& +\Sigma_{Z}\left\{f^{\prime}\left(v^{j}\right)\left|v_{t}^{j}\right|^{2}+f^{\prime}\left(\theta v^{j}\right)\left|v^{j}\right|^{2}+(\sigma-1) w_{t}^{j} v_{t}^{j}+(\sigma-1) v^{j} w^{j}\right. \\
& \left.-\gamma\left(\left(w^{j}\right)^{2}+\left(w_{t}^{j}\right)^{2}\right)\right\} \\
& =I_{1}+I_{2},
\end{align*}
$$

where

$$
\begin{aligned}
& I_{1}=-\int_{\mathbb{R}}\left(u_{x}^{2}+g u^{2}+u_{x t}^{2}+g u_{t}^{2}\right) \\
& I_{2}=\Sigma_{Z}\left\{f^{\prime}\left(v^{j}\right)\left|v_{t}^{j}\right|^{2}+(\sigma-1) w_{t}^{j} v_{t}^{j}-\gamma\left|w_{t}^{j}\right|^{2}+f^{\prime}\left(\theta v^{j}\right)\left|v^{j}\right|^{2}+(\sigma-1) v^{j} w^{j}-\gamma\left|w^{j}\right|^{2}\right\}
\end{aligned}
$$

Suppose there exists a positive constant $k_{1}>0$ such that

$$
\begin{equation*}
\sup _{y \in \mathbb{R}}\left(f^{\prime}(y)\right)=k_{1} ; \tag{2.18}
\end{equation*}
$$

then

$$
I_{2} \leqq \Sigma_{Z}\left\{k_{1}\left(\left|v^{j}\right|^{2}+\left|v_{t}^{j}\right|^{2}\right)+(\sigma-1)\left(v^{j} w^{j}+v_{t}^{j} w_{t}^{j}\right)\right\} .
$$

By Cauchy's inequality, we can find another constant $k_{2}>0$, which makes

$$
I_{2} \leqq k_{2} \Sigma_{Z}\left\{\left|w_{t}^{j}\right|^{2}+\left|v_{t}^{j}\right|^{2}+\left|w^{j}\right|^{2}+\left|v^{j}\right|^{2}\right\} ;
$$

hence

$$
E^{\prime}(t) \leqq k_{2} E(t),
$$

which implies

$$
\begin{equation*}
E(t) \leqq A E^{k_{2} t} \tag{2.19}
\end{equation*}
$$

for some constant $A$.
Since we have already proved the local existence to (2.9)-(2.11) in $\left[0, T_{1}\right]$ for $T_{1} \leqq T_{0}$, by (2.19) we know that $\|(u, v, w)\|_{H},\left\|(u, v, w)_{t}\right\|_{H}$ are bounded in [0, $T_{0}$ ]. Hence there exists an $R^{\prime}>0$ such that $\|A(u, v, w)\|_{H}<R^{\prime}$ for any solution of (2.9)-(2.11) in [ $0, T_{0}$ ]. By using Lemma 3, (2.9)-(2.10) have a unique global solution in [0, $T_{0}$ ]. Since $T_{0}$ is arbitrary, we have the following theorem.

Theorem. If $\left(\varphi_{0}, \psi_{0}, \eta_{0}\right) \in X$ and condition (2.18) holds, then the problem (2.1) has a unique solution $(u, v, w) \in X$ for all $t>0$.
3. Long-time behavior of solutions. Suppose $u(x, t), w^{1}(n, t)$ is the solution of the following system:

$$
\begin{array}{ll}
u_{t}=u_{x x}-g u, & x \in \mathbb{R} \backslash Z, \\
u_{t}=\left[u_{x}\right]_{n}+F(u)-w^{1}, & x=n \in Z, \\
w_{t}^{1}=\sigma u-\gamma w^{1}, & x=n \in Z . \tag{3.3}
\end{array}
$$

Here $g, \sigma$, and $\gamma$ are positive constants and $F \in C^{1}(\mathbb{R})$ satisfies the condition that there exists an interval $(\alpha, \beta) \in \mathbb{R}$ and a constant $B>0$, such that $B \leqq F^{\prime}(y)<0$ whenever $y \in(\alpha, \beta)$.

Let $Q(x), w^{2}(n)$, for $x \in \mathbb{R}$ and $n \in Z$, be such that $\left(Q,\left(Q^{j}\right)_{Z},\left(w^{2 j}\right)_{Z}\right)\left(Q^{j}=\right.$ $\left.\lim _{x \rightarrow j} Q(x)\right)$ is a solution to the stationary problem

$$
\begin{array}{ll}
Q_{x x}(x)-g Q(x)=0, & x \in \mathbb{R} \backslash Z, \\
{\left[Q_{x}(n)\right]_{n}+F(Q(n))-w^{2}=0,} & x=n \in Z, \\
\sigma Q(n)-\gamma w^{2}(n)=0, & x=n \in Z . \tag{3.6}
\end{array}
$$

We discuss the existence of such solutions in the next section.
Define

$$
\begin{array}{ll}
V(x, t) \equiv u(x, t)-Q(x), & x \in \mathbb{R}, \\
W(n, t) \equiv w^{1}(n, t)-w^{2}(n), & n \in Z,
\end{array}
$$

and

$$
\begin{aligned}
& E_{0}(t)=\int_{\mathbb{R} \backslash Z}\left(V^{2}+V_{x}^{2}\right) d x / 2 \\
& E(t)=\left[\int_{\mathbb{R} \backslash Z}\left(V^{2}+a V_{x}^{2}\right) d x+\Sigma_{z} b\left(W^{2}+\sigma V^{2}\right)\right] / 2,
\end{aligned}
$$

where

$$
a=\min \left\{1, \frac{\gamma}{\sigma}, \frac{2}{B}\right\} \quad \text { and } \quad b=\frac{a g+1}{\sigma}
$$

Suppose $u, w^{1}, Q$ satisfy the following:
(i) $u(x, t)$ is $C^{3}$ in $x \in \mathbb{R} \backslash Z, C^{0}$ in $x \in \mathbb{R}$, and $C^{1}$ in $t \in \mathbb{R}^{+} ; u_{t}$ is $C^{0}$ in $x \in \mathbb{R} ; Q(x)$ is $C^{3}$ in $x \in \mathbb{R} \backslash Z, C^{0}$ in $x \in \mathbb{R} ; w^{1}(n, t)$ is $C^{1}$ in $t \in \mathbb{R}^{+}$for each $n \in Z$.
(ii) There exists a $\delta>0$ such that $-B \leqq F^{\prime}(y) \leqq-a_{1}<0$ whenever $y \in$ $(\alpha+\delta / 2, \beta-\delta / 2)$, the steady-state solution $Q(x) \in(\alpha+\delta, \beta-\delta)$ and $u(x, 0)$ satisfies $|u(x, 0)-Q(x)|<\delta / 2$.
(iii) $E(t),(d / d t) E(t)$ are uniformly convergent on $\mathbb{R}$, and suppose

$$
\{E(0)\}^{1 / 2}<\delta \sqrt{a} /(2 K),
$$

where $K$ is a constant satisfying

$$
\sup _{x \in \mathbb{R}}|u(x, t)-Q(x)| \leqq K\left\{E_{0}(t)\right\}^{1 / 2}
$$

(see [1, Lemma 5.15]).
In § 2 we have shown that if the initial data lies in $X$, so does the solution. In this section we desire a bit more smoothness to the solution, as given by (i). We suppose that given smooth enough initial data, that the resulting solution will be sufficiently smooth, then we can conclude the following theorem.

Theorem. If $u(x, t), w^{1}(n, t)$, and $Q(x)$ satisfy the above conditions, then $u(x, t) \rightarrow$ $Q(x)$ uniformly on $\mathbb{R}$ as $t \rightarrow \infty$, and $w^{1}(n, t) \rightarrow w^{2}(n)$ uniformly on $Z$ as $t \rightarrow \infty$.

Proof. By (2.1)-(2.3) and (2.4)-(2.5), $V(x, t)$ and $W(n, t)$ satisfy the following equations:

$$
\begin{array}{ll}
V_{t}=V_{x x}-g V, & x \in \mathbb{R} \backslash Z, \\
V_{t}=\left[V_{x}\right]_{n}+F^{\prime}(Q+\theta(u-Q)) V-W, & x=n \in Z, \\
W_{t}=\sigma V-\gamma W, & x=n \in Z \tag{3.9}
\end{array}
$$

where $\theta=\theta(x, t) \in(0,1)$. Now consider $(d / d t) E(t)$ :

$$
\begin{aligned}
E^{\prime}(t)= & \int_{\mathbb{R} / Z}\left(V V_{t}+a V_{x} V_{x t}\right) d x+\Sigma_{Z}\left[b W W_{t}+\sigma b V V_{t}\right] \\
= & \Sigma_{Z}\left\{\int_{n}^{n+1}\left[V\left(V_{x x}-g V\right)+a V_{x}\left(V_{x x}-g V\right)_{x}\right] d x\right. \\
& \left.+b W(\sigma V-\gamma W)+\sigma b V\left(\left[V_{x}\right]_{n}+F^{\prime}(\xi(x)) V-W\right)\right\},
\end{aligned}
$$

where (3.1)-(3.3) has been used, and

$$
\xi(x)=Q+\theta(u-Q) .
$$

We can put this in the following form:

$$
E^{\prime}(t)=-\int_{\mathbb{R} \backslash Z}\left(V_{x}^{2}+\tilde{g} V^{2}+a V_{x x}^{2}+a \tilde{g} V_{x}^{2}\right) d x-\Sigma_{Z}\left\{\tilde{g}\left(\left[V_{x}\right]_{n}, V\right)+h\left(\left[V_{x}\right]_{n}, W\right)\right\},
$$

where

$$
\begin{aligned}
& \tilde{g}(x, y)=\frac{a x^{2}}{2}+a F^{\prime}(\xi) x y+\sigma b\left(-F^{\prime}(\xi)\right) y^{2} \\
& h(x, y)=\frac{a x^{2}}{2}-a x y-b \gamma y^{2} .
\end{aligned}
$$

If $|u(x, t)-Q(x)| \leqq \delta / 2$ and $Q(x) \in(a+\delta, b-\delta)$, then by (ii),

$$
-B \leqq F^{\prime}(\xi) \leqq-a_{1}<0 ;
$$

so

$$
\begin{aligned}
\left(\frac{a}{2}\right) \sigma b\left(-F^{\prime}(\xi)\right) & =\left(\frac{a}{2}\right)(a g+1)\left(-F^{\prime}(\xi)\right) \\
& >\left(\frac{a}{2}\right)\left(-F^{\prime}(\xi)\right)
\end{aligned}
$$

Since $a=\min \{\gamma / \sigma, 1,2 / B\}$,

$$
1 \geqq \frac{a B}{2} \geqq \frac{a\left(-F^{\prime}(\xi)\right)}{2} ;
$$

hence

$$
\left(\frac{a}{2}\right) \sigma b\left(-F^{\prime}(\xi)\right) \geqq\left[\frac{a\left(-F^{\prime}(\xi)\right)}{2}\right]^{2} ;
$$

$\tilde{g}(x, y)$ is positive definite, and there exists a $p>0$ such that

$$
\tilde{g}(x, y) \geqq p\left(x^{2}+y^{2}\right) \quad \text { for all }(x, y) \in \mathbb{R} .
$$

Similarly, since

$$
\begin{aligned}
\frac{a b \gamma}{2} & =\frac{a \gamma(a g+1)}{2 \sigma} \\
& \geqq \frac{a^{2}(a g+1)}{2}>\frac{a^{2}}{4},
\end{aligned}
$$

there exists a $q>0$, such that

$$
h(x, y) \geqq q\left(x^{2}+y^{2}\right) .
$$

Therefore

$$
\begin{aligned}
E^{\prime}(t) & \leqq-\int_{\mathbb{R} \backslash Z}\left[(a g+1) V_{x}^{2}+g V^{2}+a V_{x x}^{2}\right] d x-\Sigma_{Z}\left\{p\left(V^{2}+a V_{x}^{2}\right)+q\left(\left[V_{x}\right]_{n}^{2}+W^{2}\right)\right\} \\
& \leqq-g \int_{\mathbb{R} / Z}\left(V^{2}+a V_{x}^{2}\right) d x-\Sigma_{Z}\left\{p V^{2}+q W^{2}\right\}
\end{aligned}
$$

Choose a constant $r_{1}>0$ such that

$$
\frac{(a g+1) r_{1}}{2 \sigma} \leqq p, \quad \frac{(a g+1) r_{1}}{2} \leqq q, \quad \frac{r_{1}}{2} \leqq g .
$$

Then we have

$$
E^{\prime}(t) \leqq-r_{1} E(t)
$$

Now we claim that

$$
R(x, t)=|V(x, t)|=|u(x, t)-Q(x)| \leqq \delta / 2 \quad \text { for all } t \in \mathbb{R}^{+} .
$$

By the initial condition, $R(0, t)<\delta / 2$; so suppose there exists a $t^{*}>0$ such that $R\left(x_{0}, t^{*}\right)>\delta / 2$ for some $x_{0} \in \mathbb{R}$. Define $T_{1}=\inf \{t>0: R(x, t)>\delta / 2$ for some $x \in \mathbb{R}\}$. Since $R(0, t)<\delta / 2$ and $R\left(x_{0}, t^{*}\right)>\delta / 2$, this $T_{1}$ exists, and $R(x, t) \leqq \delta / 2$ whenever $t<T_{1}$. This means

$$
Q(x)+\theta(u(x, t)-Q(x)) \in(a+\delta / 2, b-\delta / 2)
$$

so

$$
F^{\prime}(Q(x)+\theta(u(x, t)-Q(x))) \leqq-a_{1}<0 \quad \text { for all } t<T_{1} .
$$

This implies

$$
E^{\prime}(t) \leqq-r_{1} E(t) \quad \text { for all } t<T_{1},
$$

and so we have

$$
E\left(T_{1}\right) \leqq E(0)
$$

On the other hand,

$$
\begin{aligned}
\sup _{x \in \mathbb{R}} R\left(x, T_{1}\right) & \leqq K\left\{E_{0}\left(T_{1}\right)\right\}^{1 / 2} \\
& \leqq K / \sqrt{a}\left\{E\left(T_{1}\right)\right\}^{1 / 2} \\
& \leqq K / \sqrt{a}\{E(0)\}^{1 / 2}<\delta / 2 .
\end{aligned}
$$

This contradicts the assumption $R\left(x_{0}, T_{1}\right) \geqq \delta / 2$. Therefore, such a point $\left(x_{0}, T_{1}\right)$ does not exist, and so

$$
R(x, t)=|u(x, t)-Q(x)| \leqq \delta / 2 \quad \text { for all } t \in \mathbb{R}^{+}, \quad x \in \mathbb{R} .
$$

Also

$$
F^{\prime}(Q(x)+\theta(u(x, t)-Q(x))) \leqq-a_{1}<0 \quad \text { for all } x \in \mathbb{R}, \quad t \in \mathbb{R}^{+} .
$$

With

$$
\frac{d}{d t} E(t) \leqq-r_{1} E(t) \quad \text { for all } t \in \mathbb{R}^{+}
$$

we have $E(t) \rightarrow 0$ as $t \rightarrow \infty$, and since $\sup _{x \in \mathbb{R}}|u(x, t)-Q(x)| \leqq K\left\{E_{0}(t)\right\}^{1 / 2}$, we have $u(x, t) \rightarrow Q(x)$ uniformly on $\mathbb{R}$, as $t \rightarrow \infty$. Since

$$
\begin{aligned}
& \frac{a g+1}{2 \sigma}\left|w_{1}(n, t)-w_{2}(n)\right|^{2} \leqq\{E(t)\}^{1 / 2} \text { for all } n \in Z, \\
& w_{1}(n, t) \rightarrow w_{2}(n)=\frac{\sigma}{\gamma} Q(n) \quad \text { uniformly on } Z \text { as } t \rightarrow \infty .
\end{aligned}
$$

This completes the proof.
As an example, consider the function

$$
f(x)=x(x-\alpha)(1-x) \quad \text { where } 0<\alpha<1 \text { and } x \in[0,1] .
$$

Now

$$
f^{\prime}(x)=-3 x^{2}+2(1+\alpha) x-\alpha, \quad f^{\prime \prime}(x)=-6 x+2(1+\alpha) .
$$

The root of $f^{\prime \prime}(x)=0$ is $x=(1+\alpha) / 3$ and so we have

$$
\begin{aligned}
f^{\prime}\left(\frac{1+\alpha}{3}\right) & =\max _{0 \leqq x \leqq 1} f^{\prime}(x) \\
& =\frac{1+\alpha^{2}-\alpha}{3}>0 .
\end{aligned}
$$

Also, $f^{\prime}(0)=-\alpha<0, f^{\prime}(1)=-1+\alpha<0$. The two roots of $f^{\prime}(x)=0$ are

$$
x_{1}=\frac{\alpha}{1+\alpha+\left(1+\alpha^{2}-\alpha\right)^{1 / 2}}, \quad x_{2}=\frac{1+\alpha+\left(1+\alpha^{2}-\alpha\right)^{1 / 2}}{3} .
$$

If we choose $F(x)=f(x)$ in the theorem, then $F^{\prime}(x)<0$ whenever $x \in\left(0, x_{1}\right)$ or $x \in\left(x_{2}, 1\right)$, and, in fact,

$$
-\max \{\alpha, 1-\alpha\} \leqq F^{\prime}(x)<0 \quad \text { on }\left(0, x_{1}\right) \cup\left(x_{2}, 1\right) .
$$

Hence we have the following corollary.
Corollary. If we choose the function $F(y)=y(y-\alpha)(1-y), 0<\alpha<1$ and $y \in$ $[0,1]$, and for the interval $(a, b)=\left(0, x_{1}\right)$ or $(a, b)=\left(x_{2}, 1\right)$, then we have $u(x, t) \rightarrow Q(x)$ uniformly on $\mathbb{R}$ as $t \rightarrow \infty$, and $w_{1}(n, t) \rightarrow(\sigma / \gamma) Q(n)$ uniformly on $Z$ as $t \rightarrow \infty$.

If $(a, b)=\left(0, x_{1}\right)$, it is the subthreshold long-time behavior. If $(a, b)=\left(x_{2}, 1\right)$, it is the superthreshold long-time behavior.
4. Steady-state solutions. It remains to show the steady-state solution exists in the intervals $\left(0, x_{1}\right)$ or $\left(x_{2}, 1\right)$.

Considering $u$ as a function of $x$, then (1.1)-(1.3) becomes

$$
\begin{array}{ll}
u_{x x}-g u=0, & x \in \mathbb{R} \backslash Z, \\
{\left[u_{x}\right]_{n}+f(u)-\frac{\sigma}{\gamma} u=0,} & x=n \in Z \tag{4.2}
\end{array}
$$

where now we take the case $f(u)=u(u-\alpha)(1-u)$. In the steady-state case $w$ is given by $w(n)=\sigma u(n) / \gamma$.

From (4.1), the general solution is

$$
\begin{aligned}
u(x)=\left[v_{j+1} \sinh \sqrt{g}(x-j)+v_{j} \sinh \sqrt{g}(j+1-x)\right] / \sinh \sqrt{g}, & \\
& j \leqq x \leqq j+1, \quad j \in Z,
\end{aligned}
$$

where $v_{j}=u(j), j \in Z$. Letting $G=\sqrt{g} / \sinh (\sqrt{g})$, we have

$$
\left[u_{x}\right]_{n}=G\left(v_{n+1}-2 \cosh \sqrt{g} v_{n}+v_{n-1}\right) .
$$

Substituting this expression in (4.2), we obtain

$$
\begin{equation*}
v_{j+1}-2 v_{j}+v_{j-1}+F\left(v_{j}\right)=0 \tag{4.3}
\end{equation*}
$$

where $F\left(v_{j}\right)=\left\{2(1-\cosh \sqrt{g})+\left(\left(v_{j}-\alpha\right)\left(1-v_{j}\right)-\sigma / \gamma\right) / G\right\} v_{j}$.
First, we consider $\left\{v_{j}\right\}$ as a constant solution of (4.3), i.e., $v_{j} \equiv c>0$ for $j \in Z$.
Then (4.3) becomes

$$
\begin{equation*}
\frac{\sigma}{\gamma}+2 G(\cosh \sqrt{g}-1)=(c-\alpha)(1-c) . \tag{4.4}
\end{equation*}
$$

Let $c=x$ in (4.4) and consider the function

$$
y(x)=x^{2}-(1+\alpha) x+K
$$

where $K=\alpha+2(\cosh \sqrt{g}-1) G+\sigma / \gamma$. Then the two roots of $y(x)=0$ are

$$
\begin{equation*}
x_{\sigma / \gamma, g}(\alpha)=\left(1+\alpha \pm\left((1+\alpha)^{2}-4 K\right)^{1 / 2}\right) / 2 . \tag{4.5}
\end{equation*}
$$

To have two distinct, real roots, we must have

$$
(1+\alpha)^{2}>4 K
$$

or, equivalently,

$$
\begin{equation*}
(1-\alpha)^{2}>4 \frac{\sigma}{\gamma}+8 G(\cosh \sqrt{\mathrm{~g}}-1) . \tag{4.6}
\end{equation*}
$$

If $\alpha, \sigma$, and $\gamma$ satisfy $(1-\alpha)^{2}>4(\sigma / \gamma)$, since $\lim _{x \rightarrow 0}(x / \sinh x)=1, \lim _{x \rightarrow 0}$ $\cosh x=1$, by (4.6) we can find a small $g_{b}>0$, such that $y(x)=0$ has two roots $C_{1 g}$, $C_{2 g}$ whenever $0<g<g_{b}$.

In this case, (4.1)-(4.2) has two solutions:

$$
\begin{align*}
& Q_{1 g}(x)=C_{1 g} R(x),  \tag{4.7}\\
& Q_{2 g}(x)=C_{2 g} R(x), \tag{4.8}
\end{align*}
$$

where

$$
\begin{aligned}
R(x)=[\sinh \sqrt{g}(x-j)+\sinh \sqrt{g}(j+1-x)] / \sinh \sqrt{g}, & \\
& j \leqq x \leqq j+1, \quad j \in Z
\end{aligned}
$$

and

$$
0<C_{1 g}<C_{2 g}<1 .
$$

Next, we use this result to see whether there is a solution $Q(x)$ of (4.1)-(4.2) satisfying the corollary in § 3 .

Example. If we choose $\alpha=2 / 3, \sigma / \gamma=1 / 40$, and $g$ is small enough, there exists a $Q_{2 g}(x)$ that lies entirely in $\left(x_{2}, 1\right)$.

To show this, we see that

$$
\begin{aligned}
\left.x_{2}\right|_{\alpha=2 / 3} & =\left(1+\alpha+\left(1+\alpha^{2}-\alpha\right)^{1 / 2}\right) /\left.3\right|_{\alpha=2 / 3} \\
& =(5+\sqrt{7}) / 9 \\
& \cong 0.8495279 .
\end{aligned}
$$

From (4.5), since $\sigma / \gamma=1 / 40$, we have

$$
x_{1 / 40, g}\left(\frac{2}{3}\right)=\left(\frac{5}{3}+\left(\frac{1}{90}-8 G(\cosh \sqrt{g}-1)\right)^{1 / 2}\right) / 2 .
$$

When $g=0$,

$$
x_{1 / 40,0}\left(\frac{2}{3}\right)>0.88603>\left.x_{2}\right|_{\alpha=2 / 3} ;
$$

hence we can choose $g$ small enough such that

$$
x_{1 / 40, g}\left(\frac{2}{3}\right)>\left.x_{2}\right|_{\alpha=2 / 3} .
$$

That means there exists a $g^{*}>0$ such that the above inequality holds whenever $0 \leqq g<g^{*}$. Let

$$
C_{g}\left(\frac{1}{40}, \frac{2}{3}\right)=x_{1 / 40, g}\left(\frac{2}{3}\right) ;
$$

then

$$
C_{g}\left(\frac{1}{40}, \frac{2}{3}\right) \in\left(\left.x_{2}\right|_{\alpha=2 / 3}, 1\right),
$$

and

$$
Q(x)=C_{g}\left(\frac{1}{40}, \frac{2}{3}\right)(\sinh \sqrt{g}(x-j)+\sinh \sqrt{g}(j+1-x)) / \sinh \sqrt{g}, \quad j \leqq x \leqq j+1
$$

is a solution of (4.1)-(4.2).
Since

$$
\begin{aligned}
\min _{j \leqq x \leq j+1} Q(x) & =Q\left(j+\frac{1}{2}\right) \\
& =C_{g}\left(\frac{1}{40}, \frac{2}{3}\right)\left(\frac{1}{\cosh \sqrt{g / 2}}\right),
\end{aligned}
$$

there exists a $g_{*}$ satisfying $g^{*} \geqq g_{*}>0$ such that

$$
\min _{j \leqq x \leqq j+1} Q(x)>\left.x_{2}\right|_{\alpha=2 / 3} \quad \text { whenever } 0 \leqq g \leqq g_{*} .
$$

Since

$$
\max _{j \leqq x \leqq j+1} Q(x)=Q(j)=Q(j+1)=C_{g}\left(\frac{1}{40}, \frac{2}{3}\right)<1
$$

we can conclude that

$$
Q(x) \in\left[\left.x_{2}\right|_{\alpha=2 / 3}, 1\right] \quad \text { for all } x \in \mathbb{R}
$$

whenever $\alpha=2 / 3, \sigma / \gamma=1 / 40$ and $0<g<g_{*}$.
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#### Abstract

The Cauchy problem of the Korteweg-de Vries equation is considered with measures as initial data. Global weak solutions are constructed for any bounded positive Radon measure on $\mathbb{R}$.
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1. Introduction and a main result. In this paper we consider the Cauchy problem for the Korteweg-de Vries equation

$$
\begin{gather*}
u_{t}+u_{x x x}-6 u u_{x}=0, \quad t>0, \quad x \in \mathbb{R},  \tag{1.1}\\
u(0, x)=\mu(x), \tag{1.2}
\end{gather*}
$$

where $\mu(x)$ is a bounded positive Radon measure on $\mathbb{R}$.
Many papers cover the global existence of solutions for (1.1)-(1.2) (see, e.g., [1], [2], [4]-[8], [10]-[13], [17]-[18], [21], and [24]-[29]). Roughly speaking, the methods used to solve (1.1)-(1.2) can be divided into two categories. One is the inverse scattering method (see, e.g., [4]-[7], [10], [14], [17], [21], [24], and [25]) and the other is the energy (or $L^{2}$-theory) method (see, e.g., [1], [2], [11]-[13], [18], [22], and [26]-[29]). Recently, the smoothing property of solutions for (1.1)-(1.2) has attracted many mathematicians and (1.1)-(1.2) has been solved for irregular initial data. In [10], by the inverse scattering method, Kappeler shows that if the initial datum $\mu(x)$ is a real measure defined on the Borel sets on $\mathbb{R}$ and satisfies the decay condition at infinity

$$
\begin{equation*}
\int_{-\infty}^{\infty}(1+|x|)^{N} d|\mu|(x)<\infty, \quad N \geqq 3, \tag{1.3}
\end{equation*}
$$

then (1.1)-(1.2) has a global classical solution (see also Murray [5] and Sacks [21]). Here $|\mu|$ denotes the absolute variation of $\mu$. On the other hand, by the energy method Kato [12] and Kruzhkov and Faminskii [13] showed that if the initial datum is in $L^{2}(\mathbb{R})$, then (1.1)-(1.2) has a global solution. In this paper we will prove the following theorem.

Theorem 1.1. Let $\mu(x)$ be a positive Radon measure on $\mathbb{R}$ such that

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d \mu(x)<\infty . \tag{1.4}
\end{equation*}
$$

Then (1.1)-(1.2) has a global weak solution $u(t, x)$ such that

$$
\begin{gather*}
u(t, x) \in L^{2}((0, T) \times(-R, R)) \quad \text { for any } T, R>0,  \tag{1.5}\\
u(t) \in L^{\infty}\left(0, \infty ; H^{-1}(\mathbb{R})\right),  \tag{1.6}\\
\iint_{\pi_{0}}\left(-u \varphi_{t}-u \varphi_{x x x}+3 u^{2} \varphi_{x}\right) d t d x=0, \quad \varphi \in C_{0}^{\infty}\left(\pi_{0}\right),  \tag{1.7}\\
u(t) \rightarrow \mu \text { in } H^{-1}(\mathbb{R})(\text { a.e. } t \rightarrow+0), \tag{1.8}
\end{gather*}
$$

where $\pi_{0}=(0, \infty) \times \mathbb{R}$.

[^40]In Theorem 1.1 the condition of the positivity of $\mu(x)$ is a little strong, but the decay condition at infinity of the initial measure requires only the boundedness of the initial measure, that is, (1.4). If we use the inverse scattering method to solve (1.1)-(1.2), such a decay condition with weight as in (1.3) seems to be indispensable. On the other hand, the energy method cannot directly be applied to (1.1)-(1.2) with the initial datum not in $L^{2}(\mathbb{R})$.

Our proof is based on the energy method due to Kato [12] and Kruzhkov and Faminskii [13] and the Miura transform

$$
\begin{equation*}
u=v_{x}+v^{2} \tag{1.9}
\end{equation*}
$$

It is well known that if $v(t, x)$ is a smooth solution of the modified Korteweg-de Vries equation

$$
\begin{equation*}
v_{t}+v_{x x x}-6 v^{2} v_{x}=0, \quad t>0, \quad x \in \mathbb{R}, \tag{1.10}
\end{equation*}
$$

then the function $u(t, x)$ given by (1.9) is a solution of (1.1) (see, e.g., Miura [17]). Accordingly, we can expect that if for the initial measure $\mu$ a solution $v_{0}(x) \in L^{2}(\mathbb{R})$ exists that satisfies the equation

$$
\begin{equation*}
v_{0 x}+v_{0}^{2}=\mu \quad \text { in } H^{-1}(\mathbb{R}), \tag{1.11}
\end{equation*}
$$

then (1.9) transforms the solution of (1.10) with $v(0)=v_{0}$ into the solution of the original problem (1.1)-(1.2).

Recently, many mathematicians have treated the existence problem of solutions for the related nonlinear evolution equations with measures as initial data. For example, McKean [16], Osada and Kotani [20], and Sznitman [23] study the existence and uniqueness of solutions for the Burgers equation

$$
u_{t}+u u_{x}=\nu u_{x x}, \quad x \in \mathbb{R}, \quad u(0, x)=c \delta(x)
$$

where $\nu, c>0$. In [15] Liu and Pierre study the existence, uniqueness, and asymptotic behavior of solutions for the equation with no dissipativity and no dispersivity

$$
u_{t}+f(u)_{x}=0, \quad x \in \mathbb{R}, \quad u(0, x)=\delta(x)
$$

In [9] Giga, Miyakawa, and Osada show the existence of solutions for the twodimensional Navier-Stokes equation with measures as initial vorticity. In [3] Brezis and Friedman study the existence and nonexistence of solutions for the semilinear heat equation

$$
u_{t}-\Delta u+u^{p}=0, \quad x \in \mathbb{R}^{n}, \quad u(0, x)=c \delta(x)
$$

where $c>0$ (see also Niwa [19]).
Our plan in this paper is as follows. In § 2 we present two lemmas needed for the proof of Theorem 1.1. In $\S 3$ we give the proof of Theorem 1.1.

We conclude this section with some notation used in the paper. We abbreviate $L^{p}(\mathbb{R})$ and $H^{m}(\mathbb{R})$ to $L^{p}$ and $H^{m}$, respectively. We often use the notation $D=\partial / \partial x$. For $T \geqq 0$ we denote the set $(T, \infty) \times \mathbb{R}$ by $\pi_{T}$. For a positive $T$ and a Hilbert space $H, C_{w}([0, T] ; H)$ denotes the set of all weakly continuous functions from $[0, T]$ to $H$. We put

$$
\rho(t, x)= \begin{cases}A \exp \left[-1 /\left\{1-\left(t^{2}+x^{2}\right)\right\}\right], & t^{2}+x^{2}<1,  \tag{1.12}\\ 0, & t^{2}+x^{2} \geqq 1,\end{cases}
$$

where $A$ is a positive constant such that $\iint_{\mathbb{R}^{2}} \rho(t, x) d t d x=1$. For $\varepsilon>0$ we let $\rho_{\varepsilon}(t, x)=$ $\varepsilon^{-2} \rho\left(\varepsilon^{-1} t, \varepsilon^{-1} x\right)$.
2. Lemmas. In this section we give two lemmas needed for the proof of Theorem 1.1.

We first show the following lemma concerning the solvability of the Riccati equation.

Lemma 2.1. Assume that $\mu(x)$ is a positive Radon measure on $\mathbb{R}$ satisfying (1.4). Then there exists a solution $u(x)$ in $L^{2} \cap L^{\infty}$ of the equation

$$
\begin{equation*}
u_{x}+u^{2}=\mu \quad \text { in } H^{-1} \tag{2.1}
\end{equation*}
$$

such that

$$
\|u\|_{L^{2}}^{2} \leqq \int_{\mathbb{R}} d \mu(x), \quad\|u\|_{L^{\infty} \leqq 2} \int_{\mathbb{R}} d \mu(x) .
$$

Proof. We divide the proof into two steps.
Step 1. We first show Lemma 2.1, when $\mu(x)$ is a nonnegative and $C^{\infty}$ function on $\mathbb{R}$ with compact support. Then, we may let supp $\mu(x) \subset[a, b]$ for some $a, b \in \mathbb{R}$.

We consider the following initial value problem:

$$
\begin{equation*}
u_{x}+u^{2}=\mu, \quad x \in \mathbb{R}, \quad u(a)=0 \tag{2.2}
\end{equation*}
$$

By the unique local solvability theorem of the ordinary differential equation, we have the unique local solution $u(x)$ in $C^{1}$ of (2.2). In addition, since $\mu(x) \geqq 0$, the comparison theorem shows that as long as the solution $u(x)$ exists, $u(x)$ is nonnegative for $x \geqq a$. Since $\mu(x)=0$ for $x \leqq a$, the solution of (2.2) exists for $x \leqq a$ and

$$
\begin{equation*}
u(x)=0, \quad x \leqq a . \tag{2.3}
\end{equation*}
$$

We next prove by contradiction

$$
\begin{equation*}
0 \leqq u(x) \leqq \sup _{x \geqq a} \sqrt{\mu(x)}, \quad x \geqq a . \tag{2.4}
\end{equation*}
$$

We assume that an $x_{0}$ exists such that $x_{0}>a$ and $u\left(x_{0}\right)>\operatorname{supp}_{x \geqq a} \sqrt{\mu(x)}$. Then we put

$$
\begin{equation*}
x_{1}=\inf \left\{x_{1} \geqq a ; u(y)>\operatorname{supp}_{x \geqq a} \sqrt{\mu(x)} \text { for } x_{1}<y<x_{0}\right\} . \tag{2.5}
\end{equation*}
$$

We note that unless $\mu(x)$ identically vanishes, then $x_{1}<x_{0}$. Formulae (2.2) give us

$$
\begin{equation*}
u_{x}=-u^{2}+\mu<0, \quad x_{1}<x \leqq x_{0} \tag{2.6}
\end{equation*}
$$

which implies

$$
\begin{equation*}
u\left(x_{1}\right)>u\left(x_{0}\right) \tag{2.7}
\end{equation*}
$$

On the other hand, the definition of $x_{1}$ and the continuity of $u(x)$ give us

$$
\begin{equation*}
\operatorname{supp}_{x \geq a} \sqrt{\mu(x)}=u\left(x_{1}\right)<u\left(x_{0}\right), \tag{2.8}
\end{equation*}
$$

which contradicts (2.7). This shows (2.4).
Formulae (2.4) imply that the solution $u(x)$ of (2.2) exists for $x \geqq a$. Since $\mu(x)=0$ for $x \geqq b$, we have

$$
\begin{equation*}
u(x)=u(b)\{u(b)(x-b)+1\}^{-1}, \quad x \geqq b \tag{2.9}
\end{equation*}
$$

Formulae (2.3) and (2.9) show

$$
\begin{gather*}
u \in L^{2} \cap L^{\infty},  \tag{2.10}\\
u(x) \rightarrow 0 \quad(x \rightarrow \pm \infty) \tag{2.11}
\end{gather*}
$$

Therefore, integrating (2.2) on $\mathbb{R}$, we have

$$
\begin{equation*}
\|u\|_{L^{2}}^{2}=\int_{\mathbb{R}} \mu(y) d y . \tag{2.12}
\end{equation*}
$$

In addition, by (2.2) and (2.12), we have

$$
\begin{equation*}
\|D u\|_{L^{\prime}} \leqq\|u\|_{L^{2}}^{2}+\int_{\mathbb{R}} \mu(y) d y \leqq 2 \int_{\mathbb{R}} \mu(y) d y \tag{2.13}
\end{equation*}
$$

Integrating (2.2) on $[z, x]$, we have

$$
\begin{equation*}
|u(x)| \leqq|u(z)|+\int_{z}^{x} u(y)^{2} d y+\int_{z}^{x} \mu(y) d y \tag{2.14}
\end{equation*}
$$

Letting $z \rightarrow-\infty$ in (2.14), we obtain

$$
\begin{equation*}
|u(x)| \leqq\|u\|_{L^{2}}^{2}+\int_{\mathbb{R}} \mu(y) d y \leqq 2 \int_{\mathbb{R}} \mu(y) d y, \quad x \in \mathbb{R} \tag{2.15}
\end{equation*}
$$

Thus, $u(x)$ is the desired solution of (2.1).
Step 2. By the assumptions of $\mu(x)$, we can choose a function sequence $\left\{f_{n}(x)\right\} \subset C_{0}^{\infty}(\mathbb{R})$ such that $f_{n} \geqq 0,\left\|f_{n}\right\|_{L^{1}} \leqq \int_{\mathbb{R}} d \mu(x)$ and $f_{n} \rightarrow \mu$ in $H^{-1}(n \rightarrow \infty)$. For each $f_{n}$, Step 1 gives us the solution $u_{n}(x)$ of the equation

$$
\begin{equation*}
D u_{n}+u_{n}^{2}=f_{n} \text { in } H^{-1} \tag{2.16}
\end{equation*}
$$

satisfying

$$
\begin{align*}
& \left\|u_{n}\right\|_{L^{2}}^{2} \leqq \int_{\mathbb{R}} d \mu(x),  \tag{2.17}\\
& \left\|D u_{n}\right\|_{L^{1}} \leqq 2 \int_{\mathbb{R}} d \mu(x),  \tag{2.18}\\
& \left\|u_{n}\right\|_{L^{\infty}} \leqq 2 \int_{\mathbb{R}} d \mu(x) \tag{2.19}
\end{align*}
$$

Formulae (2.17)-(2.19) and the standard compactness argument show that a subsequence $\left\{u_{n_{k}}(x)\right\} \subset\left\{u_{n}(x)\right\}$ and a limit function $u(x)$ exist such that

$$
\begin{gather*}
u \in L^{2} \cap L^{\infty},  \tag{2.20}\\
u_{n_{k}} \rightarrow u \text { weakly in } L^{2},  \tag{2.21}\\
u_{n_{k}} \rightarrow u \quad * \text {-weakly in } L^{\infty},  \tag{2.22}\\
u_{n_{k}}(x) \rightarrow u(x) \quad \text { a.e. on } \mathbb{R},  \tag{2.23}\\
D u+u^{2}=\mu \quad \text { in } H^{-1},  \tag{2.24}\\
\|u\|_{L^{2}}^{2} \leqq \int_{\mathbb{R}} d \mu(x), \quad\|u\|_{L^{\infty} \leqq 2} \int_{\mathbb{R}} d \mu(x) . \tag{2.25}
\end{gather*}
$$

These complete the proof of Lemma 2.1.
Remark 2.1. The solution of (2.1) is not necessarily unique. For example, when $\mu(x)=\delta(x)$, for $-\infty \leqq c \leqq-1$ all the functions $u(x ; c)$ defined by

$$
u(x ; c)= \begin{cases}(c+1) /\{(c+1) x+c\}, & x>0  \tag{2.26}\\ 1 /(x+c), & x<0\end{cases}
$$

are the solutions of (2.1).

We next consider the Cauchy problem of the modified Korteweg-de Vries equation

$$
\begin{gather*}
v_{t}+v_{x x x}-6 v^{2} v_{x}=0, \quad t>0, \quad x \in \mathbb{R},  \tag{2.27}\\
v(0, x)=v_{0}(x), \quad x \in \mathbb{R} . \tag{2.28}
\end{gather*}
$$

We have the following result.
Lemma 2.2. For any $v_{0} \in L^{2}$ there exists a solution $v(t)$ of (2.27)-(2.28) satisfying

$$
\begin{gather*}
v(t) \in C_{w}\left([0, \infty) ; L^{2}\right) \cap L^{2}\left(0, T ; H^{1}(-R, R)\right) \quad \text { for any } T, R>0,  \tag{2.29}\\
\iint_{\pi_{0}}\left(-v \varphi_{t}-v \varphi_{x x x}+2 v^{3} \varphi_{x}\right) d t d x=0, \quad \varphi(t, x) \in C_{0}^{\infty}\left(\pi_{0}\right),  \tag{2.30}\\
v(t) \rightarrow v_{0} \quad \text { in } L^{2} \quad(t \rightarrow+0),  \tag{2.31}\\
\|v(t)\|_{L^{2}} \leqq\left\|v_{0}\right\|_{L^{2}}, \quad t \geqq 0 . \tag{2.32}
\end{gather*}
$$

Since the proof of Lemma 2.2 is essentially identical to that of Theorem 7.1 in [12] and Theorem 2.1 in [13], we omit the proof of this lemma.
3. Proof of Theorem 1.1. In this section we prove Theorem 1.1. For that purpose, we only have to give the following proposition.

Proposition 3.1. Let $\mu(x)$ be a Radon measure on $\mathbb{R}$ satisfying (1.4). We assume that for $\mu(x)$ there exists a solution $v_{0} \in L^{2}$ of the equation

$$
\begin{equation*}
D v_{0}+v_{0}^{2}=\mu \quad \text { in } H^{-1} . \tag{3.1}
\end{equation*}
$$

By Lemma 2.2 we can construct the solution $v(t)$ of (2.27)-(2.28) for the above $v_{0}$. We put

$$
\begin{equation*}
u=D v+v^{2} \tag{3.2}
\end{equation*}
$$

Then $u(t, x)$ is the solution of (1.1)-(1.2) satisfying (1.5)-(1.8).
Proof. Let $\varphi(t, x) \in C_{0}^{\infty}\left(\pi_{0}\right)$. We set

$$
\varepsilon_{0}=\operatorname{supp}\{T>0 ; \varphi(t, x)=0 \text { on }[0, T] \times \mathbb{R}\} .
$$

Let $\varepsilon$ be a constant with $0<\varepsilon<\varepsilon_{0} / 4$ and let $\gamma=\varepsilon_{0} / 2$. For the solution $v(t)$ of (2.27)-(2.28) we put

$$
\begin{equation*}
v_{\varepsilon}(t, x)=\rho_{\varepsilon} * v=\iint_{\pi_{0}} \rho_{\varepsilon}(t-s, x-y) v(s, y) d s d y, \quad(t, x) \in \pi_{\gamma}, \quad 0<\varepsilon<\gamma / 2 \tag{3.3}
\end{equation*}
$$

We note that for each $(t, x) \in \pi_{\gamma}$

$$
\begin{equation*}
\rho_{\varepsilon}(t-s, x-y) \in C_{0}^{\infty}\left(\pi_{0}\right), \quad 0<\varepsilon<\gamma / 2 \tag{3.4}
\end{equation*}
$$

as a function of $s$ and $y$ and that $v_{\varepsilon}(t, x)$ is in $C^{\infty}\left(\pi_{\gamma}\right)$ for $0<\varepsilon<\gamma / 2$. We put $u_{\varepsilon}=D v_{\varepsilon}+v_{\varepsilon}^{2}$. Then we have

$$
\begin{align*}
\frac{\partial}{\partial t} u_{\varepsilon}+D^{3} u_{\varepsilon}-6 u_{\varepsilon} D u_{\varepsilon}= & \left(D+2 v_{\varepsilon}\right)\left(\frac{\partial}{\partial t} v_{\varepsilon}+D^{3} v_{\varepsilon}-6 \rho_{\varepsilon} *\left(v^{2} D v\right)\right) \\
& +6\left(D+2 v_{\varepsilon}\right)\left(\rho_{\varepsilon} *\left(v^{2} D v\right)-v_{\varepsilon}^{2} D v_{\varepsilon}\right), \quad(t, x) \in \pi_{\gamma} . \tag{3.5}
\end{align*}
$$

By (3.4) and (2.30) we conclude that the first term at the right-hand side of (3.5) vanishes identically. By (3.5) and integration by parts we have

$$
\begin{align*}
\iint_{\pi_{0}} & \left(-u_{\varepsilon} \varphi_{t}-u_{\varepsilon} \varphi_{x x x}+3 u_{\varepsilon}^{2} \varphi_{x}\right) d t d x \\
& =6 \iint_{\pi_{0}}\left\{\rho_{\varepsilon} *\left(v^{2} D v\right)-v_{\varepsilon}^{2} D v_{\varepsilon}\right\}\left(-D \varphi+2 v_{\varepsilon} \varphi\right) d t d x  \tag{3.6}\\
& =2 \iint_{\pi_{0}}\left(\rho_{\varepsilon} * v^{3}-v_{\varepsilon}^{3}\right)\left(D^{2} \varphi-2 \varphi D v_{\varepsilon}-2 v_{\varepsilon} D \varphi\right) d t d x .
\end{align*}
$$

Since (2.29) and the Gagliardo-Nirenberg inequality (see, e.g., [30, Thm. 10.1 in Part 1]) imply that $v \in L_{\text {loc }}^{6}\left(\pi_{\gamma}\right)$, we obtain

$$
\begin{array}{ll}
D v_{\varepsilon} \rightarrow D v & \text { in } L_{\mathrm{loc}}^{2}\left(\pi_{\gamma}\right), \\
v_{\varepsilon}^{2} \rightarrow v^{2} & \text { in } L_{\mathrm{loc}}^{2}\left(\pi_{\gamma}\right), \\
v_{\varepsilon}^{3} \rightarrow v^{3} & \text { in } L_{\mathrm{loc}}^{2}\left(\pi_{\gamma}\right), \\
v_{\varepsilon}^{4} \rightarrow v^{4} & \text { in } L_{\mathrm{loc}}^{1}\left(\pi_{\gamma}\right), \tag{3.10}
\end{array}
$$

as $\varepsilon \rightarrow+0$. Since $u_{\varepsilon}=D v_{\varepsilon}+v_{\varepsilon}^{2}$ and the support of $\varphi$ is compact and included in $\pi_{\gamma}$, (3.7)-(3.10) give us

$$
\begin{gather*}
u_{\varepsilon} \rightarrow u \quad \text { in } L_{\mathrm{loc}}^{2}\left(\pi_{\gamma}\right),  \tag{3.11}\\
u_{\varepsilon}^{2} \rightarrow u^{2} \quad \text { in } L_{\mathrm{loc}}^{1}\left(\pi_{\gamma}\right),  \tag{3.12}\\
\iint_{\pi_{0}}\left(\rho_{\varepsilon} * v^{3}-v_{\varepsilon}^{3}\right)\left(D^{2} \varphi-\varphi D v_{\varepsilon}-v_{\varepsilon} D \varphi\right) d t d x \rightarrow 0 \tag{3.13}
\end{gather*}
$$

as $\varepsilon \rightarrow+0$. Therefore, letting $\varepsilon \rightarrow+0$ in (3.6), we obtain by (3.11)-(3.13)

$$
\begin{equation*}
\iint_{\pi_{0}}\left(-u \varphi_{t}-u \varphi_{x x x}+3 u^{2} \varphi_{x}\right) d t d x=0 \tag{3.14}
\end{equation*}
$$

Since $\varphi$ is an arbitrary function in $C_{0}^{\infty}\left(\pi_{0}\right)$, (3.14) shows (1.7). Formulae (2.29) and (2.32) imply (1.5)-(1.6), and (1.8) follows directly from (2.29) and (2.31). This completes the proof of Proposition 3.1.

Now Theorem 1.1 follows immediately from Lemmas 2.1, 2.2, and Proposition 3.1.
Proof of Theorem 1.1. Let $\mu(x)$ be a positive Radon measure on $\mathbb{R}$ satisfying (1.4). Then by Lemma 2.1 we have the solution $v_{0} \in L^{2} \cap L^{\infty}$ of (3.1). For the above $v_{0}$ we obtain by Lemma 2.2 the solution $v(t)$ of (2.27)-(2.28). Proposition 3.1 implies that the Miura transform (3.2) translates $v(t)$ into the solution $u(t)$ of (1.1)-(1.2) satisfying (1.5)-(1.8). This completes the proof of Theorem 1.1.

Remark 3.1. The uniqueness of solutions satisfying (1.5)-(1.8) is an open problem, and it seems to be a very interesting one. When $\mu(x)=\delta(x)$, we have many different solutions of (3.1), as stated in Remark 2.1. For the different solutions of (3.1), there exist different solutions of (2.27)-(2.28). Does the Miura transform then translate all those different solutions of (2.27)-(2.28) into only one solution of (1.1)-(1.2) or not?
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#### Abstract

This paper continues earlier work on diffraction problems with first and second kind boundary conditions. New operator theoretic difficulties appear for third kind conditions corresponding to different behavior of the Fourier symbol matrix of the boundary operators at infinity. Compatibility conditions force another function space setting in order to obtain closed operators. Then well-posed problems can be solved by explicit Wiener-Hopf factorization using Khrapkov's method, which also yields the asymptotics near the origin.
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1. Introduction. From the physical point of view, third kind conditions often make more sense than Dirichlet or Neumann conditions do [21]; for instance, think of the electromagnetic theory where impedance boundary conditions on a screen represent finite as opposed to perfect conductivity. We consider the problem $\mathscr{P}$ of finding

$$
\begin{align*}
& u \in L^{2}\left(\mathbb{R}^{2}\right), \\
& \left.u\right|_{\Omega^{ \pm}} \in H^{1}\left(\Omega^{ \pm}\right), \quad \Omega^{ \pm}: x_{2} \gtrless 0,  \tag{1.1}\\
& \left(\Delta+k^{2}\right) u=0 \quad \text { in } \Omega^{ \pm},
\end{align*}
$$

where $\operatorname{Im} k>0$ holds and the Dirichlet data $u_{0}^{ \pm}=\left.u\right|_{x_{2}= \pm 0}$ and the Neumann data $u_{1}^{ \pm}=\partial u /\left.\partial x_{2}\right|_{x_{2}= \pm 0}$ satisfy

$$
\begin{array}{ll}
a_{11} u_{0}^{-}+a_{12} u_{0}^{+}+a_{13} u_{1}^{-}+a_{14} u_{1}^{+}=h_{1} & \text { on } \mathbb{R}_{+},  \tag{1.2}\\
a_{21} u_{0}^{-}+a_{22} u_{0}^{+}+a_{23} u_{1}^{-}+a_{24} u_{1}^{+}=h_{2} & \text { on } \mathbb{R}_{+},
\end{array}
$$

and

$$
\begin{array}{ll}
u_{0}^{+}-u_{0}^{-}=0 & \text { on } \mathbb{R}_{-}, \\
u_{1}^{+}-u_{1}^{-}=0 & \text { on } \mathbb{R}_{-} . \tag{1.3}
\end{array}
$$

The constants $k, a_{j l} \in \mathbb{C}$ and the functionals $h_{j} \in H^{-1 / 2}\left(\mathbb{R}_{+}\right)$are given.
The transmission conditions (1.3) may be replaced by the assumption that $\left(\Delta+k^{2}\right) u=0$ also holds across the negative $x_{1}$ half-axis. $u_{0}^{ \pm} \in H^{1 / 2}=H^{1 / 2}(\mathbb{R})$ is a consequence of the trace theorem and $u_{1}^{+} \in H^{-1 / 2}$ makes sense for solutions of the Helmholtz equation. Those are represented by the potential ansatz [20]

$$
\begin{align*}
u\left(x_{1}, x_{2}\right) & =F_{\xi \rightarrow x_{1}}^{-1}\left\{e^{x_{2} t(\xi)}\right. \\
& =G\binom{u_{0}^{-}}{u_{0}^{+}}\left(x_{1}, x_{2}\right), \tag{1.4}
\end{align*}
$$

[^41]and we refer to the notation of [20]. In particular, $t(\xi)=\left(\xi^{2}-k^{2}\right)^{1 / 2}$ denotes the usual square root function with branch cuts along $\xi= \pm k \pm i \tau, \tau \geqq 0 ; 1_{ \pm}$are the characteristic functions of $\mathbb{R}_{ \pm}$, and the Fourier transformation $F$ is defined by
\[

$$
\begin{equation*}
\hat{u}_{0}^{ \pm}(\xi)=F_{x_{1} \mapsto \xi} u_{0}^{ \pm}\left(x_{1}\right)=\int_{-\infty}^{\infty} e^{i x_{1} \xi} u\left(x_{1}\right) d x_{1} \tag{1.5}
\end{equation*}
$$

\]

The present paper generalizes the impedance and the reactance problems [10], [11], [14] as well as the mixed type Dirichlet-Neumann problem [7], [13], [17]. The first two examples lead to "the usual square root singularity" $\nabla u \sim$ const $/|x|^{1 / 2}$ at $x=0$, which is also well known from Sommerfeld's half-plane problem [12], [16]. Surprisingly, the final example is governed by $\nabla u \sim$ const $/|x|^{3 / 4}$, and we find $\nabla u \sim$ const $|x|^{\delta / 2-1}$ with $\delta \in(0,1]$ in a somewhat wider class of problems [21]. Now which type of a singularity is usual and which one is exceptional? We will answer this question at the end, because it relates to the question of whether a certain bounded Hilbert space operator $A \in \mathscr{L}\left(L^{2}(\mathbb{R})^{2}\right)$ admits a "general Wiener-Hopf operator factorization" $A=$ $A_{-} A_{+}$with respect to the projector $1_{+} \cdot[4]$, [18], [19], into bounded ( $\delta=1$ ) or unbounded ( $0<\delta<1$ ) operators $A_{ \pm}$, respectively.

While problems with first and second kind conditions [21] lead to the discussion of factoring a one-parameter family of function matrices, as was done by Daniele's method [3], we obtain here one four-parameter and one six-parameter family of normalized function matrices (apart from the decomposing systems). The corresponding two-media problems with different wave numbers in $\Omega^{ \pm}$can be treated by analogy to [20], [21]; their functional analytic structure is similar and a fixed point principle can be used, the details of which are not repeated here.

The key lemma for factoring the $2 \times 2$ symbol matrices $\sigma=\sigma_{-} \sigma_{+}$into upper/lower holomorphic function matrices with algebraic behavior at infinity is known from Riemann-Hilbert problems as Khrapkov's method [8], [9]. In general it applies to matrix functions depending on $\xi \in \mathbb{R}$ of the form

$$
\begin{equation*}
\sigma=\mu_{1} R_{1}+\mu_{2} R_{2} \tag{1.6}
\end{equation*}
$$

with rational function matrices $R_{j}$ and (factorable) scalar functions $\mu_{j}$. All our WienerHopf matrices are of this type, since they are rational in $t(\xi)=\left(\xi^{2}-k^{2}\right)^{1 / 2}$.
2. The Wiener-Hopf system. We define the boundary operators (on the whole axis) as

$$
\begin{align*}
& B_{ \pm}=F^{-1} \sigma_{B_{ \pm}} \cdot F: H^{1 / 2} \times H^{1 / 2} \rightarrow H^{\mp 1 / 2} \times H^{-1 / 2} \\
& \sigma_{B_{+}}=\left(\begin{array}{cc}
a_{11}+a_{13} t & a_{12}-a_{14} t \\
a_{21}+a_{23} t & a_{22}-a_{24} t
\end{array}\right), \quad \sigma_{B_{-}}=\left(\begin{array}{cc}
-1 & 1 \\
-t & -t
\end{array}\right) \tag{2.1}
\end{align*}
$$

where $F^{-1} t \cdot F: H^{1 / 2} \rightarrow H^{-1 / 2}$ is a bijection.
Proposition 2.1. A function $u$ solves problem $\mathscr{P}$, if and only if it can be represented by (1.4) where

$$
\begin{equation*}
\binom{f_{0}}{f_{1}}=B_{-}\binom{u_{0}^{-}}{u_{0}^{+}} \tag{2.2}
\end{equation*}
$$

satisfies the Wiener-Hopf system

$$
\begin{equation*}
W\binom{f_{0}}{f_{1}}=1_{+} \cdot B_{+} B_{-}^{-1}\binom{f_{0}}{f_{1}}=\binom{h_{1}}{h_{2}} . \tag{2.3}
\end{equation*}
$$

W acts on the subspaces $\tilde{H}^{ \pm 1 / 2}\left(\mathbb{R}_{+}\right)$of $H^{ \pm 1 / 2}$ functionals supported on $\mathbb{R}_{+}$as a bounded linear operator

$$
\begin{equation*}
W=1_{+} \cdot F^{-1} \sigma \cdot F: \tilde{H}^{1 / 2}\left(\mathbb{R}_{+}\right) \times \tilde{H}^{-1 / 2}\left(\mathbb{R}_{+}\right) \rightarrow H^{-1 / 2}\left(\mathbb{R}_{+}\right)^{2} \tag{2.4}
\end{equation*}
$$

with the Fourier symbol matrix

$$
\sigma=\sigma_{B_{+}} \sigma_{B_{-}}^{-1}=\sigma_{B+} \frac{1}{2 t}\left(\begin{array}{rr}
-t & -1  \tag{2.5}\\
t & -1
\end{array}\right) .
$$

Proof. The representation formula (1.4) for $H^{1}$ solutions of the Helmoltz equation is known [20]. The (classical) substitution $f_{0}=u_{0}^{+}-u_{0}^{-}, f_{1}=u_{1}^{+}-u_{1}^{-}=$ $F^{-1} t \cdot F\left(-u_{0}^{+}-u_{0}^{-}\right)$is given by the bijection $B_{-}$. The transmission conditions (1.3) yield $f_{0} \in \tilde{H}^{1 / 2}\left(\mathbb{R}_{+}\right), f_{1} \in \tilde{H}^{-1 / 2}\left(\mathbb{R}_{+}\right)$and (1.2), (1.4) imply (2.3). The mapping properties of $W$ and its representation (2.5) are obvious.

Conversely, a solution of (2.3) yields (1.2), (1.3) for the substituted functions $u_{0}^{ \pm}$ in (2.2), which can be inserted into (1.4).

For brevity we put $g_{0}=u_{0}^{+}+u_{0}^{-}, g_{1}=u_{1}^{+}+u_{1}^{-}$and obtain the transmission conditions (1.2) in the form

$$
\alpha_{j 1} f_{0}+\alpha_{j 2} g_{0}+\alpha_{j 3} f_{1}+\alpha_{j 4} g_{1}=h_{j} \quad \text { on } \mathbb{R}_{+}, \quad j=1,2,
$$

$$
\begin{equation*}
=\frac{-a_{j 1}+a_{j 2}}{2} f_{0}+\frac{a_{j 1}+a_{j 2}}{2} g_{0}+\frac{-a_{j 3}+a_{j 4}}{2} f_{1}+\frac{a_{j 3}+a_{j 4}}{2} g_{1} . \tag{2.6}
\end{equation*}
$$

This leads to

$$
\sigma=\frac{1}{t}\left(\begin{array}{ll}
\alpha_{11} t-\alpha_{14} t^{2} & -\alpha_{12}+\alpha_{13} t  \tag{2.7}\\
\alpha_{21} t-\alpha_{24} t^{2} & -\alpha_{22}+\alpha_{23} t
\end{array}\right)
$$

Remark 2.2. Writing $\sigma$ in the form (1.6), which we will use for the (function theoretic) factoring, we obtain

$$
\sigma=\left(\begin{array}{ll}
\alpha_{11} & \alpha_{13}  \tag{2.8}\\
\alpha_{21} & \alpha_{23}
\end{array}\right)-\frac{1}{t}\left(\begin{array}{ll}
\alpha_{14} t^{2} & \alpha_{12} \\
\alpha_{24} t^{2} & \alpha_{22}
\end{array}\right)=R_{1}+\mu R_{2}
$$

and conditions like det $R_{1} \neq 0$, etc., become most important.
On the other hand, it is known that the principal part of the symbol

$$
\sigma=\sigma_{p r}+\sigma_{s m}=\left(\begin{array}{ll}
-\alpha_{14} t & \alpha_{13}  \tag{2.9}\\
-\alpha_{24} t & \alpha_{23}
\end{array}\right)+\frac{1}{t}\left(\begin{array}{ll}
\alpha_{11} t & -\alpha_{12} \\
\alpha_{21} t & -\alpha_{22}
\end{array}\right)
$$

is responsible for functional analytical properties of $W$ where conditions like det $\sigma_{p r} \neq 0$ become important. So we expect several particular cases, which must be discussed separately and start with the latter aspects.

Proposition 2.3. The operator $W$ in (2.4)-(2.5) is equivalent to (coincides up to invertible factors with) the "lifted" linear bounded operator $W_{0}$ defined by

$$
W_{0}=1_{+} \cdot F^{-1} \sigma_{0} \cdot F: L^{2}\left(\mathbb{R}_{+}\right)^{2} \rightarrow L^{2}\left(\mathbb{R}_{+}\right)^{2},
$$

$$
\sigma_{0}=\left(\begin{array}{cc}
t_{-}^{-1} & 0  \tag{2.10}\\
0 & t_{-}^{-1}
\end{array}\right) \sigma\left(\begin{array}{cc}
t_{+}^{-1} & 0 \\
0 & t_{+}
\end{array}\right)=\left(\begin{array}{cc}
\frac{\alpha_{11}-\alpha_{14} t}{t} & \frac{-\alpha_{12}+\alpha_{13} t}{t_{-}^{2}} \\
\frac{\alpha_{21}-\alpha_{24} t}{t} & \frac{-\alpha_{22}+\alpha_{23} t}{t_{-}^{2}}
\end{array}\right)
$$

with $t_{ \pm}(\xi)=(\xi \pm k)^{1 / 2}$.

Proof. See [21, Thm. 2.1].
Proposition 2.4. For any choice of the coefficients $a_{j l}, W$ is not Fredholm—as an operator into $H^{-1 / 2}\left(\mathbb{R}_{+}\right)^{2}$ (see (2.4)).

Proof. The statement is equivalent to the assertion that $W_{0}$ is not Fredholm. But this is a direct consequence of $(2.10)$ where

$$
\begin{equation*}
\operatorname{det} \sigma_{0}(-\infty)=-\operatorname{det} \sigma_{0}(+\infty) \tag{2.11}
\end{equation*}
$$

since $\sigma_{0} \in C(\mathbb{R})^{2 \times 2}$ (see [15] or [21, Thm. 2.1]).
Therefore the function space setting must be modified, if we want well-posed problems. We restrict our considerations to nondegenerating stable symbol matrices, which are physically most important. Problem $\mathscr{P}$ and the operator $W$ are said to be of normal type, if

$$
\begin{align*}
& \operatorname{det} \sigma(\xi) \neq 0, \quad \xi \in \mathbb{R}, \\
& {[\operatorname{det} \sigma(\xi)]^{ \pm 1}=O\left(|\xi|^{ \pm d}\right), \quad \xi \rightarrow \pm \infty} \tag{2.12}
\end{align*}
$$

hold with $d=0, \pm 1$ (see (2.7)).
The case $d=-1$ corresponds to a pure Dirichlet problem, so $u_{0}^{ \pm}$are known on $\mathbb{R}_{+}$, but this basic Sommerfeld problem has been completely solved before (see [20]). So we center on the other two cases: $d=0$, where one condition is of the first kind ( $\alpha_{23}=\alpha_{24}=0=a_{23}=a_{24}$ without loss of generality) and the other is of second or third kind; or the case $d=1$, where both conditions are essentially different in the principal part. It is convenient to abbreviate the coefficient matrices

$$
\left.\begin{array}{l}
\alpha=\left(\begin{array}{ll}
\alpha_{11} & \alpha_{12} \vdots \\
\alpha_{21} & \alpha_{22}
\end{array} \alpha_{13}\right.  \tag{2.13}\\
\alpha_{23} \\
\alpha_{14} \\
\alpha_{24}
\end{array}\right)=\left(\alpha_{0} \vdots \alpha_{1}\right), ~ 子\left(\begin{array}{ll}
\alpha_{13} & \alpha_{14} \\
\alpha_{22} & \alpha_{21}
\end{array}\right) . ~ \$
$$

Lemma 2.5. The following three assertions are equivalent:
(i) Problem $\mathscr{P}$ is of normal type with $d=1$ or 0 ;
(ii) There hold det $\sigma_{0} \neq 0$ on $\mathbb{R}$ and $(d=1)$

$$
\operatorname{det} \alpha_{1}=-\frac{1}{2} \operatorname{det}\left(\begin{array}{ll}
a_{13} & a_{14}  \tag{2.14}\\
a_{23} & a_{24}
\end{array}\right)=t^{-1} \operatorname{det} \sigma_{p r} \neq 0
$$

or $(d=0)$

$$
\begin{equation*}
\operatorname{rank} \alpha_{1}=1, \quad \operatorname{det} \alpha_{2} \neq 0 \tag{2.15}
\end{equation*}
$$

(and $\alpha_{23}=\alpha_{24}=0$ without loss of generality);
(iii) The boundary operator $B_{+}$acts bijectively as

$$
\begin{equation*}
B_{+}=F^{-1} \sigma_{B_{+}} \cdot F: H^{1 / 2} \times H^{1 / 2} \rightarrow H^{-1 / 2} \times H^{1 / 2-d} . \tag{2.16}
\end{equation*}
$$

Proof. This is a consequence of

$$
\sigma^{-1}=\sigma_{B_{-}} \sigma_{B_{+}}^{-1}=\frac{t}{p(t)}\left(\begin{array}{ll}
-\alpha_{22}+\alpha_{23} t & \alpha_{12}-\alpha_{13} t  \tag{2.17}\\
-\alpha_{21}+\alpha_{24} t & \alpha_{11}-\alpha_{14} t
\end{array}\right)
$$

(see (2.7)), where $p$ is polynomial of degree three or two, respectively. Thus (2.12) is equivalent to the fact that $\sigma^{-1}$ does not degenerate and has maximal order at infinity. The rest of the proof is obvious.
3. The Fredholm property of $\boldsymbol{W}$, case $\boldsymbol{d}=\mathbf{0}$. First we study the case $\boldsymbol{d}=0$ characterized by (2.15) and assume $\alpha_{23}=\alpha_{24}=0$ without loss of generality. Problem $\mathscr{P}$ leads to a discussion of the Wiener-Hopf operator

$$
\begin{align*}
& W=1_{+} \cdot F^{-1} \sigma \cdot F: \tilde{H}^{1 / 2}\left(\mathbb{R}_{+}\right) \times \tilde{H}^{-1 / 2}\left(\mathbb{R}_{+}\right) \rightarrow H^{-1 / 2}\left(\mathbb{R}_{+}\right) \times H^{1 / 2}\left(\mathbb{R}_{+}\right), \\
& \sigma=\left(\begin{array}{cc}
\alpha_{11}-\alpha_{14} t & \alpha_{13}-\alpha_{12} t^{-1} \\
\alpha_{21} & -\alpha_{22} t^{-1}
\end{array}\right) \tag{3.1}
\end{align*}
$$

(see (2.4), (2.7), (2.16)). This turns out to be completely different from the operator in the case $d=1$, but very similar to the type of operators that appear in connection with first and second kind conditions [21] and correspond to the subscase $\alpha_{11}=\alpha_{12}=0$ (i.e., dropping lower-order terms) in (3.1).

Theorem 3.1. The operator $W$ defined by (3.1) (instead of (2.4)-(2.5)) is Fredholm with index zero, if and only if

$$
\begin{align*}
& \operatorname{det} \sigma(\xi) \neq 0, \quad \xi \in \mathbb{R},  \tag{3.2}\\
& \alpha_{14} \alpha_{22} \neq \lambda \alpha_{13} \alpha_{21}, \quad \lambda \in[0,1]
\end{align*}
$$

are satisfied. Otherwise the range of $W$ is not closed in $H^{-1 / 2}\left(\mathbb{R}_{+}\right) \times H^{1 / 2}\left(\mathbb{R}_{+}\right)$(unless $\sigma \equiv 0$ holds).

Proof. Lifting $W$ on $L^{2}\left(\mathbb{R}_{+}\right)^{2}$ (see (2.10)), we now obtain equivalence to

$$
\begin{align*}
& W_{0}=1_{+} \cdot F^{-1} \sigma_{0} \cdot F, \\
& \sigma_{0}=\left(\begin{array}{cc}
t_{-}^{-1} & 0 \\
0 & t_{-}
\end{array}\right) \sigma\left(\begin{array}{cc}
t_{+}^{-1} & 0 \\
0 & t_{+}
\end{array}\right)=\left(\begin{array}{cc}
\frac{\alpha_{11}-\alpha_{14} t}{t} & \frac{-\alpha_{12}+\alpha_{13} t}{t_{-}^{2}} \\
\alpha_{21} \frac{t_{-}}{t_{+}} & -\alpha_{22}
\end{array}\right), \tag{3.3}
\end{align*}
$$

and the Fredholm property of $W_{0}$ is equivalent to [21, Thm. 2.1]

$$
\begin{align*}
& \operatorname{det} \sigma_{0}(\xi) \neq 0, \quad \xi \in \mathbb{R},  \tag{3.4}\\
& \operatorname{det}\left[\mu \sigma_{0}(-\infty)+(1-\mu) \sigma_{0}(+\infty)\right] \neq 0, \quad \mu \in[0,1]
\end{align*}
$$

Since $t_{-} / t_{+} \rightarrow \pm 1$ at $\pm \infty$, the last assertion may be rewritten as $\alpha_{14} \alpha_{22}-(1-2 \mu)^{2} \alpha_{13} \alpha_{21} \neq$ $0, \mu \in[0,1]$. The winding number of $\operatorname{det} \sigma_{0}(\xi)$ vanishes automatically, since

$$
\begin{align*}
\operatorname{det} \sigma_{0}(\xi) & =\frac{-\alpha_{11} \alpha_{22}+\alpha_{12} \alpha_{21}}{t(\xi)}+\alpha_{14} \alpha_{22}-\alpha_{13} \alpha_{21}  \tag{3.5}\\
& =-\frac{\operatorname{det} \alpha_{0}}{t(\xi)}-\operatorname{det} \alpha_{2}=\operatorname{det} \sigma(\xi)
\end{align*}
$$

is an even function of $\xi$. This yields Ind $W=$ Ind $W_{0}=-$ ind det $\sigma_{0}=0$.
Corollary 3.2. For $W$ in (3.1) to be Fredholm, it is necessary for problem $\mathscr{P}$ to be of normal type (compare (3.2) with (2.15)).

Corollary 3.3. The set of parameters $\alpha_{j l}$ where $W$ is Fredholm is characterized by the following three conditions: first,

$$
\begin{gather*}
\operatorname{det} \alpha_{2}=\alpha_{13} \alpha_{21}-\alpha_{14} \alpha_{22} \neq 0,  \tag{3.6a}\\
\alpha_{14} \alpha_{22} \neq 0 ; \tag{3.6b}
\end{gather*}
$$

second,

$$
\begin{align*}
& \operatorname{det} \alpha_{0}=\alpha_{11} \alpha_{22}-\alpha_{12} \alpha_{21}=0 \quad \text { or }  \tag{3.7a}\\
& \operatorname{det} \alpha_{0} \neq 0, \quad-\operatorname{det} \alpha_{2} / \operatorname{det} \alpha_{0} \notin \Gamma=\left\{\zeta=t^{-1}(\xi), \xi \in \dot{\mathbb{R}}\right\} ;
\end{align*}
$$

and third,

$$
\begin{align*}
& \alpha_{13} \alpha_{21}=0 \quad \text { or } \\
& \alpha_{13} \alpha_{21} \neq 0, \quad \lambda=\frac{\alpha_{14} \alpha_{22}}{\alpha_{13} \alpha_{21}} \notin[0,1] . \tag{3.8}
\end{align*}
$$

(The very last condition includes (3.6).)
Remark 3.4. The special case $\alpha_{11}=\alpha_{12}=0$ of first and second kind conditions corresponds to (3.7a) (see [21, Thm. 2.1]).

Let us note how to proceed when (3.6)-(3.8) are violated.
(1) For $\alpha_{14} \alpha_{22}=0$, one or two compatibility conditions must be satisfied in order to get a well-posed problem; see the following example. It is easy to treat all these cases by analogy.
(2) $\operatorname{det} \alpha_{2}=0$ or $-\operatorname{det} \alpha_{2} / \operatorname{det} \alpha_{0} \in \Gamma$ leads to a problem of nonnormal type. We may introduce weighted spaces, as in the theory of singular integral operators [15], but those cases seem not to be of great physical importance (e.g., $u_{0}^{+}$and $u_{1}^{+}$are given on $\mathbb{R}_{+}$).
(3) If $\lambda \in(0,1)$ holds, replace $H^{s}$ by $W^{p, s}$ spaces with $p \neq 2$, such that the symbol becomes $p$-regular [15, Chap. V] and the Wiener-Hopf operator is closed.

Example 3.5. The reactance problem [10], [14]

$$
\begin{align*}
& u_{0}^{+}=u_{0}^{-} \quad\left(=u_{0}\right) \quad \text { on } \mathbb{R}_{+},  \tag{3.9a}\\
& u_{1}^{+}-u_{1}^{-}+\kappa u_{0}=h_{1} \in H^{-1 / 2}\left(\mathbb{R}_{+}\right) \tag{3.9b}
\end{align*}
$$

leads to conditions (2.6) of the form

$$
\begin{equation*}
f_{1}+\frac{\kappa}{2} g_{0}=h_{1}, \quad f_{0}=0 \tag{3.10}
\end{equation*}
$$

and therefore

$$
\begin{align*}
& \alpha=\left(\begin{array}{ll}
\alpha_{0} & \vdots
\end{array} \alpha_{1}\right)=\left(\begin{array}{llll}
0 & \frac{\kappa}{2} & 1 & 0 \\
1 & 0 & 0 & 0
\end{array}\right),  \tag{3.11}\\
& \alpha_{2}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad \sigma=\left(\begin{array}{cc}
0 & 1-\frac{\kappa}{2 t} \\
1 & 0
\end{array}\right) .
\end{align*}
$$

Thus we have a normal type problem with $d=0$ and the Wiener-Hopf system decomposes. All assertions (3.6)-(3.8) except (3.6b) (because of $\alpha_{14}=\alpha_{22}=0$ ) are satisfied for reasonable $\kappa(2 / \kappa \notin \Gamma)$. Consequently $W=1_{+} \cdot F^{-1} \sigma \cdot F$ is not Fredholm in the sense of (3.1), but it obviously maps $\tilde{H}^{1 / 2}\left(\mathbb{R}_{+}\right) \times \tilde{H}^{-1 / 2}\left(\mathbb{R}_{+}\right)$into $\tilde{H}^{-1 / 2}\left(\mathbb{R}_{+}\right) \times$ $\tilde{H}^{1 / 2}\left(\mathbb{R}_{+}\right)$where it is invertible (see [14]). This means two compatibility conditions must be satisfied in order to obtain a well-posed problem. The first one, $h_{1} \in \tilde{H}^{-1 / 2}\left(\mathbb{R}_{+}\right)$, is obvious and the second, $h_{2}=u_{0}^{+}-u_{0}^{-}=0 \in \tilde{H}^{1 / 2}\left(\mathbb{R}_{+}\right)$, is implicitly contained in (3.9a).

Example 3.6. The mixed Dirichlet-Neumann problem [5], [13], [17]

$$
\begin{equation*}
u_{1}^{+}=h_{1} \in H^{-1 / 2}\left(\mathbb{R}_{+}\right), \quad u_{0}^{-}=h_{2} \in H^{1 / 2}\left(\mathbb{R}_{+}\right) \tag{3.12}
\end{equation*}
$$

leads by way of (2.6) and (3.1) to

$$
\begin{align*}
\alpha & =\left(\begin{array}{cccc}
0 & 0 & 1 / 2 & 1 / 2 \\
-1 / 2 & 1 / 2 & 0 & 0
\end{array}\right), \\
\sigma & =-\frac{1}{2}\left(\begin{array}{cc}
t & -1 \\
1 & t^{-1}
\end{array}\right) \tag{3.13}
\end{align*}
$$

The conditions (3.6)-(3.8) are satisfied with $\operatorname{det} \alpha_{0}=0$ and $\lambda=-1$. $W$ is Fredholm with index zero. It is even invertible in the sense of (3.1) [21] for all the above-mentioned data $h_{1}, h_{2}$.
4. The Fredholm property, case $\boldsymbol{d}=1$. In the case $d=0$ we had to replace one data space $H^{-1 / 2}\left(\mathbb{R}_{+}\right)$by $H^{1 / 2}\left(\mathbb{R}_{+}\right)$, since the order of a boundary condition was not maximum. Now another modification becomes relevant.

Lemma 4.1. If $\operatorname{det} \alpha_{1} \neq 0$ holds, the compatibility condition

$$
\begin{equation*}
\alpha_{24} h_{1}-\alpha_{14} h_{2} \in \tilde{H}^{-1 / 2}\left(\mathbb{R}_{+}\right) \tag{4.1}
\end{equation*}
$$

(instead of $H^{-1 / 2}\left(\mathbb{R}_{+}\right)$) is necessary for the problem $\mathscr{P}$ to be solvable.
Proof. We simplify the Wiener-Hopf system (2.3), premultiply by $\alpha_{1}^{-1}$, and obtain the system

$$
\begin{align*}
& \tilde{W}\binom{f_{0}}{f_{1}}=1_{+} \cdot F^{-1} \tilde{\sigma} \cdot F\binom{f_{0}}{f_{1}}=\binom{\tilde{h}_{1}}{\tilde{h}_{2}}=\alpha_{1}^{-1}\binom{h_{1}}{h_{2}}, \\
& \tilde{\sigma}=\alpha_{1}^{-1} \sigma=\left(\begin{array}{cc}
\tilde{\alpha}_{11} & 1-\frac{\tilde{\alpha}_{12}}{t} \\
-t+\tilde{\alpha}_{21} & -\frac{\tilde{\alpha}_{22}}{t}
\end{array}\right) \tag{4.2}
\end{align*}
$$

with the same space setting (2.4). The Wiener-Hopf equation due to the first line reads

$$
\begin{equation*}
\tilde{\alpha}_{11} f_{0}+f_{1}-\tilde{\alpha}_{12} 1_{+} \cdot F^{-1} t^{-1} F f_{1}=\tilde{h}_{1}=\frac{\alpha_{24} h_{1}-\alpha_{14} h_{2}}{\operatorname{det} \alpha_{1}} \tag{4.3}
\end{equation*}
$$

If $f_{0}$ and $f_{1}$ represent the Dirichlet and Neumann data jumps on $x_{2}=0$ of a solution of problem $\mathscr{P}$, then the trace theorem and embedding yield $f_{1} \in \tilde{H}^{-1 / 2}\left(\mathbb{R}_{+}\right), f_{0} \in$ $\tilde{H}^{1 / 2}\left(\mathbb{R}_{+}\right) \leftrightarrows \tilde{H}^{-1 / 2}\left(\mathbb{R}_{+}\right), 1_{+} \cdot F^{-1} t^{-1} F f_{1} \in H^{1 / 2}\left(\mathbb{R}_{+}\right) \hookrightarrow \tilde{H}^{-1 / 2}\left(\mathbb{R}_{+}\right)$, which implies (4.1).

Theorem 4.2. Let $\operatorname{det} \alpha_{1} \neq 0$. Then

$$
\begin{equation*}
\tilde{W}: \tilde{H}^{1 / 2}\left(\mathbb{R}_{+}\right) \times \tilde{H}^{-1 / 2}\left(\mathbb{R}_{+}\right) \rightarrow \tilde{H}^{-1 / 2}\left(\mathbb{R}_{+}\right) \times H^{-1 / 2}\left(\mathbb{R}_{+}\right) \tag{4.4}
\end{equation*}
$$

defined by (4.2) is a Fredholm operator with index zero, if and only if

$$
\begin{equation*}
\operatorname{det} \tilde{\sigma}(\xi)=\frac{\operatorname{det} \sigma(\xi)}{\operatorname{det} \alpha_{1}} \neq 0, \quad \xi \in \mathbb{R} \tag{4.5}
\end{equation*}
$$

holds, i.e., if and only if problem $\mathscr{P}$ is of normal type $(d=1)$.
Proof. For simplicity we assume that $\alpha_{1}$ is the unit matrix. Note that $\tilde{W}$ maps into a different space than $W$ (see (2.4) and Proposition 2.4).

First we use an idea of [14] for replacing the tilde space on the right of (4.4), extending it to treat coupled systems. We know from the Sommerfeld (Dirichlet) problem [20] that

$$
\begin{equation*}
W_{S}=1_{+} \cdot F^{-1} t^{-1} \cdot F: \tilde{H}^{-1 / 2}\left(\mathbb{R}_{+}\right) \rightarrow H^{1 / 2}\left(\mathbb{R}_{+}\right) \tag{4.6}
\end{equation*}
$$

is a bijection with

$$
\begin{equation*}
W_{S}^{-1}=F^{-1} t_{+} \cdot F 1_{+} \cdot F^{-1} t_{-} \cdot F l \tag{4.7}
\end{equation*}
$$

where $l: H^{1 / 2}\left(\mathbb{R}_{+}\right) \rightarrow H^{1 / 2}$ denotes any extension onto the axis. So we transform the system (4.2) (dropping the tildes) by substituting

$$
\begin{equation*}
u_{+}=W_{S} f_{1} \in H^{1 / 2}\left(\mathbb{R}_{+}\right) \tag{4.8}
\end{equation*}
$$

and applying $W_{S}$ to the first equation, which becomes

$$
\begin{equation*}
\alpha_{11} W_{S} f_{0}+u_{+}-\alpha_{12} W_{S} u_{+}=W_{S} h_{1} . \tag{4.9a}
\end{equation*}
$$

The second equation is unaltered except by the substitution (4.8):

$$
\begin{equation*}
-1_{+} F^{-1} t \cdot F f_{0}+\alpha_{21} f_{0}-\alpha_{22} u_{+}=h_{2} . \tag{4.9b}
\end{equation*}
$$

In operator notation, we obtain equivalently

$$
\begin{align*}
& \tilde{\tilde{W}}\binom{f_{0}}{u_{+}}=1_{+} \cdot F^{-1}\left(\begin{array}{cc}
\frac{\alpha_{11}}{t} & 1-\frac{\alpha_{12}}{t} \\
\alpha_{21}-t & -\alpha_{22}
\end{array}\right) \cdot F\binom{f_{0}}{u_{+}}=\binom{W_{s} h_{1}}{h_{2}},  \tag{4.10}\\
& \tilde{\tilde{W}}: X=\tilde{H}^{1 / 2}\left(\mathbb{R}_{+}\right) \times H^{1 / 2}\left(\mathbb{R}_{+}\right) \rightarrow Y=H^{1 / 2}\left(\mathbb{R}_{+}\right) \times H^{-1 / 2}\left(\mathbb{R}_{+}\right) .
\end{align*}
$$

Now consider the extension of $\tilde{\tilde{W}}$ :

$$
\begin{equation*}
\bar{W}: \bar{X}=\tilde{H}^{1 / 2}\left(\mathbb{R}_{+}\right) \times L^{2}\left(\mathbb{R}_{+}\right) \rightarrow \bar{Y}=L^{2}\left(\mathbb{R}_{+}\right) \times H^{-1 / 2}\left(\mathbb{R}_{+}\right), \tag{4.11}
\end{equation*}
$$

which is also linear bounded (see the orders in (4.10)). Next we show the statement for $\bar{W}$ instead of $\tilde{W}$.

The lifting procedure leads to the equivalent operator

$$
\begin{align*}
& \bar{W}_{0}: 1_{+} \cdot F^{-1} \bar{\sigma}_{0} \cdot F: L^{2}\left(\mathbb{R}_{+}\right)^{2} \rightarrow L^{2}\left(\mathbb{R}_{+}\right)^{2}, \\
& \bar{\sigma}_{0}=\left(\begin{array}{cc}
1 & 0 \\
0 & t_{-}^{-1}
\end{array}\right) \tilde{\sigma}\left(\begin{array}{cc}
t_{+}^{-1} & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
\frac{\alpha_{11}}{t t_{+}} & 1-\frac{\alpha_{12}}{t} \\
\frac{\alpha_{21}}{t}-1 & \frac{-\alpha_{22}}{t_{-}}
\end{array}\right), \tag{4.12}
\end{align*}
$$

whose symbol matrix is in $C(\dot{\mathbb{R}})^{2 \times 2}$, continuous at infinity, and we get

$$
\begin{align*}
\operatorname{det} \bar{\sigma}_{0} & =t^{-1} \operatorname{det} \tilde{\tilde{\sigma}}=t^{-1} \operatorname{det} \tilde{\sigma} \\
& =1-\frac{\alpha_{12}+\alpha_{21}}{t}+\frac{\alpha_{12} \alpha_{21}-\alpha_{11} \alpha_{22}}{t^{2}} . \tag{4.13}
\end{align*}
$$

Thus the Fredholm property of $\bar{W}_{0}$ is equivalent to (4.5) (see [15]). Further we obtain

$$
\begin{equation*}
\text { Ind } \bar{W}_{0}=- \text { ind det } \bar{\sigma}_{0}=-\left.\arg \operatorname{det} \bar{\sigma}_{0}(\xi)\right|_{\xi=-\infty} ^{+\infty}=0 \tag{4.14}
\end{equation*}
$$

since det $\bar{\sigma}_{0}$ is an even function.
Finally we prove that the kernels and co-kernels of $\tilde{\tilde{W}}$ and $\bar{W}$ have the same dimensions. Because a solution of (4.10) for a given function in $Y$ is automatically in $X$, we obtain ker $\tilde{\tilde{W}}=$ ker $\bar{W}$. If this is finite-dimensional, a complement $X_{1}$ of ker $\tilde{\tilde{W}}$ in $X$ is dense in a complement $\bar{X}_{1}$ of ker $\bar{W}$ in $\bar{X}$. Thus the image $\tilde{\tilde{W}} X_{1} \overline{\tilde{\tilde{W}}} \bar{W} X_{1}$ is dense in $\bar{W} \bar{X}_{1}$, since $\bar{W}$ is continuous. A finite-dimensional complement of $\tilde{W} X_{1}$ is a complement of $\bar{W} \bar{X}_{1}$.

Remark 4.3. The above result reflects the fact that $\tilde{H}^{-1 / 2}\left(\mathbb{R}_{+}\right) \subseteq H^{-1 / 2}\left(\mathbb{R}_{+}\right)$is dense but not closed. For normal type problems, the images of $\tilde{W}, \tilde{W}$, and $\bar{W}$ are closed but the image of $W$ is not. So it is surprising that the corresponding (unlifted) symbols are simply connected by constant factors,

$$
\bar{\sigma}=\frac{1}{\alpha_{12}}\left(\begin{array}{cc}
1 & 0  \tag{4.15}\\
-\alpha_{22} & \alpha_{12}
\end{array}\right) \sigma\left(\begin{array}{cc}
1 & 0 \\
-\alpha_{11} & \alpha_{12}
\end{array}\right),
$$

although the lifted symbol matrices are generalized factorable or not, respectively, because of the Fredholm criterion. This shows that function-theoretic factorization
(with just algebraic behavior at infinity) and generalized matrix factorization (related to the function spaces) are quite different-although related-topics.

Corolllary 4.4. Condition (4.5) is violated, if and only if one of the characteristic numbers

$$
\begin{equation*}
\lambda_{ \pm}=\frac{\tilde{\alpha}_{12}+\tilde{\alpha}_{21}}{2} \pm \frac{1}{2}\left[\left(\tilde{\alpha}_{12}-\tilde{\alpha}_{21}\right)^{2}+4 \tilde{\alpha}_{11} \tilde{\alpha}_{22}\right]^{1 / 2} \tag{4.16}
\end{equation*}
$$

is situated on the curve $\{\zeta=t(\xi), \xi \in \mathbb{R}\}$. In the special case $\tilde{\alpha}_{11} \tilde{\alpha}_{22}=0$ these numbers simply read $\lambda_{+}=\tilde{\alpha}_{12}, \lambda_{-}=\tilde{\alpha}_{21}$.

Example 4.5. The impedance problem [11], [14]

$$
\begin{array}{ll}
u_{1}^{+}+i p u_{0}^{+}=h_{1} & \text { on } \mathbb{R}_{+}, \\
u_{1}^{-}-i q u_{0}^{-}=h_{2} & \text { on } \mathbb{R}_{+}, \tag{4.17}
\end{array}
$$

yields the coefficient matrix

$$
\tilde{\alpha}=\left(\begin{array}{ccc}
\tilde{\alpha}_{11} &  \tag{4.18}\\
& \ddots & \\
& & \tilde{\alpha}_{24}
\end{array}\right)=\left(\begin{array}{llll}
i(p-q) / 2 & i(p+q) / 2 & 1 & 0 \\
i(p+q) / 2 & i(p-q) / 2 & 0 & 1
\end{array}\right)
$$

and symbol matrices

$$
\begin{aligned}
& \tilde{\sigma}=\left(\begin{array}{cc}
i \frac{p-q}{2} & 1-i \frac{p+q}{2 t} \\
i \frac{p+q}{2}-t & -i \frac{p-q}{2 t}
\end{array}\right), \\
& \tilde{\tilde{\sigma}}=\bar{\sigma}=\left(\begin{array}{cc}
i \frac{p-q}{2 t} & 1-i \frac{p+q}{2 t} \\
i \frac{p+q}{2}-t & -i \frac{p-q}{2}
\end{array}\right), \\
& \bar{\sigma}_{0}=\left(\begin{array}{ll}
i \frac{p-q}{2 t t_{+}} & 1-i \frac{p+q}{2 t} \\
i \frac{p+q}{2 t}-1 & -i \frac{p-q}{2 t_{-}}
\end{array}\right)
\end{aligned}
$$

The system decomposes if and only if $p=q$ holds; the above matrices are then antidiagonal. In any case the determinant of the lifted symbol has the nice form

$$
\begin{equation*}
\operatorname{det} \bar{\sigma}_{0}=1-\frac{i(p+q)}{t}-\frac{p q}{t^{2}}=\left(1-\frac{i p}{t}\right)\left(1-\frac{i q}{t}\right) \tag{4.20}
\end{equation*}
$$

and does not vanish for positive impedances $p, q$.
5. Explicit factorization. In this paper we always have the lifted symbol matrices $\sigma_{0} \in P C(\dot{\mathbb{R}})^{2 \times 2}$, which are piecewise continuous with at most one jump at infinity. We briefly recall some facts from linear operator theory. It is well known [15], [21] that the Fredholm property of

$$
\begin{equation*}
W_{0}=1_{+} \cdot A_{0}=1_{+} \cdot F^{-1} \sigma_{0} \cdot F: L^{2}\left(\mathbb{R}_{+}\right)^{2} \rightarrow L^{2}\left(\mathbb{R}_{+}\right)^{2} \tag{5.1}
\end{equation*}
$$

is equivalent to the existence of a generalized factorization

$$
\sigma_{0}(\xi)=\sigma_{0-}(\xi)\left(\begin{array}{cc}
\left(\frac{\xi-i}{\xi+i}\right)^{\kappa_{1}} & 0  \tag{5.2}\\
0 & \left(\frac{\xi-i}{\xi+i}\right)^{\kappa_{2}}
\end{array}\right) \sigma_{0+}(\xi)
$$

with $\kappa_{j} \in \mathbb{Z}$ and

$$
\begin{equation*}
\sigma_{0 \pm}, \sigma_{0 \pm}^{-1} \in L^{2}(\mathbb{R}, \rho), \quad \rho(\xi)=\left(\xi^{2}+1\right)^{-1 / 2} \tag{5.3}
\end{equation*}
$$

and (5.2)-(5.3) are furthermore equivalent to the conditions (3.4).
The subcase of a right canonical factorization of $\sigma_{0} \in C(\dot{\mathbb{R}})^{2 \times 2}$ is characterized by $\sigma_{0 \pm} \in C(\dot{\mathbb{R}})^{2 \times 2}$ and corresponds to a factorization of the bounded convolution operator $A_{0} \in \mathscr{L}\left(L^{2}(\mathbb{R})^{2}\right)$ into bounded operators $A_{0 \pm}=F^{-1} \sigma_{0 \pm} \cdot F$ and $C$ according to the diagonal Fourier symbol matrix in the middle. In general $A_{0 \pm}$ and $A_{0 \pm}^{-1}=F^{-1} \sigma_{0 \pm}^{-1} \cdot F$ are unbounded, but combinations like $A_{0-1}^{-1} 1_{+} \cdot A_{0-}$ represent bounded operators, if the factors are taken from a generalized factorization.

A continuously invertible Wiener-Hopf operator $W_{0}$ and thus a well-posed problem $\mathscr{P}$ corresponds to a factorization (5.2), where $\kappa_{1}=\kappa_{2}=0$ holds. But the partial indices $\kappa_{j}$ cannot be obtained from considering det $\sigma_{0}(\xi)$, which only gives Ind $W_{0}=$ $-\kappa_{1}-\kappa_{2}=-$ ind det $\sigma_{0}$. So we really need an explicit generalized factorization of the form (5.2)-(5.3) for the decision about invertibility. The inverse then reads

$$
\begin{equation*}
W_{0}^{-1}=A_{0 \pm}^{-1} 1_{+} \cdot A_{0-}^{-1}=F^{-1} \sigma_{0+}^{-1} \cdot F 1_{+} \cdot F^{-1} \sigma_{0-}^{-1} \cdot F \tag{5.4}
\end{equation*}
$$

and yields a corresponding formula for $W^{-1}$ or $\tilde{W}^{-1}$ with immediate consequences for the asymptotics (the case $\kappa_{j} \neq 0$ appears here only, if we switch from $L^{2}$ to $L^{p}$ theory; see [21]).

We are going to factor explicitly the symbol matrices (3.3) and (4.2) in standard form according to the normal type cases $d=0$ with six parameters and $d=1$ with four parameters, provided the assumptions (3.2) and (4.1), (4.5), respectively, for the Fredholm property are satisfied. According to situations, which are different in the operator theoretical or function theoretical sense, the representation splits up into many cases.

The first step for finding a right canonical or a generalized factorization consists in an application of the following theorem by Khrapkov [9], which is mostly equivalent to a simpler version ( $a_{1}=1, c=0$ ) presented independently by Daniele [3], [8] and is connected to ideas of Heins [6] and Čebotarev [1].

Theorem 5.1. Let $G \in C(\mathbb{R})^{2 \times 2}$ be a matrix function of the form

$$
\begin{equation*}
G=a_{1} I+a_{2} R \tag{5.5}
\end{equation*}
$$

where $a_{j}$ are scalar functions and $R$ is a polynomial matrix of commutant form

$$
R(\xi)=\left(\begin{array}{rr}
-c(\xi) & a(\xi)  \tag{5.6}\\
b(\xi) & c(\xi)
\end{array}\right), \quad \xi \in \mathbb{R}(\mathbb{C})
$$

Abbreviate the determinants by

$$
\begin{align*}
-\operatorname{det} R & =c^{2}+a b=g^{2} f,  \tag{5.7}\\
\operatorname{det} G & =a_{1}^{2}-a_{2}^{2} g^{2} f
\end{align*}
$$

where $f, g$ are polynomials and $g(\xi) \neq 0$ for $\xi \in \mathbb{R}$ (we usually want $f$ to have minimal degree, i.e., $g$ contains all square factors apart from those that vanish on $\mathbb{R}$ ).

Furthermore, let $\operatorname{det} G \neq 0$ on $\mathbb{R}$ and let

$$
\begin{equation*}
\tau=\frac{1}{\sqrt{f}} \log \frac{a_{1}+a_{2} g \sqrt{f}}{a_{1}-a_{2} g \sqrt{f}}=\tau_{-}+\tau_{+} \tag{5.8}
\end{equation*}
$$

be an additive decomposition into functions $\tau_{ \pm}$, which are holomorphically extendable into the upper/lower half-plane $\mathbb{C}_{ \pm}: \operatorname{Im} \xi \gtrless 0$ and continuous on $\overline{\mathbb{C}_{ \pm}}$, respectively, where any consistent branches are chosen. Analogously, let

$$
\begin{equation*}
\sqrt{\operatorname{det} G}=\gamma_{-} \gamma_{+} \tag{5.9}
\end{equation*}
$$

be a multiplicative decomposition, i.e., a (function-theoretical) factorization and also

$$
\begin{equation*}
\frac{1}{g}=\frac{1}{g_{-}} \frac{1}{g_{+}} \tag{5.10}
\end{equation*}
$$

according to the poles, i.e., $g_{ \pm}(\xi) \neq 0$ in $\overline{\mathbb{C}_{ \pm}}$.
Then a factorization of $G$ into lower/upper holomorphic function matrices reads

$$
\begin{align*}
& G=G_{-} G_{+}, \\
& G_{ \pm}=\gamma_{ \pm}\left\{\frac{g_{\mp} \cosh \left(\frac{1}{2} \sqrt{f} \tau_{ \pm}\right)}{g_{ \pm}} I+\frac{\sinh \left(\frac{1}{2} \sqrt{f} \tau_{ \pm}\right)}{g_{ \pm}^{2} \sqrt{f}} R\right\} . \tag{5.11}
\end{align*}
$$

Proof. See [9] for the choice $g=1$; the modified result is then obvious [8].
Remark 5.2. (1) For factoring matrices of the form (1.6) $\sigma=\mu_{1} R_{1}+\mu_{2} R_{2}$ we first can try to factor $R_{1}=R_{1-} R_{1+}$ (or $R_{2}$ ) and to consider $\sigma=R_{1-}\left(\mu_{1} I+\mu_{2} R_{1-}^{-1} R_{2} R_{1+}^{-1}\right) R_{1+}$ where the middle factor can be rewritten in the Khrapkov canonical form [8]

$$
\begin{align*}
& \mu_{1} I+\mu_{2} T= \mu_{1} I+\frac{\mu_{2}}{2}(T+\tilde{T})+\frac{\mu_{2}}{2}(T-\tilde{T}) \\
&= a_{1} I+a_{2} R, \\
& \tilde{T}=\left(\begin{array}{cc}
t_{22} & -t_{12} \\
-t_{21} & t_{11}
\end{array}\right) . \tag{5.12}
\end{align*}
$$

For our purposes the factorization of rational matrices [2], [22] is straightforward.
(2) $R$ is of commutant form (5.6), if and only if $R^{2}=-\operatorname{det} R \cdot I$ holds, i.e., $R^{-1}=-R / \operatorname{det} R$ for regular matrices.
(3) If $\gamma_{ \pm}^{-1}$ are also upper/lower holomorphic, then the inverses of (5.11) yield a (right) factorization $G^{-1}=G_{-}^{-1} G_{+}^{-1}$ up to rational scalar factors, since $G_{ \pm}$commute with each other and

$$
\begin{equation*}
\operatorname{det} G_{ \pm}=\gamma_{ \pm}^{2} g_{\mp}^{2} / g_{ \pm}^{2} . \tag{5.13}
\end{equation*}
$$

(4) The Khrapkov formula (5.11) simplifies essentially, if $f \equiv 1$ holds. A factorization of

$$
\begin{equation*}
a_{1}+a_{2} g=\mu=\mu_{-} \mu_{+}, \quad a_{1}-a_{2} g=\nu=\nu_{-} \nu_{+}, \tag{5.14}
\end{equation*}
$$

which are assumed to be nonzero on the line due to $\operatorname{det} G \neq 0$, then yields the simpler formula

$$
\begin{equation*}
G_{ \pm}=\frac{1}{2}\left\{\frac{g_{\mp}}{g_{ \pm}}\left[\mu_{ \pm}+\nu_{ \pm}\right] I+\frac{1}{g_{ \pm}^{2}}\left[\mu_{ \pm}-\nu_{ \pm}\right] R\right\} . \tag{5.15}
\end{equation*}
$$

For our symbol algebra (matrices which are rational in $t$ ) the algebraic behavior at infinity is obvious. The only difficulty is that the numerator $g_{\mp}$ destroys the desired holomorphic properties of $G_{ \pm}^{-1}$. In some cases this leads to the middle factor of (5.2).
(5) In general, if the degree of $f$ is higher than two, the factors $G_{ \pm}$increase exponentially. Based on the above existence results for generalized factorizations, it can be proven that the following trick of Daniele [3], [8] helps to obtain algebraic behavior. Split a polynomial matrix of the form $p_{1} I+p_{2} R$ into factors with the same exponential behavior as we found in $G_{ \pm}$using Khrapkov's method, and split the same matrix, once more elementary with algebraic behavior. Combining appropriate factors we obtain a factorization of $G$ with algebraic growth; see $\S 9$, for instance.
(6) Further tricks to reduce the algebraic growth degree are already known from [21]: split off diagonal matrices as shown in (5.2) or polynomial matrices with a constant determinant such that the increase of $G_{ \pm}$matrix elements are cancelled simultaneously; also see § 6.
(7) The symmetry observed in the first remark (exchange the roles of $R_{1}, R_{2}$, if both are invertible) leads to an alternate factorization, which is equivalent to the modification $G_{-} G_{+}=(\operatorname{det} R)^{-1}\left(G_{-} R\right)\left(R G_{+}\right)$of (5.11), and yields factors

$$
\begin{equation*}
G_{ \pm}^{\prime}=\frac{\gamma_{ \pm}}{g_{ \pm}^{2} f_{ \pm}}\left\{\cosh \left(\frac{1}{2} \sqrt{f} \tau_{ \pm}\right) R+g \sqrt{f} \sinh \left(\frac{1}{2} \sqrt{f} \tau_{ \pm}\right) I\right\} . \tag{5.16}
\end{equation*}
$$

We are now going to use these ideas in a discussion of the above-mentioned class of parameter-dependent problems, which are listed in the order of growing complexity.
6. The case $d=0, \alpha_{13} \alpha_{21} \neq 0$. We continue considering the matrix $\sigma$ in (3.1), assume (3.2), and start the factoring procedure for the case $\alpha_{13} \alpha_{21} \neq 0$. First write $\sigma$ in the Khrapkov canonical form (5.5) as

$$
\begin{align*}
& \sigma=\left(\begin{array}{cc}
\alpha_{11} & \alpha_{13} \\
\alpha_{21} & 0
\end{array}\right)\left\{a_{1} I+a_{2} R\right\}, \\
& R=\left(\begin{array}{cc}
-c & a \\
b & c
\end{array}\right)=\left(\begin{array}{cc}
-\frac{\alpha_{11} \alpha_{12}-\alpha_{12} \alpha_{21}}{\alpha_{13} \alpha_{21}} & -\frac{2 \alpha_{22}}{\alpha_{21}} \\
-\frac{2 \alpha_{14}}{\alpha_{13}} t^{2} & \frac{\alpha_{11} \alpha_{22}-\alpha_{12} \alpha_{21}}{\alpha_{13} \alpha_{21}}
\end{array}\right),  \tag{6.1}\\
& a_{1}=1+\frac{c}{2 t}, \quad a_{2}=\frac{1}{2 t}
\end{align*}
$$

see (5.12). Therefore, put

$$
\begin{align*}
-\operatorname{det} R & =c^{2}+a b=c^{2}+4 \lambda t^{2} \\
& =\left(\frac{\alpha_{11} \alpha_{22}-\alpha_{12} \alpha_{21}}{\alpha_{13} \alpha_{21}}\right)^{2}+4 \frac{\alpha_{14} \alpha_{22}}{\alpha_{13} \alpha_{21}}\left(\xi^{2}-k^{2}\right)=f \tag{6.2}
\end{align*}
$$

see (5.7) where the characteristic parameter $\lambda=\alpha_{14} \alpha_{22} / \alpha_{13} \alpha_{21} \in \mathbb{C} \backslash[0,1]$ from (3.8) appears (the case $f=4 \lambda \xi^{2}$ is not excluded). We look at the asymptotic behavior of (5.8):

$$
\begin{align*}
& a_{1} \pm a_{2} \sqrt{f}=1+\frac{c \pm \sqrt{f}}{2 t} \sim 1 \pm \sqrt{\lambda}, \quad|\xi| \rightarrow \infty, \\
& \tau=\frac{1}{\sqrt{f}} \log \frac{a_{1}+a_{2} \sqrt{f}}{a_{1}-a_{2} \sqrt{f}} \sim \frac{1}{2 \sqrt{\lambda} t} \log \frac{1+\sqrt{\lambda}}{1-\sqrt{\lambda}} . \tag{6.3}
\end{align*}
$$

The Wiener-Levy theorem yields that $\tau$ is a Wiener algebra element, the Fourier transform of an $L^{1}$-function. Using the Hilbert transform projectors, we obtain the
additive decomposition $\tau=\tau_{-}+\tau_{+}$where

$$
\begin{align*}
\tau_{ \pm}(\xi) & =\frac{1}{2}\left\{\tau(\xi) \pm \frac{1}{\pi i} \int_{-\infty}^{\infty} \frac{\tau(\zeta)}{\zeta-\xi} d \zeta\right\} \\
& \sim \pm \frac{1}{2 \pi i} \frac{1}{2 \sqrt{\lambda}} \log \frac{1+\sqrt{\lambda}}{1-\sqrt{\lambda}} \frac{-2}{\xi} \log \frac{2 \xi}{i k}, \quad \xi \rightarrow \pm \infty \tag{6.4}
\end{align*}
$$

see [21, (3.8)]. This implies

$$
\begin{gather*}
\frac{1}{2} \sqrt{f} \tau_{ \pm} \sim \mp \frac{1}{2 \pi i} \log \frac{1+\sqrt{\lambda}}{1-\sqrt{\lambda}} \operatorname{sgn} \xi \log |\xi|, \quad \xi \rightarrow \pm \infty \\
\quad \exp \left(\frac{1}{2} \sqrt{f} \tau_{ \pm}\right)= \begin{cases}O\left(\xi^{ \pm \delta / 2}\right), & \xi \rightarrow+\infty \\
O\left(|\xi|^{ \pm \delta / 2}\right), & \xi \rightarrow-\infty\end{cases} \tag{6.5}
\end{gather*}
$$

where

$$
\begin{equation*}
\delta=\operatorname{Re} \frac{1}{i \pi} \log \frac{1+\sqrt{\lambda}}{1-\sqrt{\lambda}} \in(0,1] . \tag{6.6}
\end{equation*}
$$

It follows that we have the same operator theoretic situation as in [21] (see formulas (3.13) there), which corresponds to the subcase $\alpha_{11}=\alpha_{12}=0$, i.e., taking into account only the principal part of the boundary operator, in which case the factorization was more explicit due to an evaluation of $\tau_{ \pm}$in (6.4). Referring to those considerations we mention only the main results.

Corollary 6.1. Let $\sigma$ be given by (3.1), $\operatorname{det} \sigma(\xi) \neq 0, \quad \alpha_{13} \alpha_{21} \neq 0, \quad \lambda=$ $\alpha_{14} \alpha_{22} / \alpha_{13} \alpha_{21} \notin[0,1]$. With the notation (6.1)-(6.6), we obtain a (function-theoretical) factorization of $G=a_{1} I+a_{2} R=G_{-} G_{+}$into lower/upper holomorphic function matrices with algebraic behavior at infinity given by

$$
\begin{equation*}
G_{ \pm}=(1+\lambda)^{1 / 4}\left\{\cosh \left(\frac{1}{2} \sqrt{f} \tau_{ \pm}\right) I+\frac{\sinh \left(\frac{1}{2} \sqrt{f} \tau_{ \pm}\right)}{\sqrt{f}} R\right\} \tag{6.7}
\end{equation*}
$$

from Khrapkov's Theorem 5.1 and consequently

$$
\begin{align*}
& \sigma=\tilde{\sigma}_{-} \tilde{\sigma}_{+}, \quad \tilde{\sigma}_{-}=\left(\begin{array}{cc}
\alpha_{11} & \alpha_{13} \\
\alpha_{21} & 0
\end{array}\right) G_{-}, \quad \tilde{\sigma}_{+}=G_{+}, \\
& \sigma_{0}=\left(\begin{array}{cc}
t_{-}^{-1} & 0 \\
0 & t_{-}
\end{array}\right) \tilde{\sigma}_{-} \tilde{\sigma}_{+}\left(\begin{array}{cc}
t_{+}^{-1} & 0 \\
0 & t_{+}
\end{array}\right)=\tilde{\sigma}_{0-} \tilde{\sigma}_{0+} . \tag{6.8}
\end{align*}
$$

The orders of (these candidates for a generalized factorization) $\tilde{\sigma}_{0 \pm} \operatorname{read}(\operatorname{see}[21, ~(4.4)])$

$$
\begin{align*}
\text { ord } \tilde{\sigma}_{0-} & =\left(\begin{array}{ll}
\frac{1}{2}(\delta+1) & \frac{1}{2}(\delta-1) \\
\frac{1}{2}(\delta+1) & \frac{1}{2}(\delta-1)
\end{array}\right) \\
\text { ord } \tilde{\sigma}_{0+} & =\left(\begin{array}{ll}
\frac{1}{2}(\delta-1) & \frac{1}{2}(\delta-1) \\
\frac{1}{2}(\delta+1) & \frac{1}{2}(\delta+1)
\end{array}\right) \tag{6.9}
\end{align*}
$$

Remark 6.2. Therefore, $\tilde{\sigma}_{0}=\tilde{\sigma}_{0-} \tilde{\sigma}_{0+}$ does not represent a generalized factorization of $\sigma_{0} \in P C(\dot{\mathbb{R}})^{2 \times 2}$ (where only orders less than $\frac{1}{2}$ are allowed (cf. [21, Lemma 4.1])). But the inverse factor matrices are also lower/upper holomorphic; see (6.7) and Remark 5.2(3).

Corollary 6.3. A generalized factorization of $\sigma_{0}$ is obtained by putting

$$
\sigma_{0}=\sigma_{0-} \sigma_{0+}=\tilde{\sigma}_{0-}\left(\begin{array}{cc}
1 & 0  \tag{6.10}\\
\xi / \sqrt{\lambda} & 1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
-\xi / \sqrt{\lambda} & 1
\end{array}\right) \tilde{\sigma}_{0+}
$$

(cf. $[21,4.4])$, since the asymptotics are governed by the principal part analogue with

$$
\begin{align*}
\text { ord } \sigma_{0-} & =\left(\begin{array}{ll}
\frac{1}{2}(1-\delta) & \frac{1}{2}(\delta-1) \\
\frac{1}{2}(1-\delta) & \frac{1}{2}(\delta-1)
\end{array}\right), \\
\text { ord } \sigma_{0+} & =\left(\begin{array}{ll}
\frac{1}{2}(\delta-1) & \frac{1}{2}(\delta-1) \\
\frac{1}{2}(1-\delta) & \frac{1}{2}(1-\delta)
\end{array}\right) . \tag{6.11}
\end{align*}
$$

Thus the corresponding translation invariant operators $A_{0 \pm}=F^{-1} \sigma_{0 \pm} \cdot F$ are bounded on $L^{2}\left(\mathbb{R}^{2}\right)$, if and only if $\delta=1$ is satisfied, which corresponds to $\lambda \in(1, \infty)$.

Corollary 6.4. Under the same assumptions the following statements hold:
(1) The lifted Wiener-Hopf operator $W_{0}=1_{+} \cdot A_{0}=1_{+} \cdot F^{-1} \sigma_{0} \cdot F: L^{2}\left(\mathbb{R}_{+}\right)^{2} \rightarrow$ $L^{2}\left(\mathbb{R}_{+}\right)^{2}$ is invertible as

$$
\begin{equation*}
W_{0}^{-1}=A_{0+}^{-1} 1_{+} \cdot A_{0-}^{-1} \tag{6.12}
\end{equation*}
$$

(defined on a dense subspace, if $\delta \neq 1$ );
(2) The Wiener-Hopf operator $W$ in (3.1) is invertible as

$$
\begin{equation*}
W^{-1}=F^{-1} \sigma_{+}^{-1} \cdot F 1_{+} \cdot F^{-1} \sigma_{-}^{-1} \cdot F l \tag{6.13}
\end{equation*}
$$

with any extension 1 from $H^{-1 / 2}\left(\mathbb{R}_{+}\right) \times H^{1 / 2}\left(\mathbb{R}_{+}\right)$into $H^{-1 / 2} \times H^{1 / 2}$ (e.g., odd in the first and even in the second place; see $[5,20]$ ), where ( 6.7 ) gives

$$
\begin{align*}
& \sigma_{-}=\left(\begin{array}{cc}
\alpha_{11} & \alpha_{13} \\
\alpha_{21} & 0
\end{array}\right) G_{-}\left(\begin{array}{cc}
1 & 0 \\
\xi / \sqrt{\lambda} & 1
\end{array}\right),  \tag{6.14}\\
& \sigma_{+}=\left(\begin{array}{cc}
1 & 0 \\
-\xi / \sqrt{\lambda} & 1
\end{array}\right) G_{+} .
\end{align*}
$$

(3) Problem $\mathscr{P}$ is well posed for $h_{1} \in H^{-1 / 2}\left(\mathbb{R}_{+}\right)$and $h_{2} \in H^{1 / 2}\left(\mathbb{R}_{+}\right)$. The solution is given by (1.4), (2.2)-(2.3), (6.13)-(6.14), (6.7), (6.1)-(6.4), which yield direct a priori estimates

$$
\begin{equation*}
\left\|\left.u\right|_{\Omega^{ \pm}}\right\|_{H^{1}\left(\Omega^{ \pm}\right)} \leqq \text {const } \cdot\left\{\left\|h_{1}\right\|_{H^{-1 / 2}\left(\mathbb{R}_{+}\right)}+\left\|h_{2}\right\|_{H^{1 / 2}\left(\mathbb{R}_{+}\right)}\right\} . \tag{6.15}
\end{equation*}
$$

Corollary 6.5. Furthermore, the asymptotics of the first derivatives of the solution at the origin is given by

$$
\begin{equation*}
\nabla u\left(x_{1}, x_{2}\right) \sim \text { const } \cdot{\sqrt{x_{1}^{2}+x_{2}^{2}}}^{\delta / 2-1} \tag{6.16}
\end{equation*}
$$

where $\delta=\operatorname{Re}\left[(i \pi)^{-1} \log ((1+\sqrt{\lambda}) /(1-\sqrt{\lambda}))\right] \in(0,1]$ provided the data $h_{j}$. are sufficiently smooth. We find a square root singularity similar to Sommerfeld's half-plane problem [12], [16], [21], if and only if $\delta=1$ holds.
7. The case $\boldsymbol{d}=\mathbf{0}, \boldsymbol{\alpha}_{13} \boldsymbol{\alpha}_{\mathbf{2 1}}=\mathbf{0}$. Here we find decoupling systems and give only some hints on how to proceed (cf. [20]). Starting with (3.1)-(3.2) and $\alpha_{21}=0$, which implies $\alpha_{14} \alpha_{22} \neq 0$, we may apply a simple factorization rule for triangular matrices (see [8, formula (1.5)]),

$$
\begin{align*}
\sigma & =\left(\begin{array}{cc}
\alpha_{11}-\alpha_{14} t & \alpha_{13}-\frac{\alpha_{12}}{t} \\
0 & -\frac{\alpha_{22}}{t}
\end{array}\right)=\sigma_{-} \sigma_{+}  \tag{7.1}\\
& =\left(\begin{array}{cc}
t_{-} \varphi_{-} & t_{-} \varphi_{-} \eta_{-} \\
0 & -\frac{\alpha_{22}}{t_{-}}
\end{array}\right)\left(\begin{array}{cc}
-\alpha_{14} t_{+} \varphi_{+} & \frac{\eta_{+}}{t_{+}} \\
0 & \frac{1}{t_{+}}
\end{array}\right),
\end{align*}
$$

$$
\begin{align*}
& \varphi=1-\frac{\alpha_{11}}{\alpha_{14} t}=\varphi_{-} \varphi_{+}, \quad \psi=\alpha_{13}-\frac{\alpha_{12}}{t},  \tag{7.2}\\
& \eta=\frac{t_{+} \psi}{t_{-} \varphi_{-}}, \quad H_{ \pm} \eta=\eta_{ \pm} .
\end{align*}
$$

$H_{ \pm}=F 1_{ \pm} \cdot F^{-1}$ denote the Hilbert transform projectors (see (6.4)) and all elements are in the $\pm$ Wiener subalgebra corresponding to the indices. Note that $\varphi$ does not vanish on $\mathbb{R}$ due to det $\sigma \neq 0$; its winding number is zero, since $\varphi$ is an even function, and thus $\varphi_{ \pm}^{-1}$ are also holomorphic in $\mathbb{C}_{ \pm}$.

Considering the orders, ord $t_{ \pm}=1 / 2$ and therefore

$$
\begin{equation*}
A_{-} A_{+}=F^{-1} \sigma_{-} F \cdot F^{-1} \sigma_{+} \cdot F: H^{1 / 2} \times H^{-1 / 2} \rightarrow L^{2} \times L^{2} \rightarrow H^{-1 / 2} \times H^{1 / 2} \tag{7.3}
\end{equation*}
$$

as linear bounded and invertible operators (see (7.1)), it is obvious that the lifted factorization (drop $t_{ \pm}$in (7.1)) consists also of bounded invertible operators according to $\sigma_{0 \pm}^{ \pm 1} \in C(\dot{\mathbb{R}})^{2 \times 2}$, and the inverse symbol matrices $\sigma_{0 \pm}^{-1}$ are also holomorphic in $\mathbb{C}_{ \pm}$.

Corollary 7.1. In this case $\mathscr{P}$ is well posed for any data $h_{1} \in H^{-1 / 2}\left(\mathbb{R}_{+}\right), h_{2} \in$ $H^{1 / 2}\left(\mathbb{R}_{+}\right) . W$ has a bounded inverse as in (6.13) and $\nabla u \sim$ const $\cdot\left(x_{1}^{2}+x_{2}^{2}\right)^{-1 / 2}$ holds near the origin.

Considering finally the case $\alpha_{13}=0$, which also implies $\alpha_{14} \alpha_{22} \neq 0$ for $W$ to be Fredholm, we can write

$$
\sigma=\left(\begin{array}{cc}
\alpha_{11}-\alpha_{14} t & -\frac{\alpha_{12}}{t}  \tag{7.4}\\
\alpha_{21} & -\frac{\alpha_{22}}{t}
\end{array}\right)=\left(\begin{array}{cc}
1 & \frac{\alpha_{12}}{\alpha_{22}} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\alpha_{11}-\frac{\alpha_{12} \alpha_{21}}{\alpha_{22}}-\alpha_{14} t & 0 \\
\alpha_{21} & -\frac{\alpha_{22}}{t}
\end{array}\right)
$$

which leads to a quite similar result after factoring the triangular matrix as before in (7.1).
8. The case $\boldsymbol{d}=1, \alpha_{11} \alpha_{12} \alpha_{21} \alpha_{22}=\mathbf{0}$. We have to factor the matrix $\tilde{\tilde{\sigma}}=\bar{\sigma}$ in (4.10):

$$
\begin{align*}
\bar{\sigma} & =\left(\begin{array}{cc}
\frac{\alpha_{11}}{t} & 1-\frac{\alpha_{12}}{t} \\
\alpha_{21}-t & -\alpha_{22}
\end{array}\right)  \tag{8.1}\\
& =\left(\begin{array}{cc}
0 & 1 \\
\alpha_{21} & -\alpha_{22}
\end{array}\right)\left\{I+\frac{1}{\alpha_{21} t}\left(\begin{array}{cc}
\alpha_{11} \alpha_{22}-t^{2} & -\alpha_{12} \alpha_{22} \\
\alpha_{11} \alpha_{21} & -\alpha_{12} \alpha_{21}
\end{array}\right)\right\}
\end{align*}
$$

considering first the case $\alpha_{21} \neq 0$. In Khrapkov form (5.5) the term in braces reads

$$
\begin{align*}
& G=a_{1} I+a_{2} R, \\
& a_{1}=1+\frac{\alpha_{11} \alpha_{22}-\alpha_{12} \alpha_{21}-t^{2}}{2 \alpha_{21} t}, \quad a_{2}=\frac{1}{2 \alpha_{21} t},  \tag{8.2}\\
& R=\left(\begin{array}{cc}
-c & a \\
b & c
\end{array}\right)=\left(\begin{array}{cc}
-\left[t^{2}-\left(\alpha_{11} \alpha_{22}+\alpha_{12} \alpha_{21}\right)\right] \\
2 \alpha_{11} \alpha_{21} & -2 \alpha_{12} \alpha_{22} \\
t^{2}-\left(\alpha_{11} \alpha_{22}+\alpha_{12} \alpha_{21}\right)
\end{array}\right) .
\end{align*}
$$

Further, we put

$$
\begin{align*}
-\operatorname{det} R & =c^{2}+a b \\
& =t^{4}-2 t^{2}\left(\alpha_{11} \alpha_{22}+\alpha_{12} \alpha_{21}\right)+\left(\alpha_{11} \alpha_{22}-\alpha_{12} \alpha_{21}\right)^{2}  \tag{8.3}\\
& =g^{2} f .
\end{align*}
$$

This contains a square factor, if $\alpha_{11} \alpha_{12} \alpha_{21} \alpha_{22}=0$ holds, and then it is even of the form

$$
\begin{equation*}
-\operatorname{det} R=\left(t^{2} \pm \operatorname{det} \alpha_{1}\right)^{2}=g^{2} \tag{8.4}
\end{equation*}
$$

with $f \equiv 1$ where the Khrapkov method works most effectively (see Remark 5.2(4)), unless the subexceptional case $\xi_{0}^{2}=k^{2} \mp \operatorname{det} \alpha_{1} \in \mathbb{R}$ is given, since real zeros have to be put into the $f$ (see Theorem 5.1).

However, in the case $\alpha_{11} \alpha_{12} \alpha_{22}=0, \bar{\sigma}$ decomposes, and we again easily get similar results to $\S 7$ with a bounded operator factorization, the usual square root singularity, etc. This is not repeated here. But note that the decoupling of the system (in contrast to other cases like Example 3.5) does not imply a modification of the function space setting (4.11) and (4.10). ( $H^{-1 / 2}\left(\mathbb{R}_{+}\right)$cannot be replaced by $\tilde{H}^{-1 / 2}\left(\mathbb{R}_{+}\right)$.)

Another more complicated problem occurs for $\alpha_{21}=0$ and $\alpha_{11} \alpha_{12} \alpha_{22} \neq 0$ where the system does not decouple, but the constant matrix in (8.1) becomes singular. So we write

$$
\begin{align*}
\bar{\sigma} & =\left(\begin{array}{cc}
0 & 1 \\
0 & -\alpha_{22}
\end{array}\right)+\frac{1}{t}\left(\begin{array}{cc}
\alpha_{11} & -\alpha_{12} \\
-t^{2} & 0
\end{array}\right)  \tag{8.5}\\
& =\frac{1}{t_{-}}\left(\begin{array}{cc}
1 & 0 \\
0 & -t_{-}^{2}
\end{array}\right)\left\{I+\frac{1}{\alpha_{12} t}\left(\begin{array}{cc}
-t^{2} & \alpha_{11} t_{-}^{2} \\
-\alpha_{22} t_{+}^{2} & \alpha_{11} \alpha_{22}
\end{array}\right)\right\}\left(\begin{array}{cc}
\alpha_{11} & -\alpha_{12} \\
t_{+}^{2} & 0
\end{array}\right) \frac{1}{t_{+}}
\end{align*}
$$

and the term in braces reads in Khrapkov form

$$
\begin{align*}
& G=a_{1} I+a_{2} R, \\
& a_{1}=1-\frac{1}{2 \alpha_{12} t}\left(t^{2}-\alpha_{11} \alpha_{22}\right), \quad a_{2}=\frac{1}{2 \alpha_{12} t},  \tag{8.6}\\
& R=\left(\begin{array}{cc}
-c & a \\
b & c
\end{array}\right)=\left(\begin{array}{cc}
-\left(t^{2}+\alpha_{11} \alpha_{22}\right) & 2 \alpha_{11} t_{-}^{2} \\
-2 \alpha_{22} t_{+}^{2} & t^{2}+\alpha_{11} \alpha_{22}
\end{array}\right) .
\end{align*}
$$

Now, following the factorization method of $\S 5$, we obtain

$$
\begin{equation*}
-\operatorname{det} R=c^{2}+a b=\left(t^{2}-\alpha_{11} \alpha_{22}\right)^{2}=g^{2} \tag{8.7}
\end{equation*}
$$

with $f \equiv 1$, if we first consider the case $k^{2}+\alpha_{11} \alpha_{22} \in \mathbb{C} \backslash[0, \infty)$. Further we have to set (see (5.14))

$$
\begin{align*}
& \mu=a_{1}+a_{2} g=1, \\
& \begin{aligned}
& \nu=a_{1}-a_{2} g=1-\frac{1}{\alpha_{12} t}\left(t^{2}-\alpha_{11} \alpha_{22}\right)=-\frac{t}{\alpha_{12}}\left(1-\frac{\alpha_{12}}{t}-\frac{\alpha_{11} \alpha_{22}}{t^{2}}\right) \\
&=-\frac{t}{\alpha_{12}} \omega=\left(-\frac{t_{-} \omega_{-}}{\alpha_{12}}\right)\left(t_{+} \omega_{+}\right)=\operatorname{det} G, \\
& g(\xi)=\xi^{2}-k^{2}-\alpha_{11} \alpha_{22}=\left(\xi-\xi_{0}\right)\left(\xi+\xi_{0}\right)=g_{-}(\xi) g_{+}(\xi)
\end{aligned}
\end{align*}
$$

with $\xi_{0}=\sqrt{k^{2}+\alpha_{11} \alpha_{22}} \in \mathbb{C}_{+}$. Note that the bounded factors of $\omega=\omega_{-} \omega_{+}$are unique up to a constant, since they are Wiener algebra elements. Formula (5.15) yields the factorization $G=G_{-} G_{+}$into lower/upper holomorphic matrix functions

$$
\begin{align*}
& G_{-}=\frac{1}{2}\left\{\frac{\xi+\xi_{0}}{\xi-\xi_{0}}\left(1-\frac{t_{-} \omega_{-}}{\alpha_{12}}\right) I+\frac{1}{\left(\xi-\xi_{0}\right)^{2}}\left(1+\frac{t_{-} \omega_{-}}{\alpha_{12}}\right) R\right\}, \\
& G_{+}=\frac{1}{2}\left\{\frac{\xi-\xi_{0}}{\xi+\xi_{0}}\left(1+t_{+} \omega_{+}\right) I+\frac{1}{\left(\xi+\xi_{0}\right)^{2}}\left(1-t_{+} \omega_{+}\right) R\right\} . \tag{8.9}
\end{align*}
$$

We conclude

$$
\text { ord } G_{ \pm}=\left(\begin{array}{cc}
\frac{1}{2} & -\frac{1}{2}  \tag{8.10}\\
-\frac{1}{2} & 0
\end{array}\right)
$$

according to a cancellation of two terms of order $\frac{1}{2}$ in the last place. We can see from (4.12) and (8.5) that the lifted factors are bounded, since

$$
\begin{align*}
& \text { ord }\left(\begin{array}{cc}
1 & 0 \\
0 & 1 / t_{-}
\end{array}\right) \frac{1}{t_{-}}\left(\begin{array}{cc}
1 & 0 \\
0 & -t_{-}^{2}
\end{array}\right) G_{-}=\left(\begin{array}{cc}
0 & -1 \\
-\frac{1}{2} & 0
\end{array}\right), \\
& \text { ord } G_{+}\left(\begin{array}{cc}
\alpha_{11} & -\alpha_{12} \\
t_{+}^{2} & 0
\end{array}\right) \frac{1}{t_{+}}\left(\begin{array}{cc}
1 / t_{+} & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
-\frac{1}{2} & 0 \\
0 & -1
\end{array}\right) \tag{8.11}
\end{align*}
$$

hold. But this does not give a right canonical factorization, because the factors $\xi \pm \xi_{0}$ in $G_{\mp}$ destroy the desired holomorphic properties of the inverses.

Choosing the value of the factor $\omega_{+}(\xi)$ at $\xi=\xi_{0}$ such that $1-t_{+} \omega_{+}$vanishes at $\xi=\xi_{0}$, we may split off a scalar $\left(\xi-\xi_{0}\right) /\left(\xi+\xi_{0}\right)$ from $G_{+}$, and it follows that the remainder matrix has a holomorphic inverse in $\mathbb{C}_{+}$. It can be shown that this determination of $\omega=\omega_{-} \omega_{+}$yields $1+\left(t_{-} \omega_{-} / \alpha_{12}\right)=0$ at $\xi=-\xi_{0}$, such that a factor $\left(\xi+\xi_{0}\right) /\left(\xi-\xi_{0}\right)$ can be split off in $G_{-}$and cancels the previous one.

This together with (8.11) leads to a factorization of the (unlifted) symbol matrix $\overline{\boldsymbol{\sigma}}=\bar{\sigma}_{-} \bar{\sigma}_{+}$into

$$
\begin{align*}
& \bar{\sigma}_{-}=\frac{1}{2 t_{-}}\left(\begin{array}{cc}
1 & 0 \\
0 & -t_{-}^{2}
\end{array}\right)\left\{\left(1-\frac{t_{-} \omega_{-}}{\alpha_{12}}\right) I+\frac{1}{\xi^{2}-\xi_{0}^{2}}\left(1+\frac{t_{-} \omega_{-}}{\alpha_{12}}\right) R\right\},  \tag{8.12}\\
& \bar{\sigma}_{+}=\frac{1}{2 t_{+}}\left\{\left(1+t_{+} \omega_{+}\right) I+\frac{1}{\xi^{2}-\xi_{0}^{2}}\left(1-t_{+} \omega_{+}\right) R\right\}\left(\begin{array}{cc}
\alpha_{11} & -\alpha_{12} \\
t_{+}^{2} & 0
\end{array}\right)
\end{align*}
$$

(with $t_{ \pm}^{2}=\xi \pm k$ ) and the usual situation of a bounded operator factorization and the square root singularity.

The remaining exceptional case in this section is $\alpha_{21}=0, \alpha_{11} \alpha_{12} \alpha_{22} \neq 0, \xi_{0}^{2}=$ $k^{2}+\alpha_{11} \alpha_{22} \in[0, \infty)$. Here we have two real double zeros in (8.7). We can use the Khrapkov factorization formulas (5.11) with $g_{ \pm}=1$ and

$$
\begin{equation*}
\sqrt{f}=t^{2}-\alpha_{11} \alpha_{22}=\xi^{2}-k^{2}-\alpha_{11} \alpha_{22}=\xi^{2}-\xi_{0}^{2} . \tag{8.13}
\end{equation*}
$$

The idea is [8] to compensate for the exponential behavior of $G_{ \pm}$at infinity by factoring a polynomial matrix of the form

$$
\begin{equation*}
Q=b_{1} I+b_{2} R \tag{8.14}
\end{equation*}
$$

with rational coefficients $b_{j}$ such that the factors have the inverse asymptotics.
The following more important case uses a similar argument, so we refer to analogy here.
9. The case $\boldsymbol{d}=1, \boldsymbol{\alpha}_{11} \boldsymbol{\alpha}_{12} \boldsymbol{\alpha}_{21} \boldsymbol{\alpha}_{22} \neq \mathbf{0}$. Now we continue from (8.3) writing -det $R=$ $f$, since it contains no square factor except the factor $\xi^{2}$ in the special case of

$$
\begin{equation*}
k^{4}+2 k^{2} \lambda_{2}+\lambda_{1}^{2}=0 \tag{9.1}
\end{equation*}
$$

where we abbreviate

$$
\begin{align*}
& \lambda_{1}=\alpha_{11} \alpha_{22}-\alpha_{12} \alpha_{21}=\operatorname{det} \alpha_{1}  \tag{9.2}\\
& \lambda_{2}=\alpha_{11} \alpha_{22}+\alpha_{12} \alpha_{21} .
\end{align*}
$$

In order to apply the Khrapkov formulas (5.11) to (8.2), we compute

$$
\begin{equation*}
a_{1} \pm a_{2} \sqrt{f}=1+\frac{1}{2 \alpha_{21} t}\left[\lambda_{1}-t^{2} \pm\left(t^{4}-2 \lambda_{2} t^{2}+\lambda_{1}^{2}\right)^{1 / 2}\right] \tag{9.3}
\end{equation*}
$$

with $\lambda_{1} \neq \pm \lambda_{2}$ according to the headline assumption. This yields

$$
\begin{align*}
& a_{1}+a_{2} \sqrt{f} \sim 1, \quad a_{1}-a_{2} \sqrt{f} \sim-\frac{t}{\alpha_{21}}, \quad \text { as } \xi \rightarrow \pm \infty, \\
& \operatorname{det} G=a_{1}^{2}-a_{2}^{2} f \sim-\frac{t}{\alpha_{21}},  \tag{9.4}\\
& \sqrt{\operatorname{det} G}=\gamma_{-} \gamma_{+} \sim \sqrt{\frac{-1}{\alpha_{21}}} t_{-}^{1 / 2} t_{+}^{1 / 2}
\end{align*}
$$

due to a factorization in the Wiener algebra. Further,

$$
\begin{equation*}
\tau=\frac{1}{\sqrt{f}} \log \frac{a_{1}+a_{2} \sqrt{f}}{a_{1}-a_{2} \sqrt{f}} \sim \frac{1}{t^{2}} \log \frac{-\alpha_{21}}{t}=\tau_{-}+\tau_{+} \tag{9.5}
\end{equation*}
$$

holds, where

$$
\begin{align*}
\tau_{ \pm}(\xi) & =\frac{1}{2}\left\{\tau(\xi) \pm \frac{1}{\pi i} \int_{-\infty}^{\infty} \frac{\tau(\zeta)}{\zeta-\xi} d \zeta\right\} \\
& =\frac{c_{1}}{\xi}+O\left(\frac{1}{\xi^{2}} \log |\xi|\right) \tag{9.6}
\end{align*}
$$

with a constant $c_{1}$ (cf. [23]).
From the Khrapkov formulas (5.11) (with $g_{ \pm}=1$ ), we see that the factors

$$
\begin{align*}
G_{ \pm} & =\gamma_{ \pm}\left\{\cosh \left(\frac{1}{2} \sqrt{f} \tau_{ \pm}\right) I+\frac{\sinh \left(\frac{1}{2} \sqrt{f} \tau_{ \pm}\right)}{\sqrt{f}} R\right\}  \tag{9.7}\\
& \sim \gamma_{ \pm} \exp \left(\frac{1}{2} \operatorname{Re} c_{1}|\xi|\right)\left\{I+\frac{1}{\xi^{2}} R\right\}
\end{align*}
$$

increase exponentially in general.
Proposition 9.1. There exists a polynomial matrix $G^{\prime}=a_{1}^{\prime} I+a_{2}^{\prime} R$ with Khrapkov factors that behaves at infinity like $G_{ \pm}$up to the scalar factors $\gamma_{ \pm}$, i.e., there holds the same formula (9.6) for $\tau_{ \pm}^{\prime}$.

Proof. We consider the ansatz

$$
\begin{equation*}
G^{\prime}=\left(C-t^{2}\right) I+R \tag{9.8}
\end{equation*}
$$

with a constant $C$. For factoring we have

$$
\begin{align*}
\tau^{\prime} & =\frac{1}{\sqrt{f}} \log \frac{a_{1}^{\prime}+a_{2}^{\prime} \sqrt{f}}{a_{1}^{\prime}-a_{2}^{\prime} \sqrt{f}}=\frac{1}{\sqrt{f}} \log \frac{C-t^{2}+\sqrt{f}}{C-t^{2}-\sqrt{f}}  \tag{9.9}\\
& \sim \frac{1}{t^{2}} \log \frac{\lambda_{2}-C}{2 t^{2}} .
\end{align*}
$$

Abelian theorems for the Hilbert transformation [23] lead to (9.6), again provided $C$ is chosen suitably (which involves elliptic integrals).

Theorem 9.2. In the case $d=1, \alpha_{11} \alpha_{12} \alpha_{21} \alpha_{22} \neq 0$, a factorization of $G$ in (8.2) with algebraic behavior at infinity is given by

$$
\begin{equation*}
G=G^{\prime} G_{-} G_{-}^{\prime-1} G_{+}^{\prime-1} G_{+} . \tag{9.10}
\end{equation*}
$$

## (The polynomial matrix can also be put at another place between the factors.)

Proof. Matrices of the form $G=a_{1} I+a_{2} R$ with a fixed commutant $R$ form a commutative algebra. In particular, $G^{-1}=(\operatorname{det} G)^{-1}\left(a_{1} I-a_{2} R\right)$ holds (if $\operatorname{det} G \neq 0$ ) and the Khrapkov factorization of $G G^{\prime-1}$ coincides with the product of the two single factorizations after a rearrangement of the factors. Therefore, (9.6) and the preceding result yield a cancelation of the exponential increase, and the stated algebraic behavior at infinity holds.

Remark 9.3. Unfortunately, the explicit representation of this factorization is quite complicated in general. So we do not work out the procedure of constructing a generalized factorization of $\bar{\sigma}$. But the main questions are already answered. First, we may directly use the classical Wiener-Hopf procedure for applications starting with (9.10) to get an explicit solution. Second, the type of the singularity is known to be the same as for the principal part problem; for instance, set $\alpha_{12}=0$, and see $\S 8$.
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# A GENERAL CONVERGENCE RESULT FOR A FUNCTIONAL RELATED TO THE THEORY OF HOMOGENIZATION* 

GABRIEL NGUETSENG $\dagger$


#### Abstract

The convergence, as $\varepsilon \downarrow 0$, of the functional $F_{\varepsilon}(\Psi)=\int_{\mathbb{R}^{N}} u_{\varepsilon}(x) \Psi(x, x / \varepsilon)$ associated with a given $L^{2}$ function $u_{\varepsilon}$ with support in a fixed compact set is studied. The test functions $\Psi(x, y)$ are continuous on $\mathbb{R}^{N} \times \mathbb{R}^{N}$ and periodic in $y$. A convergence theorem is proved under the weaker assumption that $u_{\varepsilon}$ remains in a bounded subset of $L^{2}$. Finally, the use of multiple-scale expansions in homogenization is justified, and a new approach is proposed for the mathematical analysis of homogenization problems.
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1. Introduction. The mathematical analysis of homogenization problems for partial differential equations (see [1], [9]) utilizes the functionals of the type

$$
F_{\varepsilon}(\Psi)=\int_{\Omega} u_{\varepsilon}(x) \Psi\left(x, \frac{x}{\varepsilon}\right) d x\left(\Omega \text { a bounded open set in } \mathbb{R}^{N}\right) .
$$

The function $u_{\varepsilon}$ is, say, in $L^{2}(\Omega)$ and is (or depends on) the solution of a partial differential equation on $\Omega$ with coefficients $\varepsilon$-periodic (i.e., periodic with period $\varepsilon$ in each variable). The test function $\Psi(x, y)$ is continuous on $\bar{\Omega} \times \mathbb{R}^{N}$ ( $\bar{\Omega}$ denotes the closure of $\Omega$ ) and, for fixed $x$, the function $y \rightarrow \Psi(x, y)$ is periodic (with period 1 in each variable).

Let us bear in mind that for such a function, i.e., $\Psi$, the associated sequence $\left(\Psi^{\varepsilon}\right)_{\varepsilon>0}$, with $\Psi^{\varepsilon}(x)=\Psi(x, x / \varepsilon)$ for $x \in \Omega$, converges to the function

$$
x \rightarrow \tilde{\Psi}(x)=\int_{Y} \Psi(x, y) d y \quad \text { in } L^{2}(\Omega) \text {-weak } \quad \text { as } \varepsilon \downarrow 0
$$

(see, e.g., [1]), where $Y=] 0,1\left[{ }^{N}\right.$.
In view of convergence studies in the theory of homogenization two distinct situations may be considered:
(i) The sequence ( $u_{\varepsilon}$ ) is assumed to contain a subsequence, still denoted by ( $u_{\varepsilon}$ ) for simplicity, that converges strongly to a function $u_{0}$ in $L^{2}(\Omega)$ as $\varepsilon \downarrow 0$ (e.g., $u_{\varepsilon} \in H^{1}(\Omega)$, $\partial \Omega$ smooth, and ( $u_{\varepsilon}$ ) is bounded in $H^{1}(\Omega)$ ). Hence, the corresponding sequence ( $F_{\varepsilon}(\Psi)$ ) converges to the integral $\int_{\Omega} u_{0}(x) \tilde{\Psi}(x) d x$.
(ii) The more difficult situation, which we study here, is that in which the sequence ( $u_{\varepsilon}$ ) only remains in a bounded subset of $L^{2}(\Omega)$. We may surely extract a weakly convergent subsequence, but we do not have any classical argument that allows us to pass to the limit in $F_{\varepsilon}(\Psi)$ for the corresponding subsequence. Indeed, for the convergence of the scalar product of two sequences in $L^{2}(\Omega)$, we classically need strong convergence for at least one of them.

Several aspects of this situation arise in homogenization. Let us point out two particularly interesting aspects:
(1) $u_{\varepsilon}$ is some derivative of a function $v_{\varepsilon}$ (i.e., $u_{\varepsilon}=\partial v_{\varepsilon} / \partial x_{i}$ ) that is the solution of a boundary value problem considered in the framework of homogenization, and the sequence $\left(v_{\varepsilon}\right)$ is bounded in $H^{1}(\Omega)$ (see §6). In general, this is typical of the

[^42]so-called regular homogenization problems; that is, the class of the homogenization problems associated with a formal expansion (of the solution) of the type
\[

$$
\begin{equation*}
v_{\varepsilon}(x)=v_{0}(x)+\varepsilon v_{1}\left(x, \frac{x}{\varepsilon}\right)+\varepsilon^{2} v_{2}\left(x, \frac{x}{\varepsilon}\right)+\cdots, \tag{1.1}
\end{equation*}
$$

\]

where the leading term $v_{0}$, which does not depend on the local variables $y=x / \varepsilon$, "ignores" the local effects.

For the study of convergence, i.e., $\lim v_{\varepsilon}=v_{0}$ as $\varepsilon \downarrow 0$, which is one of the main objects in homogenization, we possess a method, the so-called Energy Method (see [1], [9]), that solves most of the problems of the above type. However, it does not exhibit the weak limit of the gradient $\partial v_{\varepsilon} / \partial x_{i}, i=1, \cdots, N$ (that is, concretely, the local behaviour of $v_{\varepsilon}$ ), which is interesting from the physical point of view.
(2) $u_{\varepsilon}$ is the solution of a boundary value problem whose formal analysis (in the framework of homogenization) is based on an asymptotic expansion of the type

$$
\begin{equation*}
u_{\varepsilon}(x)=u_{0}\left(x, \frac{x}{\varepsilon}\right)+\varepsilon u_{1}\left(x, \frac{x}{\varepsilon}\right)+\varepsilon^{2} u_{2}\left(x, \frac{x}{\varepsilon}\right)+\cdots, \tag{1.2}
\end{equation*}
$$

with a leading term depending on the local variables $y=x / \varepsilon$. The leading term is affected by the local effects and, consequently, there is no hope of extracting a strongly convergent subsequence from ( $u_{\varepsilon}$ ). Here, the Energy Method becomes inoperative and, to our knowledge, there is no systematic way of proving convergence for related homogenization problems, referred to as singular homogenization problems (see [4], [5], [7, Chaps. 7, 8] for typical examples of this). Although we do not consider that question in this work, we believe the study of singular homogenization problems requires an appropriate approach that should be based on an extensive analysis of functionals of the type

$$
F_{\varepsilon}(\Psi)=\int_{\Omega} u_{\varepsilon}(x) \Psi\left(x, \frac{x}{\varepsilon}\right) d x
$$

Our basic result is the proof of a convergence theorem for the functional $F_{\varepsilon}(\Psi)=$ $\int_{\mathbb{R}^{\wedge}} u_{\varepsilon}(x) \Psi(x, x / \varepsilon) d x$ ( $u_{\varepsilon}$ having its support in a fixed compact set) under the weaker hypothesis that the sequence ( $u_{\varepsilon}$ ) remains bounded in $L^{2}$. There is no need to assume the possibility of extracting a strongly convergent subsequence.

Next, based on the above result, we give a complete justification of the use of multiple-scale asymptotic expansions (such as (1.1) or (1.2)) in the theory of homogenization: Assuming that $u_{\varepsilon} \in L^{2}(\Omega)$, with $u_{\varepsilon}$ bounded in the $L^{2}$ norm, Theorem 2 gives the leading-order approximation to $u_{\varepsilon}$ (in (1.2)). If $u_{\varepsilon}$ lies in $H^{1}(\Omega)$ and is bounded in the $H^{1}$ norm, Theorem 3 gives the next-order approximation to $u_{\varepsilon}$. Theoretically, the higher-order approximations are naturally given by similar theorems provided that $u_{\varepsilon} \in H^{2}(\Omega)$ with $u_{\varepsilon}$ bounded, $u_{\varepsilon} \in H^{3}(\Omega)$ with $u_{\varepsilon}$ bounded, $\cdots$; however, that is quite labourious.

Finally, we propose an alternative way of proving convergence in homogenization. Our approach is carried out on a classical problem (to arrive at a correct understanding of a method, we prefer to start with a classical example). Nevertheless, we anticipate that its flexibility and its "spontaneity" make it more adaptable for unusual problems than the often very fastidious Energy Method. Indeed, the reader familiar with the so-called natural multiple-scale asymptotic method [1] will easily realize that our approach is nothing but its mathematical version. Furthermore, as we shall see in § 6, our approach exhibits the local behaviour of the solution. This is not accessible to the Energy Method, whose basic ingredient is strong convergence.

This paper is organized as follows. In § 2 we present some general notation and preliminaries. Section 3 is devoted to our basic result, the case of the whole space $\mathbb{R}^{N}$. In § 4 we give a more pragmatic version (in view of the theory of homogenization) of the above result, which takes into account more realistic test functions. In $\S 5$ we prove a convergence theorem for the gradient $\partial u_{\varepsilon} / \partial x_{i}, i=1, \cdots, N$ (i.e., for a functional $F_{\varepsilon}(\Psi)$ with $\partial u_{\varepsilon} / \partial x_{i}$ in place of $\left.u_{\varepsilon}\right)$. In practice, such a result furnishes the next term (i.e., $u_{1}(x, x / \varepsilon)$ in (1.2)) in the asymptotic expansion of the solution $u_{\varepsilon}$, while the leading term is given by the theorem in $\S 4$. Thus, the use of multiple-scale asymptotic expansions of the form (1.2) (or (1.1)) is rigorously justified in homogenization.

Finally, in $\S 6$, we present a new approach for the mathematical analysis of homogenization problems.

We will be concerned solely with vector spaces over $\mathbb{R}$ although our result and arguments are still rigorously valid in the complex case-providing some minor modifications are made. The only measure considered in this work is the Lebesgue measure.
2. General notation and preliminaries. Let $\mathbb{R}^{N}(N \in \mathbb{N}, N \geqq 1)$ be the $N$ dimensional Euclidean space. Points in $\mathbb{R}^{N}$ are denoted by $x=\left(x_{1}, \cdots, x_{N}\right)$ (the global variables) or $y=\left(y_{1}, \cdots, y_{N}\right)$ (the local variables related to periodicity). The cube

$$
Y=] 0,1\left[{ }^{N}=\right] 0,1[\times \cdots \times] 0,1[(N \text { times })
$$

is considered in the system of the local variables, with closure $\bar{Y}=[0,1]^{N}$.
By a $Y$-periodic function we mean a function on $\mathbb{R}^{N}$ that is periodic with period $Y$ (i.e., with period 1 in each variable $y_{i}$ ).

Generally speaking, if $E$ is a set (e.g., $\mathbb{R}^{N}$ or any open set in $\mathbb{R}^{N}$ ), we denote by $C(E)$ the space of continuous functions on $E$, by $\mathscr{K}(E)$ the space of those functions in $C(E)$ with compact supports (contained in $E$ ), and by $\mathscr{D}(E)$ the subspace of $\mathscr{K}(E)$ made up of $C^{\infty}$ functions.

In connection with the periodic structure, let us introduce some specific spaces.
$C_{p}\left(\mathbb{R}^{N}\right)$ (or, for simplicity, $C_{p}$ ) denotes the space of functions $w \in C\left(\mathbb{R}^{N}\right), w$ $Y$-periodic.
$L_{p}^{2}\left(\mathbb{R}^{N}\right)$ (or $\left.L_{p}^{2}\right)$ the space of $Y$-periodic functions in $L_{\text {loc }}^{2}\left(\mathbb{R}^{N}\right)$, which is a Hilbert space with the norm

$$
\|w\|_{L^{2}(Y)}=\left(\int_{Y}|w|^{2} d y\right)^{1 / 2}
$$

$\mathscr{K}\left(\mathbb{R}^{N} ; L_{p}^{2}\right)$ the space of continuous functions on $\mathbb{R}^{N}$ (the Euclidean space of the variables $\boldsymbol{x}$ ) with values in $L_{p}^{2}$ and having compact supports.
$L^{2}\left(\mathbb{R}^{N} ; L_{p}^{2}\right)$ the space of measurable functions $u(x, y)$ on $\mathbb{R}^{N} \times \mathbb{R}^{N}$ such that for almost all $x$ the function $y \rightarrow u(x, y)$ belongs to $L_{p}^{2}$ and $\int_{\mathbb{R}^{N} \times Y}|u(x, y)|^{2} d x d y<\infty$. We endow this space with the norm

$$
\|u\|_{L^{2}\left(\mathbb{R}^{N} \times Y\right)}=\left[\int_{\mathbb{R}^{N} \times Y}|u(x, y)|^{2} d x d y\right]^{1 / 2}
$$

$L^{2}\left(\mathbb{R}^{N} ; L_{p}^{2}\right)$, thus equipped, is a Hilbert space.
Finally, $\mathscr{K}\left(\mathbb{R}^{N} ; C_{p}\right)$ denotes the space of continuous functions on $\mathbb{R}^{N}$ with values in $C_{p}$ and having compact supports. We provide the vector space $\mathscr{K}\left(\mathbb{R}^{N} ; C_{p}\right)$ with its natural topology: the inductive limit topology determined by the spaces $\mathscr{K}_{K}\left(\mathbb{R}^{N} ; C_{p}\right)$ ( $K$ ranging over the compact subsets of $\mathbb{R}^{N}$ ), where

$$
\mathscr{K}_{K}\left(\mathbb{R}^{N} ; C_{p}\right)=\left\{\Psi \in \mathscr{K}\left(\mathbb{R}^{N} ; C_{p}\right) ; \operatorname{supp} \Psi \subset K\right\}
$$

is a Banach space with the norm

$$
\|\Psi\|_{K}=\sup _{x \in K}\|\Psi(x)\|_{L^{\infty}} \equiv \sup _{(x, y) \in \mathbb{R}^{N} \times \mathbb{R}^{N}}|\Psi(x, y)|
$$

(note that $C_{p}$, provided with the $L^{\infty}$ norm, is a Banach space).
In § 3 we will need a very useful result from Bourbaki [2, Prop. 5, p. 46]: Let $\mathscr{K}\left(\mathbb{R}^{N}\right) \otimes C_{p}$ denote the subset of $\mathscr{K}\left(\mathbb{R}^{N} ; C_{p}\right)$ consisting of all functions of the form $\sum v \otimes w(\otimes$ denotes the tensor product), $v$ (respectively, $w$ ) ranging over a finite subset of $\mathscr{K}\left(\mathbb{R}^{N}\right)$ (respectively, $\left.C_{p}\right)$. Then $\mathscr{K}\left(\mathbb{R}^{N}\right) \otimes C_{p}$ is dense in $\mathscr{K}\left(\mathbb{R}^{N} ; C_{p}\right)$.

Finally, for further needs, let us keep in mind the well-known result that asserts that $\mathscr{K}\left(\mathbb{R}^{N} ; C_{p}\right)$ is dense in $L^{2}\left(\mathbb{R}^{N} ; L_{p}^{2}\right)$.

In the sequel we will put, for simplicity,

$$
\mathscr{K}_{p} \equiv \mathscr{K}\left(\mathbb{R}^{N} ; C_{p}\right) .
$$

3. Basic result. A convergence theorem. In all that follows, $\varepsilon$, with $\varepsilon>0$, denotes a real sequence destined to tend to zero, and $K_{0}$ is a fixed compact set in $\mathbb{R}^{N}\left(K_{0}\right.$ does not depend on $\varepsilon$ ). Next, we introduce $L_{K_{0}}^{2}\left(\mathbb{R}^{N}\right)$, the space of all functions in $L^{2}\left(\mathbb{R}^{N}\right)$ having their (compact) supports in $K_{0}$.

### 3.1. Statement of the theorem. Idea of the proof.

Theorem 1. Let $u_{\varepsilon} \in L_{K_{0}}^{2}\left(\mathbb{R}^{N}\right)$. Suppose that there exists a constant $c>0$ such that

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{L^{2}} \leqq c \quad \text { for any } \varepsilon . \tag{3.1}
\end{equation*}
$$

Then there exist a subsequence from $\varepsilon$, still denoted by $\varepsilon$ for simplicity, and a function $u_{0}$ in $L^{2}\left(\mathbb{R}^{N} ; L_{p}^{2}\right)$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} u_{\varepsilon}(x) \Psi\left(x, \frac{x}{\varepsilon}\right) d x \rightarrow \int_{\mathbb{R}^{N} \times Y} u_{0}(x, y) \Psi(x, y) d x d y \tag{3.2}
\end{equation*}
$$

as $\varepsilon \downarrow 0$, for all $\Psi$ in $\mathscr{K}_{p}$.
Remark 1. Instead of the cube $Y=] 0,1\left[{ }^{N}\right.$, if we consider a parallelepiped $Y=$ $\left.\prod_{i=1}^{N}\right] 0, a_{i}\left[\left(a_{i}>0\right)\right.$, Theorem 1 remains valid provided the right-hand side of (3.2) is multiplied by $1 /|Y|(|Y|=$ measure of $Y)$.

We now give the idea and the main steps of the proof. The first step is to show that a subsequence (still denoted by $\varepsilon$ for simplicity) can be extracted from $\varepsilon$ such that for $w \in C_{p}$ the sequence $u_{\varepsilon} w^{\varepsilon}$ converges in $L^{2}$-weak as $\varepsilon \downarrow 0$, where $w^{\varepsilon}(x)=w(x / \varepsilon)$. Thus, given a function $w$ in $C_{p}$, there will exist $z_{w}$ in $L^{2}\left(\mathbb{R}^{N}\right)$ such that, as $\varepsilon \downarrow 0$,

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} u_{\varepsilon} w^{\varepsilon} v d x \rightarrow \int_{\mathbb{R}^{N}} z_{w} v d x \quad \text { for all } v \in \mathscr{K}\left(\mathbb{R}^{N}\right) \tag{3.3}
\end{equation*}
$$

Next, our task is to extend (3.3) (with the same subsequence $\varepsilon$ ) to all functions in $\mathscr{K}_{p}$ (see § 2 for the definition of $\mathscr{K}_{p}$ ). Indeed, note that the integrand on the left of (3.3) is nothing but $u_{\varepsilon}(x) \Psi(x, x / \varepsilon)$ with $\Psi(x, y)=v(x) w(y)$. It is then reasonable to hope that (3.3) could be generalized to all functions in $\mathscr{K}_{p}$. To this end, we first establish that for any $\Psi$ in $\mathscr{K}_{p}$ a real number $F_{0}(\Psi)$ exists such that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} u_{\varepsilon}(x) \Psi\left(x, \frac{x}{\varepsilon}\right) d x \rightarrow F_{0}(\Psi) \tag{3.4}
\end{equation*}
$$

This will be obtained from (3.3), because $\mathscr{K}\left(\mathbb{R}^{N}\right) \otimes C_{p}$ is dense in $\mathscr{K}_{p}$ (see § 2).
Finally, the last step is devoted to the characterization of the right of (3.4).
3.2. First convergence result. Our goal in this section is to obtain (3.3) for any $w$ in $C_{p}$. To begin, let us establish two elementary (but fundamental) lemmas.

Lemma 1. Let $K_{0}$ be the above compact set. Fix $r>0$ and set $H=$ $\left\{x \in \mathbb{R}^{N} ; d\left(x, K_{0}\right) \leqq r\right\}$, where d denotes the Euclidean metric. Then for $\varepsilon<\varepsilon_{0}\left(\varepsilon_{0}\right.$ a suitable constant) there exist a natural number $n$ (depending on $\varepsilon$ ) and a finite family $\varepsilon\left(\bar{Y}+k_{i}\right), 1 \leqq$ $i \leqq n$, with $k_{i} \in \mathbb{Z}^{N}$ ( $\mathbb{Z}$ is the set of all integers) such that

$$
\begin{equation*}
K_{0} \subset \bigcup_{i=1}^{n} \varepsilon\left(\bar{Y}+k_{i}\right) \subset H \tag{3.5}
\end{equation*}
$$

Proof. For arbitrarily fixed $\varepsilon$, we may express $\mathbb{R}^{N}$ (the space of the variables $x$ ) as the union of all the $\varepsilon(\bar{Y}+k), k \in \mathbb{Z}^{N}$. Since $K_{0}$ is compact, a finite family $\varepsilon\left(\bar{Y}+k_{i}\right)$, $i=1, \cdots, n$, exists such that $K_{0}$ intersects each $\varepsilon\left(\bar{Y}+k_{i}\right)$ and $K_{0}$ is contained in their union.

Now, for each $i(1 \leqq i \leqq n)$, let $x \in \varepsilon\left(\bar{Y}+k_{i}\right)$. Then $d\left(x, K_{0}\right) \leqq$ $d\left(x, \varepsilon\left(\bar{Y}+k_{i}\right) \cap K_{0}\right) \leqq \operatorname{diam} \varepsilon\left(\bar{Y}+k_{i}\right)=\varepsilon \operatorname{diam} Y(\operatorname{diam}$ denotes the diameter). Hence, by putting $\varepsilon_{0}=r / \operatorname{diam} Y$ it follows that for $\varepsilon<\varepsilon_{0}$ the union of the sets $\varepsilon\left(\bar{Y}+k_{i}\right)$ is contained in $H$, which completes the proof.

Lemma 2. There exists a constant $c_{0}>0$ such that for $\varepsilon<\varepsilon_{0}\left(\varepsilon_{0}\right.$ is the constant in Lemma 1) we have

$$
\left|\int_{\mathbb{R}^{N}} u(x) w\left(\frac{x}{\varepsilon}\right) d x\right| \leqq c_{0}\|u\|_{L^{2}}\|w\|_{L^{2}(Y)}
$$

for all $u$ in $L_{K_{0}}^{2}\left(\mathbb{R}^{N}\right)$ and all $w$ in $L_{p}^{2}$.
Proof. Let $u \in L_{K_{0}}^{2}\left(\mathbb{R}^{N}\right), w \in L_{p}^{2}$. By Hölder's inequality we have

$$
\left|\int_{\mathbb{R}^{N}} u(x) w\left(\frac{x}{\varepsilon}\right) d x\right| \leqq\|u\|_{L^{2}}\left[\int_{K_{0}}\left|w\left(\frac{x}{\varepsilon}\right)\right|^{2} d x\right]^{1 / 2}
$$

Next, by the preceding lemma, let $\varepsilon\left(\bar{Y}+k_{i}\right)(1 \leqq i \leqq n)$ be a finite family satisfying (3.5) for $\varepsilon<\varepsilon_{0}$. Then

$$
\int_{K_{0}}\left|w\left(\frac{x}{\varepsilon}\right)\right|^{2} d x \leqq \sum_{i=1}^{n} \int_{\varepsilon\left(Y+k_{i}\right)}\left|w\left(\frac{x}{\varepsilon}\right)\right|^{2} d x .
$$

By change of variable, $x=\varepsilon\left(y+k_{i}\right)$, and use of periodicity we have

$$
\int_{\varepsilon\left(Y+k_{i}\right)}\left|w\left(\frac{x}{\varepsilon}\right)\right|^{2} d x=\varepsilon^{N} \int_{Y}|w(y)|^{2} d y .
$$

It follows that

$$
\int_{K_{0}}\left|w\left(\frac{x}{\varepsilon}\right)\right|^{2} d x \leqq \varepsilon^{N} n\|w\|_{L^{2}(Y)}^{2} .
$$

But, thanks to (3.5) we have $\varepsilon^{N} n=$ meas $\bigcup_{i=1}^{n} \varepsilon\left(\bar{Y}+k_{i}\right) \leqq$ meas $H$ (note that $n$ depends on $\varepsilon$ ), from which the conclusion follows (with, e.g., $c_{0}=(\text { meas } H)^{1 / 2}$ ).

Remark 2. For $\varepsilon<\varepsilon_{0}$ we have

$$
\int_{K_{0}}\left|w\left(\frac{x}{\varepsilon}\right)\right|^{2} d x \leqq c_{0}^{2}\|w\|_{L^{2}(Y)}^{2} \quad \forall w \in L_{p}^{2}
$$

As an immediate consequence of Lemma 2, we have the following proposition, which plays an essential role throughout the rest of this section.

Proposition 1. Let $f \in L_{K_{0}}^{2}\left(\mathbb{R}^{N}\right)$ ( $f$ may or may not depend on $\varepsilon$ ). Then for $\varepsilon<\varepsilon_{0}$, a unique function $f_{\varepsilon} \in L_{p}^{2}$ can be assigned to $f$ such that

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}} f(x) w\left(\frac{x}{\varepsilon}\right) d x=\int_{Y} f_{\varepsilon}(y) w(y) d y \quad \forall w \text { in } L_{p}^{2}, \\
& \left\|f_{\varepsilon}\right\|_{L^{2}(Y)} \leqq c_{0}\|f\|_{L^{2}} .
\end{aligned}
$$

Remark 3. The correspondence $f \rightarrow f_{\varepsilon}$ defined above is linear.
We are now in a position to prove the main result in this section. First, we must give some notation used frequently in the sequel.

Given $w$ in $L_{p}^{2}$ we denote by $w^{\varepsilon}$ the $\varepsilon$-periodic function in $L_{\text {loc }}^{2}\left(\mathbb{R}^{N}\right)$ defined by

$$
\begin{equation*}
w^{\varepsilon}(x)=w\left(\frac{x}{\varepsilon}\right) . \tag{3.6}
\end{equation*}
$$

Also, if $\Psi \in \mathscr{K}_{p}$ we put

$$
\begin{equation*}
\Psi^{\varepsilon}(x)=\Psi\left(x, \frac{x}{\varepsilon}\right) \tag{3.7}
\end{equation*}
$$

It is clear that $\Psi^{\varepsilon} \in \mathscr{K}\left(\mathbb{R}^{N}\right)$. Moreover, if the support of $\Psi$ is contained in $K$ (a compact subset of $\mathbb{R}^{N}$ ), then the support of $\Psi^{\varepsilon}$ lies in $K$ for any $\varepsilon$.

The aim now is to prove the following proposition.
Proposition 2. Under the assumptions of Theorem 1, a subsequence (still denoted by $\varepsilon$ ) can be extracted from $\varepsilon$ such that for any $w$ in $C_{p}$ ( $w$ independent of $\varepsilon$ ), the sequence $u_{\varepsilon} \boldsymbol{w}^{\varepsilon}$ converges in $L^{2}$-weak as $\varepsilon \downarrow 0$.

Proof. (i) We begin by fixing a (nontrivial) function $\alpha$ in $\mathscr{D}\left(\mathbb{R}^{N}\right), \alpha$ independent of $\varepsilon$. Next, fix $x$ in $\mathbb{R}^{N}$ and consider the function $s \rightarrow f(s)=\alpha(x-s) u_{\varepsilon}(s)$, which belongs to $L_{K_{0}}^{2}\left(\mathbb{R}^{N}\right)$. By Proposition 1 there exists, for $\varepsilon<\varepsilon_{0}$, a unique function $y \rightarrow z_{\varepsilon}(x, y)$ in $L_{p}^{2}$ such that for any $w$ in $L_{p}^{2}$ we have

$$
\int_{\mathbb{R}^{N}} \alpha(x-s) u_{\varepsilon}(s) w^{\varepsilon}(s) d s=\int_{Y} z_{\varepsilon}(x, y) w(y) d y
$$

that is,

$$
\begin{equation*}
\left[\left(u_{\varepsilon} w^{\varepsilon}\right) * \alpha\right](x)=\int_{Y} z_{\varepsilon}(x, y) w(y) d y \tag{3.8}
\end{equation*}
$$

where $*$ denotes the convolution product.
Moreover, again by Proposition 1, we have

$$
\begin{equation*}
\left\|z_{\varepsilon}(x, \cdot)\right\|_{L^{2}(Y)} \leqq c_{0}\left[\int_{\mathbb{R}^{N}}\left|\alpha(x-s) u_{\varepsilon}(s)\right|^{2} d s\right]^{1 / 2} \tag{3.9}
\end{equation*}
$$

Observe that the function $\left(u_{\varepsilon} w^{\varepsilon}\right) * \alpha$ lies in $\mathscr{D}\left(\mathbb{R}^{N}\right)$ and has its support in a compact set that does not depend on $\varepsilon$.

Thus, by (3.8) (valid for all $x$ ) we assign to $u_{\varepsilon}$ (for $\varepsilon<\varepsilon_{0}$ ) a unique function $x \rightarrow z_{\varepsilon}(x)$ [i.e., $x \rightarrow z_{\varepsilon}(x, \cdot)$ ] from $\mathbb{R}^{N}$ to $L_{p}^{2}$, with (3.9).
(ii) For further needs we now study a few useful properties of the function $z_{\varepsilon}$ thus constructed. To summarize, let us show that $z_{\varepsilon} \in L^{2}\left(\mathbb{R}^{N} ; L_{p}^{2}\right)$. It suffices to check that $z_{\varepsilon} \in \mathscr{K}\left(\mathbb{R}^{N} ; L_{p}^{2}\right)$ (see $\S 2$ for notation). Clearly the function $z_{\varepsilon}$ has compact support; then it remains to show continuity. For this, fix $x$ in $\mathbb{R}^{N}$. Let $h \in \mathbb{R}^{N}$. Consider the function $s \rightarrow[\alpha(x+h-s)-\alpha(x-s)] u_{\varepsilon}(s)$, which lies in $L_{K_{0}}^{2}\left(\mathbb{R}^{N}\right)$. If we replace in (i)
the function $s \rightarrow \alpha(x-s) u_{\varepsilon}(s)$ by the above function, the associated analogue of $z_{\varepsilon}(x)$ is, according to the above process, exactly $z_{\varepsilon}(x+h)-z_{\varepsilon}(x)$ (see Remark 3). Hence,

$$
\left\|z_{\varepsilon}(x+h)-z_{\varepsilon}(x)\right\|_{L^{2}(Y)} \leqq c_{0}\left[\int_{\mathbb{R}^{N}}|\alpha(x+h-s)-\alpha(x-s)|^{2}\left|u_{\varepsilon}(s)\right|^{2} d s\right]^{1 / 2}
$$

which is the analogue of (3.9). Observing that the right-hand side is majorized by $c c_{0} \sup _{s}|\alpha(x+h-s)-\alpha(x-s)|(c$ is the constant in Theorem 1) and, furthermore, $\alpha$ being uniformly continuous on $\mathbb{R}^{N}$, we deduce that $\left\|z_{\varepsilon}(x+h)-z_{\dot{\varepsilon}}(x)\right\|_{L^{2}(Y)} \leqq c|h|$, for all $h \in \mathbb{R}^{N}$, which shows continuity.

Thus, $z_{\varepsilon} \in L^{2}\left(\mathbb{R}^{N} ; L_{p}^{2}\right)$. Furthermore, by (3.9) we have

$$
\begin{equation*}
\left\|z_{\varepsilon}\right\|_{L^{2}\left(\mathbb{R}^{N} \times Y\right)} \leqq c(c>0) \quad \forall \varepsilon<\varepsilon_{0} \tag{3.10}
\end{equation*}
$$

(where the constant $c$ does not depend on $\varepsilon$ ).
(iii) Finally, by (3.10) we can extract a subsequence from $\varepsilon$, still denoted by $\varepsilon$, such that $z_{\varepsilon} \rightarrow z$ in $L^{2}\left(\mathbb{R}^{N} ; L_{p}^{2}\right)$-weak as $\varepsilon \downarrow 0$. Therefore, for each $v \in \mathscr{K}\left(\mathbb{R}^{N}\right)$ and each $w \in L_{p}^{2}$ we have

$$
\int_{\mathbb{R}^{N} \times Y} z_{\varepsilon}(x, y) w(y) v(x) d x d y \rightarrow \int_{\mathbb{R}^{N} \times Y} z(x, y) w(y) v(x) d x d y,
$$

so that, using (3.8) combined with Fubini's theorem, we have

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left[\left(u_{\varepsilon} w^{\varepsilon}\right) * \alpha\right](x) v(x) d x \rightarrow \int_{\mathbb{R}^{N} \times Y} z(x, y) w(y) v(x) d x d y . \tag{3.11}
\end{equation*}
$$

From now on, $\varepsilon$ denotes exclusively the subsequence extracted above. By (3.11) we finally show that for each $w$ in $C_{p}$, the sequence $u_{\varepsilon} w^{\varepsilon}$ converges weakly in $L^{2}\left(\mathbb{R}^{N}\right)$ as $\varepsilon \downarrow 0$ (that is, $\varepsilon$ is the desired subsequence in Proposition 2). For this purpose, let $w$ be arbitrarily fixed in $C_{p}$. Since $w^{\varepsilon} \in L^{\infty}$, we have $u_{\varepsilon} w^{\varepsilon} \in L^{2}$. Furthermore, we evidently have $\left\|u_{\varepsilon} w^{\varepsilon}\right\|_{L^{2}} \leqq c(c>0)$, for all $\varepsilon$. Therefore, we can extract $\varepsilon^{\prime}$ from $\varepsilon$ such that

$$
\begin{equation*}
u_{\varepsilon^{\prime}} w^{\varepsilon^{\prime}} \rightarrow z_{w} \quad \text { in } L^{2} \text {-weak } \quad \text { as } \varepsilon^{\prime} \downarrow 0 \tag{3.12}
\end{equation*}
$$

so that, the transformation $v \rightarrow v * \alpha$ being continuous from $L^{2}$ into itself,

$$
\int_{\mathbb{R}^{N}}\left[\left(u_{\varepsilon^{\prime}} w^{\varepsilon^{\prime}}\right) * \alpha\right] v d x \rightarrow \int_{\mathbb{R}^{N}}\left(z_{w} * \alpha\right) v d x
$$

for all $v \in \mathscr{K}\left(\mathbb{R}^{N}\right)$. By comparison with (3.11) we necessarily have

$$
\begin{equation*}
\left(z_{w} * \alpha\right)(x)=\int_{Y} z(x, y) w(y) d y \quad \text { a.e. in } \mathbb{R}^{N} . \tag{3.13}
\end{equation*}
$$

Now, since $w$ is the same function as in (3.12), let $\varepsilon^{\prime \prime}$ be another subsequence from $\varepsilon$ such that $u_{\varepsilon^{\prime \prime}} w^{\varepsilon^{\prime \prime}} \rightarrow z_{w}^{\prime}$ in $L^{2}$-weak as $\varepsilon^{\prime \prime} \downarrow 0$. Following the above process once more, we obtain

$$
\begin{equation*}
\left(z_{w}^{\prime} * \alpha\right)(x)=\int_{Y} z(x, y) w(y) d y \quad \text { a.e. in } \mathbb{R}^{N} . \tag{3.14}
\end{equation*}
$$

By subtracting (3.14) from (3.13) we have

$$
\begin{equation*}
\left(z_{w}^{\prime}-z_{w}\right) * \alpha=0 \tag{3.15}
\end{equation*}
$$

from which it follows that $z_{w}^{\prime}=z_{w}$. Indeed the distributions (represented by the $L^{2}$ functions) $\alpha, z_{w}^{\prime}-z_{w}$ (respectively) have compact supports, i.e., they lie in $\mathscr{E}^{\prime}\left(\mathbb{R}^{N}\right)$, the
subspace of $\mathscr{D}^{\prime}\left(\mathbb{R}^{N}\right)$ formed of distributions having compact supports. But, since the vector space $\mathscr{E}^{\prime}\left(\mathbb{R}^{N}\right)$ endowed with the convolution product is an algebra without zero divisor (see [8]), (3.15) implies $z_{w}^{\prime}-z_{w}=0$.

We have just established that for any subsequence $\varepsilon^{\prime}$ such that $u_{\varepsilon^{\prime}} \boldsymbol{w}^{\varepsilon^{\prime}}$ converges weakly in $L^{2}$, the corresponding limit does not depend on $\varepsilon^{\prime}$. That is, the sequence $u_{\varepsilon} w^{\varepsilon}$ converges weakly in $L^{2}$. The proof is complete.
3.3. Extension of the first convergence result. Here and throughout the rest of § 3, $\varepsilon$ denotes the subsequence involved in Proposition 2. Then, by that proposition, a unique function $z_{w} \in L^{2}$ is assigned to each $w$ in $C_{p}$ such that (3.3) holds. In other words, if we put

$$
\begin{equation*}
\Psi(x, y)=v(x) w(y) \quad \text { for } v \in \mathscr{K}\left(\mathbb{R}^{N}\right) \text { and } w \in C_{p} \tag{3.16}
\end{equation*}
$$

and $F_{0}(\Psi)=\int_{\mathbb{R}^{\wedge}} z_{w} v d x$, we have $\int_{\mathbb{R}^{\wedge}} u_{\varepsilon} \Psi^{\varepsilon} d x \rightarrow F_{0}(\Psi)$ for any $\Psi$ in $\mathscr{K}_{p}$ of the form (3.16) (see (3.7) for the definition of $\Psi^{\varepsilon}$ ). This property is, clearly, what we call the first (or primitive) convergence result.

The aim in this section is then to extend the above property to all of $\mathscr{K}_{p}$.
Lemma 3. Let $\Psi$ be fixed in $\mathscr{K}_{p}$ ( $\Psi$ independent of $\varepsilon$ ). Then the sequence $\varepsilon \rightarrow$ $\int_{\mathbb{R}^{\wedge}} u_{\varepsilon} \Psi^{\varepsilon} d x$ is Cauchy.

Proof. Let $\Psi \in \mathscr{K}_{p}$. Let $\eta>0$. Since the set $\mathscr{K}\left(\mathbb{R}^{N}\right) \otimes C_{p}$ is dense in $\mathscr{K}_{p}$ (see § 2), there exists some $\Psi_{\eta}$ in $\mathscr{K}_{p}, \Psi_{\eta}=\sum_{i \in I} v_{i} \otimes w_{i}\left[v_{i} \in \mathscr{K}\left(\mathbb{R}^{N}\right), w_{i} \in C_{p}\right]$, with $I$ finite, such that the supports of both $\Psi$ and $\Psi_{\eta}$ lie in a fixed compact set $K \subset \mathbb{R}^{N}$ that depends only on $\Psi$, and

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{N}}\left\|\Psi_{\eta}(x)-\Psi(x)\right\|_{L^{\infty}} \leqq \frac{\eta}{2 c} \tag{3.17}
\end{equation*}
$$

where $c$ is the constant in (3.1).
On the other hand, we evidently have for all $\varepsilon$

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{N}}\left|\Psi_{\eta}^{\varepsilon}(x)-\Psi^{\varepsilon}(x)\right| \leqq \sup _{x \in \mathbb{R}^{N}}\left\|\Psi_{\eta}(x)-\Psi(x)\right\|_{L^{\infty}} \tag{3.18}
\end{equation*}
$$

Now, consider $\varepsilon_{1}, \varepsilon_{2}$, destined to decrease independently. By a routine technique we have

$$
\begin{aligned}
& \left|\int_{\mathbb{R}^{N}} u_{\varepsilon_{2}} \Psi^{\varepsilon_{2}} d x-\int_{\mathbb{R}^{N}} u_{\varepsilon_{1}} \Psi^{\varepsilon_{1}} d x\right| \\
& \quad \leqq\left|\int_{\mathbb{R}^{N}} u_{\varepsilon_{2}}\left(\Psi^{\varepsilon_{2}}-\Psi_{\eta}^{\varepsilon_{2}}\right) d x\right|+\left|\int_{\mathbb{R}^{N}} u_{\varepsilon_{1}}\left(\Psi_{\eta}^{\varepsilon_{1}}-\Psi^{\varepsilon_{1}}\right) d x\right| \\
& \quad+\left|\int_{\mathbb{R}^{N}} u_{\varepsilon_{1}} \Psi_{\eta}^{\varepsilon_{1}} d x-\int_{\mathbb{R}^{N}} u_{\varepsilon_{2}} \Psi_{\eta}^{\varepsilon_{2}} d x\right| .
\end{aligned}
$$

But (3.17) combines with (3.18) to give

$$
\left|\int_{\mathbb{R}^{N}} u_{\varepsilon_{i}}\left(\Psi^{\varepsilon_{i}}-\Psi^{\varepsilon_{i}}\right) d x\right| \leqq \frac{\eta}{2} \quad \text { for } i=1,2
$$

Hence

$$
\left|\int_{\mathbb{R}^{N}} u_{\varepsilon_{2}} \Psi^{\varepsilon_{2}} d x-\int_{\mathbb{R}^{N}} u_{\varepsilon_{1}} \Psi^{\varepsilon_{1}} d x\right| \leqq \eta+\left|\int_{\mathbb{R}^{N}} u_{\varepsilon_{2}} \Psi_{\eta}^{\varepsilon_{2}} d x-\int_{\mathbb{R}^{N}} u_{\varepsilon_{1}} \Psi_{\eta}^{\varepsilon_{1}} d x\right|
$$

Now, thanks to Proposition 2 we observe that for $v$ in $\mathscr{K}\left(\mathbb{R}^{N}\right)$ and $w$ in $C_{p}$ the sequence $\varepsilon \rightarrow \int_{\mathbb{R}^{\wedge}} u_{\varepsilon} v w^{\varepsilon} d x$ is Cauchy. Therefore, since $\int_{\mathbb{R}^{\wedge}} u_{\varepsilon} \Psi_{\eta}^{\varepsilon} d x=\sum_{i \in I} \int_{\mathbb{R}^{N}} u_{\varepsilon} v_{i} w_{i}^{\varepsilon}$, the sequence $\varepsilon \rightarrow \int_{\mathbb{R}^{N}} u_{\varepsilon} \Psi_{\eta}^{\varepsilon} d x$ is Cauchy as a finite sum of Cauchy sequences. So we have $\left|\int_{\mathbb{R}^{\wedge}} u_{\varepsilon_{2}} \Psi_{\eta}^{\varepsilon_{2}} d x-\int_{\mathbb{R}^{\wedge}} u_{\varepsilon_{1}} \Psi_{\eta}^{\varepsilon_{1}} d x\right| \rightarrow 0$ as $\varepsilon_{1} \downarrow 0$ and $\varepsilon_{2} \downarrow 0$, and the conclusion follows from the arbitrariness of $\eta$.

This brings us to one of the central preliminary convergence results in this work.
Proposition 3. For any $\Psi \in \mathscr{K}_{p}$ ( $\Psi$ independent of $\varepsilon$ ) there exists a unique real number $F_{0}(\Psi)$ such that

$$
\int_{\mathbb{R}^{N}} u_{\varepsilon} \Psi^{\varepsilon} d x \rightarrow F_{0}(\Psi) \quad \text { as } \varepsilon \downarrow 0
$$

3.4. End of the proof. Characterization of $\boldsymbol{F}_{\mathbf{0}}$. The aim in this section is to show that the above transformation $\Psi \rightarrow F_{0}(\Psi)$ is the restriction to $\mathscr{K}_{p}$ of a continuous linear form on $L^{2}\left(\mathbb{R}^{N} ; L_{p}^{2}\right)$. More precisely, we must check that there exists a unique $u_{0}$ in $L^{2}\left(\mathbb{R}^{N} ; L_{p}^{2}\right)$ such that

$$
F_{0}(\Psi)=\int_{\mathbb{R}^{N} \times Y} u_{0}(x, y) \Psi(x, y) d x d y \quad \forall \Psi \text { in } \mathscr{K}_{p}
$$

Since $\mathscr{K}_{p}$ is dense in $L^{2}\left(\mathbb{R}^{N} ; L_{p}^{2}\right)$ and the transformation $\Psi \rightarrow F_{0}(\Psi)$ is linear, it suffices to establish that there exists a constant $c>0$ such that

$$
\begin{equation*}
\left|F_{0}(\Psi)\right| \leqq c\|\Psi\|_{L^{2}\left(\mathbb{R}^{N} \times Y\right)} \quad \forall \Psi \text { in } \mathscr{K}_{p} . \tag{3.19}
\end{equation*}
$$

In this connection, fix $\Psi$ in $\mathscr{K}_{p}\left(\Psi\right.$ independent of $\varepsilon$ ). Then $\left|\int_{\mathbb{R}^{N}} u_{\varepsilon} \Psi^{\varepsilon} d x\right| \leqq$ $c\left(\int_{K_{0}}\left|\Psi^{\varepsilon}\right|^{2} d x\right)^{1 / 2}$ for all $\varepsilon$, where $c$ is the constant on the right of (3.1).

By Proposition 3 and the fundamental property

$$
\int_{K_{0}}\left|\Psi^{\varepsilon}\right|^{2} d x \rightarrow \int_{K_{0} \times Y}|\Psi(x, y)|^{2} d x d y \quad \text { as } \varepsilon \downarrow 0 \quad \text { (see § } 1 \text { ), }
$$

assertion (3.19) follows immediately. The proof is complete.
Remark 4. The function $u_{0}$ has its support in the set $K_{0} \times \mathbb{R}^{N}$ (or $K_{0}$, if $u_{0}$ is regarded as a function from $\mathbb{R}^{N}$ to $L_{p}^{2}$ ).
4. The leading-order approximation. A convergence theorem. In what follows, $\Omega$ denotes a bounded open set in the Euclidean space $\mathbb{R}^{N}$ (of the variables $x_{1}, \cdots, x_{N}$ ), $\Omega$ independent of $\varepsilon$. We denote by $\mathscr{K}\left(\bar{\Omega} ; C_{p}\right)$ [respectively, $\left.\mathscr{K}(\bar{\Omega})\right]$ the set of all restrictions to $\Omega$ of functions in $\mathscr{K}_{p}$ [respectively, $\left.\mathscr{K}\left(\mathbb{R}^{N}\right)\right]$. We also introduce the space $L^{2}\left(\Omega ; L_{p}^{2}\right)$, which is a Hilbert space with the norm

$$
\|u\|_{L^{2}(\Omega \times Y)}=\left[\int_{\Omega \times Y}|u(x, y)|^{2} d x d y\right]^{1 / 2} .
$$

The aim in this section is to establish the following theorem.
Theorem 2. Let $u_{\varepsilon} \in L^{2}(\Omega)$. Suppose that there exists a constant $c>0$ such that

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{L^{2}(\Omega)} \leqq c \quad \forall \varepsilon . \tag{4.1}
\end{equation*}
$$

Then a subsequence (still denoted by $\varepsilon$ ) can be extracted from $\varepsilon$ such that, letting $\varepsilon \downarrow 0$,

$$
\begin{equation*}
\int_{\Omega} u_{\varepsilon} \Psi^{\varepsilon} d x \rightarrow \int_{\Omega \times Y} u_{0}(x, y) \Psi(x, y) d x d y \quad \forall \Psi \tag{4.2}
\end{equation*}
$$

in $\mathscr{K}\left(\bar{\Omega} ; C_{p}\right)$, where $u_{0} \in L^{2}\left(\Omega ; L_{p}^{2}\right)$. Moreover,

$$
\begin{equation*}
\int_{\Omega} u_{\varepsilon} v w^{\varepsilon} d x \rightarrow \int_{\Omega \times Y} u_{0}(x, y) v(x) w(y) d x d y \quad \forall v \tag{4.3}
\end{equation*}
$$

in $\mathscr{K}(\bar{\Omega})$ and all $w$ in $L_{p}^{2}$.
Proof. Property (4.2) is straightforward by Theorem 1 and Remark 4. As for (4.3), we begin by taking in (4.2) test functions of the form $\Psi(x, y)=v(x) w(y)$ with $v \in$ $\mathscr{K}(\bar{\Omega}), w \in C_{p}$. We obtain as $\varepsilon \downarrow 0$,

$$
\begin{equation*}
\int_{\Omega} u_{\varepsilon} v w^{\varepsilon} d x \rightarrow \int_{\Omega \times Y} u_{0}(x, y) v(x) w(y) d x d y \tag{4.4}
\end{equation*}
$$

for all $v \in \mathscr{K}(\bar{\Omega})$ and all $w \in C_{p}$.
Next, we must extend (4.4) to all functions $w$ in $L_{p}^{2}$. Fix $v$ in $\mathscr{K}(\bar{\Omega})$ and $w$ in $L_{p}^{2}$. Let $\left(w_{n}\right)$ be a sequence from $C_{p}$ (dense subspace of $L_{p}^{2}$ ) such that $w_{n} \rightarrow w$ in $L_{p}^{2}$ as $n \rightarrow \infty$. Utilizing the fact that the transformation $z \rightarrow z^{\varepsilon}$ is continuous linear from $L_{p}^{2}$ to $L^{2}(\Omega)$ (see Remark 2), we have

$$
\begin{equation*}
\left\|w_{n}^{\varepsilon}-w^{\varepsilon}\right\|_{L^{2}(\Omega)} \leqq c_{0}\left\|w_{n}-w\right\|_{L^{2}(Y)} \quad \forall n, \quad \forall \varepsilon<\varepsilon_{0} \tag{4.5}
\end{equation*}
$$

( $c_{0}$ and $\varepsilon_{0}$ are the constants in Lemma 2 with $K_{0}=\bar{\Omega}$ ).
Now we write

$$
\begin{aligned}
& \int_{\Omega} u_{\varepsilon} v w^{\varepsilon} d x-\int_{\Omega \times Y} u_{0} v w d x d y \\
& \quad=\int_{\Omega} u_{\varepsilon} v\left(w^{\varepsilon}-w_{n}^{\varepsilon}\right) d x+\int_{\Omega \times Y} u_{0} v\left(w_{n}-w\right) d x d y \\
& \quad+\int_{\Omega} u_{\varepsilon} v w_{n}^{\varepsilon} d x-\int_{\Omega \times Y} u_{0} v w_{n} d x d y
\end{aligned}
$$

and estimate each of the first two integrals on the right-hand side separately (use (4.5)). This yields

$$
\begin{align*}
& \left|\int_{\Omega} u_{\varepsilon} v w^{\varepsilon} d x-\int_{\Omega \times Y} u_{0} v w d x d y\right| \\
& \quad \leqq c_{1}\left\|w_{n}-w\right\|_{L^{2}(Y)}+\left|\int_{\Omega} u_{\varepsilon} v w_{n}^{\varepsilon} d x-\int_{\Omega \times Y} u_{0} v w_{n} d x d y\right| \tag{4.6}
\end{align*}
$$

for all $n$ and all $\varepsilon<\varepsilon_{0}$ (where $c_{1}$ is constant with respect to both $\varepsilon$ and $n$ ).
Finally, let $\eta>0$. Choose in (4.6) the natural number $n$ so that $c_{1}\left\|w_{n}-w\right\|_{L^{2}(Y)} \leqq \eta$. Then letting $\varepsilon \downarrow 0$ and using (4.4), it follows that the limit of the left-hand side of (4.6) is bounded from above by $\eta$. The desired conclusion then results from the arbitrariness of $\eta$.

Remark 5. Let $u_{\varepsilon}$ be as in Theorem 2. First, let us observe that, by weak compactness, we may assume that in addition to (4.2) and (4.3) in Theorem 2, the subsequence $\varepsilon$ satisfies the following property.

There exists $u \in L^{2}(\Omega)$ such that $u_{\varepsilon} \rightarrow u$ in $L^{2}(\Omega)$-weak. Next, taking $w=1$ in (4.3) we easily obtain $u(x)=\int_{Y} u_{0}(x, y) d y$ ( $u$ is the mean value of $u_{0}$ ). It follows that $u_{0}$ is (uniquely) expressible in the form

$$
u_{0}(x, y)=u(x)+\bar{u}_{0}(x, y) \quad \text { with } \int_{Y} \bar{u}_{0}(x, y) d y=0 .
$$

So assume there is a subsequence from ( $u_{\varepsilon}$ ) that converges strongly in $L^{2}(\Omega)$ as $\varepsilon \downarrow 0$. Then an easy computation yields $\bar{u}_{0}=0$; that is, the leading term $u_{0}$ in (1.2) does not depend on the local variables $y$. In other words, if the leading term depends on $y$, i.e., $\bar{u}_{0} \neq 0$, then ( $u_{\varepsilon}$ ) never contains a strongly convergent subsequence (see $\S 1$ ).

## 5. The next-order approximation. A convergence theorem.

5.1. Notation and preliminaries. We denote by $C_{p}^{\infty}$ the subspace of $C_{p}$ formed of $C^{\infty}$ functions, $H_{p}^{1}$ the subspace of $L_{p}^{2}$ formed of functions $w$ such that $\partial w / \partial y_{i} \in L_{p}^{2}$ for $i=1, \cdots, N$ (the derivatives obviously being taken in the distribution sense).

We provide $H_{p}^{1}$ with the norm

$$
\|w\|_{H^{1}(Y)}=\left(\|w\|_{L^{2}(Y)}^{2}+\sum_{i=1}^{N}\left\|\frac{\partial w}{\partial y_{i}}\right\|_{L^{2}(Y)}^{2}\right)^{1 / 2},
$$

which makes it a Hilbert space.
Sometimes it is more convenient to consider, instead of $H_{p}^{1}$, its closed subspace

$$
\frac{H_{p}^{1}}{\mathbb{R}}=\left\{w \in H_{p}^{1} ; \int_{Y} w d y=0\right\}
$$

on which the norm

$$
\|w\|_{H^{1}(Y) / \mathbb{R}}=\left(\sum_{i=1}^{N}\left\|\frac{\partial w}{\partial y_{i}}\right\|_{L^{2}(Y)}^{2}\right)^{1 / 2}
$$

is equivalent to the above $H_{p}^{1}$-norm.
We will need the following lemma.
Lemma 4. Let $f=\left(f_{i}\right), f_{i} \in L_{p}^{2}(1 \leqq i \leqq N)$. Assume that $\sum_{i=1}^{N} \int_{Y} f_{i} w_{i} d y=0$ for all $w=\left(w_{i}\right)$ in $\left(C_{p}^{\infty}\right)^{N}$ such that $\operatorname{div} w=0\left(w h e r e \operatorname{div} w=\sum_{i=1}^{N} \partial w_{i} / \partial y_{i}\right)$. Then there exists $a$ unique function $q \in H_{p}^{1} / \mathbb{R}$ such that $f_{i}=\partial q / \partial y_{i}$ for $i=1, \cdots, N$.

Lemma 4 is the "periodic version" of the well-known result concerning the solvability of the equation grad $q=f$ for $f$ given in $\left(L_{\text {loc }}^{2}\right)^{N}$ (see, e.g., [10]). See, e.g., [6, Appendix] for the proof.
5.2. A convergence theorem (next-order approximation). We are now in a position to prove the main result in this section. In what follows, $\Omega$ denotes a smooth bounded open set in $\mathbb{R}^{N}$ ( $\Omega$ independent of $\varepsilon$ ). As in the preceding sections, $\varepsilon(\varepsilon>0)$ denotes a sequence tending to zero.

Theorem 3. Let $u_{\varepsilon} \in H^{1}(\Omega)$. Suppose that there exists a constant $c>0$ such that

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{H^{\prime}(\Omega)} \leqq c \quad \forall \varepsilon . \tag{5.1}
\end{equation*}
$$

Then a subsequence (still denoted by $\varepsilon$ ) can be extracted from $\varepsilon$ such that, as $\varepsilon \downarrow 0$,

$$
\begin{equation*}
u_{\varepsilon} \rightarrow u \text { in } H^{1}(\Omega) \text {-weak }, \tag{5.2}
\end{equation*}
$$

$$
\begin{equation*}
\int_{\Omega} \frac{\partial u_{\varepsilon}}{\partial x_{i}} \Psi^{\varepsilon} v d x \rightarrow \int_{\Omega \times Y}\left[\frac{\partial u}{\partial x_{i}}(x)+\frac{\partial u_{1}}{\partial y_{i}}(x, y)\right] \Psi(y) v(x) d x d y \tag{5.3}
\end{equation*}
$$

$i=1, \cdots, N ;$ for all $\Psi$ in $L_{p}^{2}$ and all $v$ in $\mathscr{K}(\bar{\Omega})$, where $u_{1} \in L^{2}\left(\Omega ; H_{p}^{1} / \mathbb{R}\right)$.
Proof. By virtue of (5.1) we can extract a subsequence such that (5.2) holds. Moreover, by Theorem 2 there exists $z_{i} \in L^{2}\left(\Omega ; L_{p}^{2}\right), 1 \leqq i \leqq N$, such that

$$
\begin{equation*}
\int_{\Omega} \frac{\partial u_{\varepsilon}}{\partial x_{i}} \Psi^{\varepsilon} v d x \rightarrow \int_{\Omega \times Y} z_{i}(x, y) \Psi(y) v(x) d x d y \quad \text { as } \varepsilon \downarrow 0 \tag{5.4}
\end{equation*}
$$

for all $\Psi$ in $L_{p}^{2}$ and all $v$ in $\mathscr{K}(\bar{\Omega})$.

It remains to show that there exists $u_{1} \in L^{2}\left(\Omega ; H_{p}^{1} / \mathbb{R}\right)$ such that

$$
z_{i}(x, y)=\frac{\partial u}{\partial x_{i}}(x)+\frac{\partial u_{1}}{\partial y_{i}}(x, y) \quad \text { for } i=1, \cdots, N .
$$

So let $\Psi=\left(\Psi_{i}\right)$ be a vector function in $\left(C_{p}^{\infty}\right)^{N}$ satisfying div $\Psi=0$. Then for $v$ in $\mathscr{D}(\Omega)$ we have

$$
\sum_{i=1}^{N} \int_{\Omega} \frac{\partial u_{\varepsilon}}{\partial x_{i}} \Psi_{i}^{\varepsilon} v d x=-\sum_{i=1}^{N} \int_{\Omega} u_{\varepsilon} \frac{\partial}{\partial x_{i}}\left(\Psi_{i}^{\varepsilon} v\right) d x .
$$

By Leibniz's formula and the fact that $\operatorname{div} \Psi=0\left(\right.$ note that $\left.\sum_{i=1}^{N} \partial \Psi_{i}^{\varepsilon} / \partial x_{i}=1 / \varepsilon(\operatorname{div} \Psi)^{\varepsilon}\right)$ it follows that

$$
\sum_{i=1}^{N} \int_{\Omega} \frac{\partial u_{\varepsilon}}{\partial x_{i}} \Psi_{i}^{\varepsilon} v d x=-\sum_{i=1}^{N} \int_{\Omega} u_{\varepsilon} \Psi_{i}^{\varepsilon} \frac{\partial v}{\partial x_{i}} d x .
$$

By the Rellich theorem we may assume that the above subsequence $\varepsilon$ satisfies the further property

$$
u_{\varepsilon} \rightarrow u \text { in } L^{2}(\Omega) \text {-strong, }
$$

so that, letting $\varepsilon \downarrow 0$ and recalling (5.4), we obtain

$$
\sum_{i=1}^{N} \int_{\Omega \times Y}\left[z_{i}(x, y)-\frac{\partial u}{\partial x_{i}}(x)\right] \Psi_{i}(y) v(x) d x d y=0
$$

for all $\Psi \in\left(C_{p}^{\infty}\right)^{N}, \operatorname{div} \Psi=0$, and all $v \in \mathscr{D}(\Omega)$. Hence we have for almost all $x \in \Omega$

$$
\sum_{i=1}^{N} \int_{Y}\left[z_{i}(x, y)-\frac{\partial u}{\partial x_{i}}(x)\right] \Psi_{i}(y) d y=0 \quad \text { for } \Psi \in\left(C_{p}^{\infty}\right)^{N}, \operatorname{div} \Psi=0 .
$$

It follows by Lemma 4 that there exists a function $u_{1}$ from $\Omega$ to $H_{p}^{1} / \mathbb{R}$ such that

$$
\begin{equation*}
z_{i}(x, \cdot)-\frac{\partial u}{\partial x_{i}}(x)=\frac{\partial u_{1}(x)}{\partial y_{i}} \quad \text { a.e. in } \Omega(i=1, \cdots, N) \tag{5.5}
\end{equation*}
$$

Finally, from (5.5) we can easily show (e.g., by Lusin's characterization [3]) that $u_{1}$ is a measurable function from $\Omega$ to $H_{p}^{1} / \mathbb{R}$ (obtained from appropriate norm defined in §5.1). Furthermore, again by (5.5) we have

$$
\int_{\Omega}\left\|u_{1}(x)\right\|_{H^{\prime}(Y) / \mathbb{R}}^{2} d x<\infty
$$

and the conclusion follows.
6. A new approach in the theory of homogenization. Classically, the mathematical analysis of homogenization problems proceeds in two steps [1]. The first step, which is formal, derives, for example, from two-scale asymptotic expansions of the form

$$
\begin{align*}
& u_{\varepsilon}(x)=u_{0}(x, y)+\varepsilon u_{1}(x, y)+\cdots, \quad y=\frac{x}{\varepsilon}, \\
& u_{0}, u_{1}, \cdots, \quad Y \text {-periodic in } y . \tag{6.1}
\end{align*}
$$

More precisely, we postulate that the solution $u_{\varepsilon}$ of a given problem (associated with a partial differential equation with coefficients $\varepsilon$-periodic) is similar to (6.1). Next, introducing (6.1) into the given problem yields a sequence of problems that determine $u_{0}, u_{1}, \cdots$.

The second step consists of rigorously proving the convergence of the preceding homogenization process, i.e., we must find some suitable topology in order that $\lim u_{\varepsilon}=u_{0}$ as $\varepsilon \rightarrow 0$. This validates the above formal calculations.

In this last section we propose an alternative approach. More precisely, we introduce a new asymptotic method for the mathematical analysis of homogenization problems. The method is quite straightforward. There is no need to postulate the existence of the functions $u_{0}, u_{1}$ in (6.1), since by Theorems 2 (or 1 ) and 3 such functions are available for a suitable subsequence from $\varepsilon$.

Our approach is illustrated by a regular homogenization problem. Nevertheless, the basic ideas can easily be extended to problems of the singular type.
6.1. Setting of the problem. In all that follows, unless otherwise specified, the summation convention is used.

Let $\Omega$ be a smooth bounded open set in $\mathbb{R}^{N}$ (the space of the variables $x_{1}, \cdots, x_{N}$ ) with boundary $\partial \Omega$. Let $a_{i j}(1 \leqq i, j \leqq N)$ be given functions defined on $\mathbb{R}^{N}$ (the space of the variables $y_{1}, \cdots, y_{N}$ ) and subject to the following conditions:

$$
\begin{equation*}
a_{i j} \in L^{\infty}, \quad a_{i j} Y \text {-periodic, } \quad a_{i j}=a_{j i} . \tag{6.2}
\end{equation*}
$$

There exists $\alpha>0$ such that the following holds for almost all $y$ :

$$
\begin{equation*}
a_{i j}(y) \xi_{i} \xi_{j} \geqq \alpha|\xi|^{2} \quad \forall \xi=\left(\xi_{i}\right) \in \mathbb{R}^{N} \tag{6.3}
\end{equation*}
$$

(where the summation convention is utilized) with $|\xi|^{2}=\sum_{i=1}^{N} \xi_{i}^{2}$.
Finally, let $f \in L^{2}(\Omega)$, and for each $\varepsilon>0$ let $u_{\varepsilon}$ be defined by

$$
\begin{align*}
& u_{\varepsilon} \in H^{1}(\Omega), \\
& -\frac{\partial}{\partial x_{i}}\left(a_{i j}^{\varepsilon} \frac{\partial u_{\varepsilon}}{\partial x_{j}}\right)=f \text { in } \Omega,  \tag{6.4}\\
& u_{\varepsilon}=0 \text { on } \partial \Omega
\end{align*}
$$

where $a_{i j}^{\varepsilon}(x)=a_{i j}(x / \varepsilon)$ (see (3.6)).
Clearly, from (6.2) (the first assumption) and (6.3), we see (6.4) uniquely determines $u_{\varepsilon}$.

Our aim is to find $\lim u_{\varepsilon}$ as $\varepsilon \downarrow 0$. In other words, we must study the homogenization problem associated with (6.4). Note that this problem has been solved in [1], where the results of the formal analysis were made rigorous by applying the Energy Method. As mentioned in § 1, we propose an alternative approach that should be more flexible and thus more adaptable for the study of unusual problems.
6.2. Description of the method. First, observe that $u_{\varepsilon}$, the solution of (6.4), satisfies

$$
\begin{align*}
& u_{\varepsilon} \in H_{0}^{1}(\Omega), \\
& \int_{\Omega} a_{i j}^{\varepsilon} \frac{\partial u_{\varepsilon}}{\partial x_{j}} \frac{\partial v}{\partial x_{i}} d x=\int_{\Omega} f v d x \quad \forall v \in H_{0}^{1}(\Omega) . \tag{6.5}
\end{align*}
$$

Next we estimate $\left\|u_{\varepsilon}\right\|_{H_{0}^{1}(\Omega)}$. Taking the particular test function $v=u_{\varepsilon}$ and using the boundedness and the coerciveness (from (6.3)) of the bilinear form in (6.5), we obtain

$$
\left\|u_{\varepsilon}\right\|_{H^{\prime}(\Omega)} \leqq c(c>0) \quad \forall \varepsilon .
$$

Hence, the hypotheses of Theorem 3 are fulfilled. We can extract a subsequence still denoted by $\varepsilon$ for simplicity such that

$$
\begin{equation*}
u_{\varepsilon} \rightarrow u \text { in } H_{0}^{1}(\Omega) \text {-weak as } \varepsilon \downarrow 0 \tag{6.6}
\end{equation*}
$$

and, for all $\Psi \in L_{p}^{2}, v \in \mathscr{K}(\bar{\Omega})$,

$$
\begin{equation*}
\int_{\Omega} \frac{\partial u_{\varepsilon}}{\partial x_{j}} \Psi^{\varepsilon} v d x \rightarrow \int_{\Omega \times Y}\left[\frac{\partial u}{\partial x_{j}}(x)+\frac{\partial u_{1}}{\partial y_{j}}(x, y)\right] \Psi(y) v(x) d x d y \tag{6.7}
\end{equation*}
$$

$$
j=1, \cdots, N
$$

where $u_{1} \in L^{2}\left(\Omega ; H_{p}^{1} / \mathbb{R}\right)$.
Derivation of the local problem. In (6.5) we take test functions of the form $v=\varepsilon w^{\varepsilon} \phi$ with $w \in H_{p}^{1}, \phi \in \mathscr{D}(\Omega)$. Then, noting that $\partial w^{\varepsilon} / \partial x_{i}=1 / \varepsilon\left(\partial w / \partial y_{i}\right)^{\varepsilon}$, where of course $\left(\partial w / \partial y_{i}\right)^{\varepsilon}(x)=\partial w / \partial y_{i}(x / \varepsilon)$, we are led to

$$
\int_{\Omega} a_{i j}^{\varepsilon} \frac{\partial u_{\varepsilon}}{\partial x_{j}}\left(\frac{\partial w}{\partial y_{i}}\right)^{\varepsilon} \phi d x+\varepsilon \int_{\Omega} a_{i j}^{\varepsilon} \frac{\partial u_{\varepsilon}}{\partial x_{j}} w^{\varepsilon} \frac{\partial \phi}{\partial x_{i}} d x=\varepsilon \int_{\Omega} f w^{\varepsilon} \phi d x .
$$

Now we propose passing to the limit as $\varepsilon \downarrow 0$. It is easy to check that both the second term on the left and the term on the right tend to zero. Hence,

$$
\int_{\Omega} a_{i j}^{\varepsilon} \frac{\partial u_{\varepsilon}}{\partial x_{j}}\left(\frac{\partial w}{\partial y_{i}}\right)^{\varepsilon} \phi d x \rightarrow 0 .
$$

On the other hand, choose in (6.7) $\Psi=a_{i j}\left(\partial w / \partial y_{i}\right)$ (summation) with $w \in H_{p}^{1}$. By the above result we are finally led to

$$
\int_{\Omega \times Y} a_{i j}(y)\left[\frac{\partial u}{\partial x_{j}}(x)+\frac{\partial u_{1}}{\partial y_{j}}(x, y)\right] \frac{\partial w}{\partial y_{i}}(y) \phi(x) d x d y=0
$$

for all $w \in H_{p}^{1}$ and all $\phi \in \mathscr{D}(\Omega)$. Hence the following holds for almost every $x$ in $\Omega$ :

$$
\begin{equation*}
\int_{Y} a_{i j}(y)\left[\frac{\partial u}{\partial x_{j}}(x)+\frac{\partial u_{1}}{\partial y_{j}}(x, y)\right] \frac{\partial w}{\partial y_{i}}(y) d y=0 \quad \forall w \in H_{p}^{1} . \tag{6.8}
\end{equation*}
$$

Equation (6.8) is exactly that obtained by the formal method using multiple-scale asymptotic expansions (see [1]). It associates with the relation $u_{1}(x, \cdot) \in H_{p}^{1} / \mathbb{R}$ to give the so-called local problem, which permits us to express $u_{1}$ in terms of $u$. Evidently $u_{1}$ satisfies, for fixed $x$,

$$
\begin{align*}
& u_{1}(x, \cdot) \in \frac{H_{p}^{1}}{\mathbb{R}}, \\
& \int_{Y} a_{i j} \frac{\partial u_{1}}{\partial y_{j}}(x, \cdot) \frac{\partial w}{\partial y_{i}} d y=-\frac{\partial u}{\partial x_{j}}(x) \int_{Y} a_{i j} \frac{\partial w}{\partial y_{i}} d y \quad \forall w \in \frac{H_{p}^{1}}{\mathbb{R}}, \tag{6.9}
\end{align*}
$$

which is an elliptic variational problem for $u_{1}(x, \cdot)$, admitting one and only one solution.
We should stress that, contrary to the classical method, the resolution of the above problem does not concern us since $u_{1}$ has been constructed in Theorem 3. We only observe that $u_{1}$ is unique (i.e., independent of the subsequence extracted above) as soon as $u$ is well determined.

Now we calculate $u_{1}$ in terms of $u$. Following [1], let $\chi^{j}(j=1, \cdots, N)$ be defined by

$$
\begin{align*}
& \chi^{j} \in \frac{H_{p}^{1}}{\mathbb{R}}, \\
& \int_{Y} a_{k h} \frac{\partial \chi^{j}}{\partial y_{h}} \frac{\partial w}{\partial y_{k}} d y=\int_{Y} a_{k j} \frac{\partial w}{\partial y_{k}} d y \quad \forall w \in \frac{H_{p}^{1}}{\mathbb{R}} . \tag{6.10}
\end{align*}
$$

Then, from the preceding remarks, we see that $u_{1}$ is given by

$$
\begin{equation*}
u_{1}(x, y)=-\frac{\partial u}{\partial x_{j}}(x) \chi^{j}(y) . \tag{6.11}
\end{equation*}
$$

Indeed, the function on the right-hand side is the solution of (6.9).
Remark 6. It is not difficult to verify that the equation in (6.10) can be written under the form

$$
\begin{equation*}
a\left(\chi^{j}-y_{j}, w\right)=0 \quad \forall w \in H_{p}^{1} / \mathbb{R} \tag{6.12}
\end{equation*}
$$

where $a(\cdot, \cdot)$ is the bilinear form that figures in (6.10), and $y_{j}(1 \leqq j \leqq N)$ are the coordinate functions.

Derivation of the global (or limit) problem. The point now is to derive the boundary value problem satisfied by the global limit $u$. This is straightforward. Choose in (6.7) the particular function $\Psi=a_{i j}$, and in place of the $v$ 's consider the derivatives $\partial v / \partial x_{i}$, with $v \in \mathscr{D}(\Omega)$. Hence, summing over $i, j$ on both sides of (6.7) and using (6.5) yields

$$
\int_{\Omega \times Y} a_{i j}(y)\left[\frac{\partial u}{\partial x_{j}}(x)+\frac{\partial u_{1}}{\partial y_{j}}(x, y)\right] \frac{\partial v}{\partial x_{i}}(x) d x d y=\int_{\Omega} f v d x,
$$

which by (6.11) becomes

$$
\int_{\Omega}\left(\tilde{a}_{i j}-\int_{Y} a_{i h} \frac{\partial \chi^{j}}{\partial y_{h}} d y\right) \frac{\partial u}{\partial x_{j}} \frac{\partial v}{\partial x_{i}} d x=\int_{\Omega} f v d x
$$

where $\tilde{a}_{i j}=\int_{Y} a_{i j}(y) d y$. But it is easy to check that

$$
\tilde{a}_{i j}-\int_{Y} a_{i h} \frac{\partial \chi^{j}}{\partial y_{h}} d y=-a\left(y_{i}, \chi^{j}-y_{j}\right) .
$$

On the other hand, by (6.12) we have easily that $-a\left(y_{i}, \chi^{j}-y_{j}\right)=a\left(\chi^{i}-y_{i}, \chi^{j}-y_{j}\right)$ (note that the form $a(\cdot, \cdot)$ is symmetric). From all that we deduce the problem for $u$ :

$$
\begin{align*}
& u \in H_{0}^{1}(\Omega) \\
& \int_{\Omega} q_{i j} \frac{\partial u}{\partial x_{j}} \frac{\partial v}{\partial x_{i}} d x=\int_{\Omega} f v d x \quad \forall v \in H_{0}^{1}(\Omega), \tag{6.13}
\end{align*}
$$

where

$$
\begin{equation*}
q_{i j}=a\left(\chi^{i}-y_{i}, \chi^{j}-y_{j}\right) \tag{6.14}
\end{equation*}
$$

The constants $q_{i j}$ are the so-called homogenized coefficients. They satisfy the ellipticity condition

$$
q_{i j} \xi_{i} \xi_{j} \geqq c|\xi|^{2}(c>0) \quad \forall \xi \in \mathbb{R}^{N} \quad(\text { see [1] })
$$

so that $u$ is uniquely determined by (6.13). Consequently, the subsequence $\varepsilon$ in (6.6) and (6.7) may be replaced by the whole sequence from which it was extracted.

Thus, we have proved the following homogenization theorem.
Theorem 4. For each $\varepsilon>0$ let $u_{\varepsilon}$ be the solution of the boundary value problem (6.4). Then, as $\varepsilon \downarrow 0$,

$$
\begin{align*}
& u_{\varepsilon} \rightarrow u \text { in } H_{0}^{1}(\Omega) \text {-weak } \\
& \int_{\Omega} \frac{\partial u_{\varepsilon}}{\partial x_{j}} \Psi^{\varepsilon} v d x \rightarrow\left(\int_{\Omega} \frac{\partial u}{\partial x_{k}} v d x\right) \int_{Y} \Psi \frac{\partial}{\partial y_{j}}\left(y_{k}-\chi^{k}\right) d y \tag{6.15}
\end{align*}
$$

$j=1, \cdots, N$, for all $\Psi \in L_{p}^{2}$ and all $v \in \mathscr{K}(\bar{\Omega})$, where $u$ is the solution of the boundary value problem

$$
\begin{aligned}
& -\frac{\partial}{\partial x_{i}}\left(q_{i j} \frac{\partial u}{\partial x_{j}}\right)=f \text { in } \Omega \\
& u=0 \quad \text { on } \partial \Omega,
\end{aligned}
$$

$q_{i j}$ given by (6.14), and $\chi^{k}(k=1, \cdots, N)$ given by (6.10).
Remark 7. The usual homogenization theorem [1], [9] does not involve (6.15). This property obviously follows from (6.7) and (6.11).
6.3. Concluding remarks. We have just proposed a new asymptotic method for the mathematical analysis of homogenization problems. The method is straightforward and quite natural. Note that, although we have chosen a problem of the regular type for a detailed analysis, our approach is essentially based on Theorem 1, which requires only the weaker assumption that $u_{\varepsilon}$ remains bounded in $L^{2}$. So it is reasonable to assume the above idea can be successfully extended to a more general situation involving problems of the singular type.

Acknowledgment. The author thanks the referees for their kind advice.

## REFERENCES

[1] A. Bensoussan, J. L. Lions, and G. Papanicolaou, Asymptotic Analysis for Periodic Structures, North-Holland, Amsterdam, 1978.
[2] N. Bourbaki, Eléments de Mathématiques, Vol. XIII, Intégration, Hermann, Paris, 1965.
[3] R. E. Edwards, Functional Analysis, Holt, Rinehart and Winston, New York, 1965.
[4] F. Fleury, Propagation des ondes dans une suspension de particules solides, Compt. Rend. Acad. Sci. Paris, sér. A, 288 (1979), pp. 77-80.
[5] T. Levy, Propagation of waves in a fluid-saturated porous elastic solid, Internat. J. Engrg. Sci., 17 (1979), pp. 1005-1014.
[6] G. Nguetseng, Sur quelques problèmes de perturbations dans des ouverts périodiques et applications à la mécanique des composites, Thèse d'Etat, Université Paris 6, 1984.
[7] E. Sanchez-Palencia, Non-Homogeneous Media and Vibration Theory, Springer-Verlag, Berlin, Heidelberg, New York, 1980.
[8] L. Schwartz, Théories des distributions, Hermann, Paris, 1966.
[9] L. TARTAR, Problèmes d'homogenization dans les équations aux dérivées partielles, Cours Peccot (rédigé par F. Murat), Collège de France, 1977.
[10] R. Temam, Navier-Stokes Equations, North-Holland, Amsterdam, 1977.

# A NONABELIAN VERSION OF THE SHANNON SAMPLING THEOREM* 

A. H. DOOLEY $\dagger$


#### Abstract

Using techniques from the theory of contraction of Lie groups, a version of the Shannon sampling theorem appropriate to Cartan motion groups is proved. This work has possible applications in digital signal analysis.
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1. Introduction. The Shannon sampling theorem for the real line $R$ may be stated as follows.

Theorem A. Let $f \in L^{2}(R)$ have Fourier transform $\hat{f}(\nu)=1 / 2 \pi \int f(x) \mathrm{e}^{-i \nu x} d x$, and suppose that $\hat{f}$ is supported in $[-S, S]$. Then

$$
f(x)=\sum_{n=-\infty}^{\infty} d_{n}(x) f\left(\frac{n}{2 S}\right),
$$

where $d_{n}(x)=k_{S}(x-(n / 2 S))=1 / 2 S \int_{-S}^{S} e^{i(x-(n / 2 S)) \nu} d \nu$.
Thus, knowledge of $f$ at the points $n / 2 S, n=0, \pm 1, \cdots$, allows reconstruction of $f$ everywhere, by use of the kernels $k_{s}$.

The obvious generalization of this theorem to $L^{2}\left(R^{2}\right)$ holds, where the twodimensional Fourier transform is considered. However, we do not wish to pursue this line here. Rather, we want to discuss a version of the sampling theorem appropriate to the Fourier-Bessel transform of $f \in L^{2}\left(R^{2}\right)$, which is given by considering $f$ as a linear combination of $F_{n}\left(r e^{i \alpha}\right)=\phi_{n}(r) e^{i n \alpha}$. The Fourier-Bessel transform of $F_{n}$ is given by

$$
\hat{F}_{n}\left(\operatorname{Re}^{i \psi}\right)=2 \pi i^{n} e^{i n \psi} \Phi_{n}(R),
$$

where

$$
\Phi_{n}(R)=\int_{0}^{\infty} \phi_{n}(r) J_{n}(R r) r d r .
$$

(Here, $J_{n}$ denotes the $n$th Bessel function.)
The following theorem is due to Kramer [9].
Theorem B. Suppose $f \in L^{2}\left(R^{2}\right)$. If $\int_{0}^{2 \pi} f\left(r e^{i \phi}\right) e^{i k \phi} d \phi=0$ for $|k| \geqq M$ and if there is $R_{0}>0$ such that for all $k, \Phi_{k}(R)=0$ whenever $R>R_{0}$, then

$$
f\left(r e^{i \phi}\right)=\sum_{k=-M}^{M} e^{i k \phi} \sum_{n=1}^{\infty} f_{k}\left(t_{k, n}\right) S_{k, n}(r)
$$

where $S_{k, n}(r)=2 t_{k, n} J_{k}(r) /\left(\left(t_{k, n}^{2}-r^{2}\right) J_{k+1}\left(t_{k, n}\right)\right)$. In these expressions, $\left(t_{k, n}\right)_{n=1}^{\infty}$ are the zeros of the Bessel function $J_{k}$.

Kramer's theorem applies not only to expansions in Bessel functions, but also to a number of other special function expansions-see Jerri [6, §3] for a full discussion of these generalizations. Analogues of Theorem B may be obtained for these expansions, but the above version will suffice to explain the background to the present paper.

[^43]Theorem B is somewhat unsatisfactory in certain respects. First, from a practical point of view, the data are rarely presented at the zeros of the Bessel functions-these are hard to locate, too. Secondly, the sampling must be at zeros of different Bessel functions for each component $f_{k}$ of $f$. Thirdly, the comparatively neat form of the kernel $S_{n}(r)$ is obtained by using rather particular properties of $J_{k}$ not shared for other special functions; the kernels obtained by Jerri [7] are much more complicated.

I would like to propose here an alternative theorem based on the Fourier-Bessel transform in $R^{2}$ (and more generally on the Radon transform in $R^{n}$ ) but in which the sample points are spaced equally. Of course, we can no longer expect to match $f$ exactly-it is known that the classical Shannon sampling is the only way to do that. However, the $L^{2}$ difference between the reconstructed function and $f$ can be estimated uniformly in the spacing.

Our general theorem applies to the Fourier transform on a motion group (Theorem 2.1). A corollary (Theorem 4.2) deals with the Radon transform on the tangent space of a symmetric space. For the purposes of comparison, we present here the simple case of $R^{2}$ considered relative to the rotation action of $S 0(2)$. This is a direct analogue of Theorem B where the sampling is done at equally spaced points (grid $1 / \lambda$ ) and $f$ is reconstructed to within $0(1 / \lambda)$.

Theorem C. Let $f$ satisfy the conditions of Theorem B. Then

$$
f\left(r e^{i \psi}\right)=\sum_{k=-m}^{m} e^{i k \psi} \sum_{n=1}^{\infty}(2 n+1) h_{\lambda}^{k}\left(r, \frac{n}{\lambda}\right) \Phi_{k}\left(\frac{n}{\lambda}\right)+0\left(\frac{1}{\lambda}\right)
$$

where

$$
h_{\lambda}^{k}\left(r, \frac{n}{\lambda}\right)=\frac{1}{\lambda^{2}} \int_{0}^{\lambda} J(S r) J\left(S \frac{n}{\lambda}\right) S d S \text {, and }\left\|0\left(\frac{1}{\lambda}\right)\right\|_{2} \leqq \frac{K}{\lambda} .
$$

The final section of this paper details some applications of these abstract theorems to the theory of signal processing.
2. Preliminaries. Let $(G, K)$ be a Riemannian symmetric pair of the compact type. (We will recover Theorem C in the case $G=S 0(3), K=S 0(2)$.) Then [4] we may write $\mathbf{g}=\mathbf{k}+V$, where $V$ is a vector space complement for $\mathbf{k}$ in $\mathbf{g}$, and we may form the Cartan motion group associated with ( $G, K$ ). This is the semidirect product $V \rtimes K$ of $V$ by the adjoint action of $K$. Of particular interest will be sampling for functions on $V \rtimes K$ which are bi- $K$-invariant-these are in bijective correspondence with functions on $V$ which are $K$-invariant. In the special case of $(G, K)=(S 0(n+1), S 0(n))$, this will amount to an approximate sampling theorem for rotationally invariant functions on $R^{n}$, i.e., for the $n$-Hankel transform on $R^{+}$.

Central to our analysis will be techniques from [2], where an approximation theorem for matrix coefficients was obtained [2, Thm. 2]. The map $\pi_{\lambda}: V \rtimes K \rightarrow G$ defined by $\pi_{\lambda}(v, k)=\exp _{G}{ }^{v / \lambda} \cdot k$ generalizes the map $R \rightarrow T: r \rightarrow e^{i r / \lambda}$, and gives the structural link between the groups which enables us to "transfer" harmonic analysis.

I can now explain the idea behind the proof of Theorem 1. Consider the following proof of Theorem A, which has been attributed to Kolmogorov.

Let $f \in L^{1} \cap L^{2}(R)$ and suppose that supp $\hat{f} \subseteq[-S, S]$. Then $f(x)=$ $\int_{-S}^{S} \hat{f}(w) e^{i w x} d w$. For each $x$ we may expand $w \rightarrow e^{i w x}$ in a Fourier series on $[-S, S]$, obtaining

$$
e^{i w x}=\sum_{n=-\infty}^{\infty} d_{n}(x) e^{i(n / 2 S) w}
$$

where $d_{n}(x)$ is as in Theorem A of the Introduction. Substituting back in, we have

$$
f(x)=\sum_{n=-\infty}^{\infty} d_{n}(x) \int \hat{f}(w) e^{i(n / 2 S) w} d w=\sum_{n=-\infty}^{\infty} d_{n}(x) f\left(\frac{n}{2 S}\right) .
$$

The idea is to generalize the above proof, replacing $R$ by $V \rtimes K$ and $[-S, S]$ by the group $G$, via the contraction map $\pi_{\lambda}$.

A set of irreducible representations of $V \rtimes K$ of full Plancherel measure may be described as follows (cf. [1], [8]). Choose a maximal Abelian subalgebra a of $V$, and let $M$ be the stabilizer of $\mathbf{a}$ in $K$. Given $\psi \in \mathbf{a}^{*+}$ and $\mu \in \hat{M}$ acting in $H_{\mu}$ we have a representation $\rho_{\mu, \psi}$ acting in

$$
{\underset{\sim}{K}}_{\mu}=\left\{h \in L^{2}\left(K,{\underset{\sim}{\mu}}_{\mu}\right): \mu(m) h(k m)=h(k), \forall m \in M, \forall k \in K\right\}
$$

by $\left(\rho_{\mu, \psi}(v, k) h\right)\left(k_{0}\right)=e^{i \psi\left(A d\left(k_{0}^{-1}\right) v\right)} h\left(k^{-1} k_{0}\right)$.
For $f \in L^{1}(V \rtimes K)$, we define $\hat{f}\left(\rho_{\mu, \psi}\right) \in B\left(H_{\mu, \psi}\right)$ by

$$
\left(\hat{f}\left(\rho_{\mu, \psi}\right) h\right)\left(k_{0}\right)=\int_{V} \int_{K} e^{i \psi\left(A d k_{0}^{-1} V\right)} h\left(k^{-1} k_{0}\right) f(v, k) d u d k .
$$

The Plancherel formula for $V \rtimes K$ (cf. [7]) then states that for $f \in C_{c}^{\infty}(V \rtimes K)$

$$
f(x)=\sum_{\mu \in \hat{M}} d_{\mu} \int_{\left(\mathbf{a}^{*}\right)^{+}} \operatorname{Tr}\left(\hat{f}\left(\rho_{\mu, \phi}\right) \rho_{\mu, \phi}(x)\right) \prod_{\alpha \in P_{+}} \phi\left(H_{\alpha}\right) d \phi,
$$

where $P_{+}$denotes a set of reduced roots for $G$ on a.
Given $\mu \in \hat{M}$, we set

$$
f_{\mu}(x)=\int_{\left(\mathbf{a}^{*}\right)^{+}} \operatorname{Tr}\left(\hat{f}\left(\rho_{\mu, \phi}\right) \rho_{\mu, \phi}(x)\right) \prod_{\alpha \in P_{+}} \phi\left(M_{\alpha}\right) d \phi
$$

(The $f_{\mu}$ are the analogues of the $F_{n}$ in § 1.)
Let $P$ denote the set of $K$-class one weights of $\mathbf{a}$ in $\mathbf{a}^{*}$. We may now state our version of the sampling theorem.

Theorem 2.1. Let $f \in L^{1}(V \rtimes K)$ and suppose that
(i) $\operatorname{supp} \hat{f} \subseteq\left\{\rho_{\mu, \phi}:|\phi| \leqq R\right\}$
(ii) $\hat{f}\left(\rho_{\mu, \phi}\right)$ has finite rank as an operator on $H_{\mu, \phi}$.

Then $f=\sum_{\mu \in \hat{\mathcal{M}}} d_{\mu} f_{\mu}$, and each $f_{\mu}$ may be approximately reconstructed by, for $v=$ $k_{0} \eta \in V$,

$$
f_{\mu}(v, k)=\sum_{\beta \in P} d_{\mu, \beta} \sum_{r, s, t, \ell=0}^{M} K^{r, s, t, \ell}\left(\eta, \frac{\beta}{\lambda}\right) f_{s, r, \ell, t}\left(k_{0} \frac{\beta}{\lambda}, k\right)+0\left(\frac{1}{\lambda}\right) .
$$

Here, for a suitable choice of basis for ${\underset{\sim}{\mu}}_{\mu}$ (specified below),

$$
K_{\mu, \lambda}^{r, s, t, \ell}\left(\phi, \frac{\beta}{\lambda}\right)=\lambda^{\operatorname{dim} v} \int_{B_{\lambda}}\left(\rho_{\mu, \phi}(x)\right)_{r, s} \overline{\left(\rho_{\mu, i \beta / \lambda}(x)\right)_{t, \ell}} d x
$$

and

$$
f_{s, r, \ell, t}(x)=\int_{|\phi| \leqq R} \hat{f}\left(\rho_{\mu, \phi}\right)_{s, r}\left(\rho_{\mu, \phi}(x)\right)_{\ell, t} \prod_{\alpha \in P_{+}} \phi\left(H_{\alpha}\right) d \phi .
$$

The $0(1 / \lambda)$ is uniform on compact subsets of $V \rtimes K$.
This theorem will be proved in the next section.
3. Proof of the theorem. Before giving the proof, we will need some lemmas. Let $f \in L^{1} \cap L^{2}(V \rtimes K)$ and suppose supp $\hat{f} \subseteq\left\{\rho_{\mu, \phi}:|\phi| \leqq R\right\}=S_{\mu, R}$. We then have

$$
f_{\mu}(x)=\int_{\{\phi:|\phi| \leqq R\}} \operatorname{Tr}\left(\hat{f}\left(\rho_{\mu, \phi}\right) \rho_{\mu, \phi}(x)\right) \prod_{\alpha \in P_{+}} \phi\left(H_{\alpha}\right) d \phi .
$$

We may write $x \in V \rtimes K$ as $x=(v, k)(v \in V, k \in K)$ and using the fact ([3]) that each $K$-orbit in $V$ intersects $\mathbf{a}^{+}$in just one point, we may write $v=k_{0} \beta, \beta \in \mathbf{a}^{+}$, and $k_{0} \in K$. Our first lemma enables us to "pass $\beta$ from the group to its dual." We identify a and $\mathbf{a}^{*}$ by the Killing form $\langle$,$\rangle .$

Lemma 3.1. Let $\phi \in \mathbf{a}, \beta \in \mathbf{a}^{*}, \mu \in \hat{M}, k, k_{0} \in K$. Then

$$
\rho_{\mu, \phi}\left(k_{0} \beta, k\right)=\rho_{\mu, \beta}\left(k_{0} \phi, k\right) .
$$

Proof. This is simply a matter of looking at the definition of $\rho_{\mu, \phi}$.
Using this lemma, we may write

$$
\begin{equation*}
f_{\mu}\left(k_{0} \beta, k\right)=\int_{|\phi| \leqq R} \operatorname{Tr}\left(\hat{f}\left(\rho_{\mu, \phi}\right) \rho_{\mu, \beta}\left(k_{0} \phi, k\right)\right) \prod_{\alpha \in \Phi_{+}} \phi\left(H_{\alpha}\right) d \phi . \tag{1}
\end{equation*}
$$

In order to analyse the trace, we choose an orthonormal basis for $K_{\mu}$ as follows (cf. [1, §4]). Take a sequence $\beta_{1}, \beta_{2} \cdots$ of vectors in the lattice $P$ of $K$-class one vectors in $\mathbf{a}^{*+}$ such that

$$
\left|\beta-\frac{1}{n} \sum_{j=1}^{n} \beta_{j}\right|=0\left(\frac{1}{n}\right)
$$

The vectors $\mu+\psi_{n}=\mu+\sum_{j=1}^{n} \beta_{j} \in \mathbf{t}^{*}$ define integral weights and hence representations $\sigma_{\mu, \psi_{n}}$ of $G$ acting in

$$
{\underset{\sim}{\mu}, \psi_{n}}=\left\{f \in C^{\infty}(G): \text { (i) } f(g t)=e^{i\left(\psi_{n} t\right)} f(g) \text {; (ii) } X f=0 \forall X \in \eta_{+}\right\} \text {. }
$$

(Here $\eta_{+}=\underset{\alpha \in P_{+}}{\oplus} \mathbf{g}_{\alpha}$.)
The images $\left.{\underset{\sim}{\mu}}_{\mu, \psi_{n}}\right|_{K}$ form an ascending union of subspaces that are dense in ${\underset{\sim}{\mu}}_{\mu}$; we denote by $R=R_{\mu, n}$ the restriction map $\left.f \rightarrow f\right|_{K}$. We choose an orthonormal basis $\left\{u_{i}\right\}$ for $K_{\mu}$, which is compatible with this structure in the sense that there exists a sequence $i(1), i(2) \cdots$ such that $u_{i(j)}, u_{i(j)}, \cdots, u_{i(j+1)-1}$ is an orthonormal basis for $\left.{ }_{\sim}^{H} \boldsymbol{H}_{\mu} \psi_{0}\right|_{K}$.

For $A \in B\left(H_{\mu}\right)$, we will denote by $A_{r, s}$ the components of $A$ with respect to this basis, i.e.,

$$
A_{r, s}=\left(A u_{r}, u_{s}\right)_{L^{2}(K)}
$$

The assumption that $\hat{f}\left(\rho_{\mu, \phi}\right)$ has finite rank implies that there exists $M \in N$ such that for all $\phi$,

$$
\hat{f}\left(\rho_{\mu, \phi}\right)_{r, s}=0 \quad \forall r, s \geqq M
$$

Thus

$$
\begin{equation*}
\operatorname{Tr}\left(\hat{f}\left(\rho_{\mu, \phi}\right) \rho_{\mu, i \beta}\left(k_{0} \phi, k\right)\right)=\sum_{r, s=1}^{M}\left(\rho_{\mu, \phi}\right)_{r, s}\left(\rho_{\mu, i \beta}\left(k_{0} \phi, k\right)\right)_{s, r} \tag{2}
\end{equation*}
$$

In order to demonstrate our estimate, we need an approximate identity on $V \rtimes K$.
Lemma 3.2. For each $\delta>0$, there is a nonnegative function $\kappa_{\delta} \in C^{\infty}(G)$ with the following properties
i) $\operatorname{supp} \kappa_{\delta} \subseteq \pi_{1}(V \rtimes K)$
ii) $\hat{\kappa}_{\delta}$ is rapidly decreasing on $G$
iii) $\kappa_{\delta, \lambda}=\lambda^{\operatorname{dim} V}\left(\kappa_{\delta} \otimes \pi_{\lambda}\right)$ is an approximate identity for $L^{2}(V \rtimes K)$ as $\delta \rightarrow 0$ and $\lambda \rightarrow \infty$
iv) For all $\mu$ and for all $\varepsilon>0$, there exists $\delta_{0}>0$ such that whenever $\delta<\delta_{0}$, $\left|\kappa_{\delta, \lambda}^{*}\left(\rho_{\mu, \eta}\right)_{r, s}(v, k)-\left(\rho_{\mu, \eta}\right)_{r, s}(v, k)\right|<0(1 / \lambda)+\varepsilon($ as $\lambda \rightarrow \infty)$ for all $r, s=1, \cdots, M$ for all $\eta$ and for all $v$.

Proof. Let $B \subseteq V$ be an $A d(K)$-invariant set such that $\exp _{G}$ is one-to-one on $B$. Choose a nonnegative (and nonzero) $C^{\infty}$ function $\tilde{\tilde{\kappa}}$ on $V$ which is $A d(K)$-invariant and supported inside $B$. Let $\left(h_{\delta}\right)_{\delta \rightarrow 0}$ be a nonnegative approximate identity for $K$ (see [5], 25.47).

Set $\tilde{\kappa}=\tilde{\tilde{\kappa}} \circ \log _{G}$ and let $\kappa_{\delta}$ be defined by $\kappa_{\delta}(g)=\left(\tilde{\kappa} \otimes h_{g}\right)\left(\pi_{1}^{-1}(g)\right)$. (Note that $\pi_{1}$ is one-to-one on $B \times K$, cf. [2, §3].) Here, I denote by $\tilde{\kappa} \otimes h_{\delta}$ the function $(v, k) \rightarrow$ $\tilde{\kappa}(v) h_{\delta}(k)$.

Since $\kappa_{\delta} \in C_{c}^{\infty}$, its Fourier transform is rapidly decreasing. An easy calculation shows that

$$
\lambda^{\operatorname{dim} v}\left(\kappa_{\delta} \circ \pi_{\lambda}\right)(v, k)=\lambda^{\operatorname{dim} v} \tilde{\kappa}\left(\frac{v}{\lambda}\right) h_{\delta}(k)
$$

The latter is clearly an approximate identity for $L^{2}(V \rtimes K)$; in fact, letting $\tilde{\kappa}_{\lambda}(v)=$ $\lambda^{\operatorname{dim} V} \tilde{\kappa}(v / \lambda)$, we have

$$
\left(\left(\tilde{\kappa}_{\lambda} \otimes h_{\delta}\right) * f\right)(v, k)=\iint \tilde{\kappa}_{\lambda}\left(v-v_{1}\right) h_{\delta}\left(k_{1}^{-1} k\right) f\left(v_{1}, k_{1}\right) d v_{1} d k_{1}
$$

To prove (iv), we calculate in the same manner that

$$
\left(\kappa_{\delta, \lambda} * \rho_{\mu, \eta}\right)_{r, s}(v, k)=\left\langle\tilde{\kappa}_{\lambda} * e^{i \eta k_{0}^{-1}(\cdot)}(v) h_{\delta} * u_{r}\left(k^{-1} k_{0}\right), u_{s}\left(k_{0}\right)\right\rangle H_{\mu}
$$

By a suitable choice of $\delta$, we have $h_{\delta} * u_{r}$ arbitrarily close to $u_{r}$ in ${\underset{\sim}{*}}_{\mu}$. On the other hand, $\tilde{\kappa}_{\lambda} * e^{i \eta \kappa_{0}^{-1}(\cdot)}(v)=\tilde{\kappa}_{\lambda} * e^{i \eta(\cdot)}\left(k_{0} v\right)$, and we calculate that $\tilde{\kappa}_{\lambda} * e^{i \eta(\cdot)}(v)=$ $e^{i \eta v} \int_{V} \tilde{\kappa}\left(v_{1}\right) e^{-i \eta v_{1} \lambda} d v_{1}$.

Since we are integrating over a bounded set $B$, we see that $\left|\kappa_{\lambda} * e^{i \eta(\cdot)}(v)-e^{i \eta v}\right| \leqq$ $0(1 / \lambda)$. This gives (iv).

Lemma 3.3. For all $g \in G, \mu \in \hat{M}, \phi \in \mathbf{a}^{*+}$ and $1 \leqq s, r \leqq M$,

$$
\kappa_{\delta} *\left(\rho_{\mu, \phi} \otimes \pi_{\lambda}^{-1}\right)_{s, r}(g)=\sum_{\sigma \in \hat{G}} d_{\sigma} \operatorname{Tr}\left(\hat{\kappa}_{\delta}(\sigma)\left(\rho_{\mu, \phi} \otimes \pi_{\lambda}^{-1}\right)_{s, r}\right)^{\wedge}(\sigma) \sigma(g)
$$

Proof. This holds since $\kappa_{\delta} \in C^{\infty}(G)$.
We next summarize, in a form convenient to the present article, some results from [1] and [2].

Lemma 3.4. Let $\sigma \in \hat{G}, \sigma=\sigma_{\alpha+\beta}$ where $\alpha \in P_{-}$and $\beta \in P_{+}$. Then for all $\phi \in \mathbf{a}^{*}$

$$
\left(\rho_{\mu, i \phi} \otimes \pi_{\lambda}^{-1}\right)_{r, s}^{\wedge}(\sigma)=0 \quad \text { unless } \alpha=\mu .
$$

Proof. Let $T_{1}$ be a maximal torus in $M$. Then $\left(\rho_{\mu, i \phi} \otimes \pi_{\lambda}^{-1}\right)_{r, s}$ transforms as $\chi_{\mu}$ under the left action of $T_{1}$. On the other hand, $\sigma_{p, q}(g)$ transforms as $\chi_{\alpha}$ under left action of $T_{1}$. Thus unless $\alpha=\mu$ we have orthogonality.

Lemma 3.5. There is a constant $M=M(A, R)$ such that whenever $|\beta / \lambda-\phi|<$ $A / \lambda\left(\beta \in P, \phi \in \mathbf{a}^{*+}\right)$ and $(v, k) \in B_{R}$,

$$
\left\|R \sigma_{\mu, \beta}\left(\pi_{\lambda}(v, k)\right) R^{-1} u-\rho_{\mu, \phi}(v, k) u\right\|_{H_{\mu}} \leqq \frac{M}{\lambda}
$$

Proof. This follows immediately from [2, Thm. 3].

Hence

$$
\begin{equation*}
\left|\phi_{\mu, \beta}\left(\pi_{\lambda}(v, k)\right)_{t, \ell}-\rho_{\mu, \phi}(v, k)_{t, \ell}\right|<\frac{M}{\lambda} . \tag{3}
\end{equation*}
$$

If we take into account the definition of $K_{\mu, \lambda}^{r, s, t, \ell}$ (see Theorem 2.1), Lemma 3.6 follows immediately from (3).

Lemma 3.6. For $1 \leqq \ell, s, r, t \leqq M$,

$$
\left|\left(\left(\rho_{\mu, \phi} \circ \pi_{\lambda}^{-1}\right)_{s, r}^{\wedge}\left(\sigma_{\mu, \beta}\right)\right)_{t, \ell}-K_{\mu}^{r, s, t, \ell}\left(\sigma, \frac{\beta}{\lambda}\right)\right|<0\left(\frac{1}{\lambda}\right)
$$

where " 0 " depends on $R$ and $M$.
Now

$$
\left(\rho_{\mu, \phi} \circ \pi_{\lambda}^{-1}\right)_{s, r}^{\wedge}\left(\sigma_{\mu, \beta}\right)_{t, \ell}=\int_{G}\left(\rho_{\mu, \phi}\left(\pi_{\lambda}^{-1}(g)\right)\right)_{s, r} \overline{\left(\sigma_{\mu, \beta}(g)\right)_{t, \ell}} d g
$$

and by [1] Lemma 3.3, this is equal to

$$
\frac{1}{\lambda^{\operatorname{dim} V}} \int_{B_{\lambda}}\left(\rho_{\mu, \phi}(x)\right)_{s, r}\left(\sigma_{\mu, \beta}\left(\pi_{\lambda}(x)\right)_{t, \ell} d x+0\left(\frac{1}{\lambda^{2+\operatorname{dim} V}}\right)\right.
$$

where $B_{\lambda}=\{(v, k) \in V \rtimes K:|v| \leqq \lambda\}$.
Now according to (3), the latter expression is, to within $0(1 / \lambda)$, equal to

$$
\frac{1}{\lambda^{\operatorname{dim} V}} \int_{B_{\lambda}}\left(\rho_{\mu, \phi}(x)\right)_{s, r}\left(\rho_{\mu, \beta / \lambda}(x)\right)_{t, \ell} d x
$$

which is by definition $K_{\mu, \lambda}^{s, r, t, \ell}(\phi, B / \lambda)$.
We may now prove Theorem 2.1.
Proof of the theorem. By (1) and (2), we have

$$
\begin{equation*}
f_{\mu}(x)=\sum_{r, s=1}^{M} \int_{|\phi| \leqq R} \hat{f}\left(\rho_{\mu, \phi}\right)_{r, s}\left[\rho_{\mu, \eta}\left(k_{0} \phi, k\right)\right]_{s, r} \prod_{\alpha \in P_{+}} \phi\left(H_{\alpha}\right) d \phi . \tag{3}
\end{equation*}
$$

Using Lemma 3.2 (iv), we have

$$
\left|\lambda^{\operatorname{dim} V}\left(\kappa_{\delta} \circ \pi_{\lambda}\right) *\left(\rho_{\mu, \eta}\right)_{r, s}\left(k_{0} \phi, k\right)-\left(\rho_{\mu, \eta}\right)_{r, s}\left(k_{0} \phi, k\right)\right|<0\left(\frac{1}{\lambda}\right)+\varepsilon \text { as } \lambda \rightarrow \infty .
$$

Furthermore, by Lemma 3.3 of [2]

$$
\begin{equation*}
\left|\lambda^{\operatorname{dim} v}\left(\left(\kappa_{\delta} \circ \pi_{\lambda}\right) *\left(\rho_{\mu, \eta}\right)_{r, s}\right)\left(k_{0} \phi, k\right)-\left(\kappa_{\delta} *\left[\left(\rho_{\mu, \eta}\right)_{r, s} \circ \pi_{\lambda}^{-1}\right]\right)\left(\pi_{\lambda}\left(k_{0} \phi, k\right)\right)\right|<0\left(\frac{1}{\lambda}\right) . \tag{4}
\end{equation*}
$$

(Note that the first convolution in (3) is in $V \rtimes K$ whereas the second is in $G$.) Equation
(4) holds uniformly for $|\phi|<R$.

From (3) and (4) we deduce

$$
\begin{equation*}
\left|\rho_{\mu, \eta}\left(k_{0} \phi, k\right)_{r, s}-\left(\kappa_{\delta} *\left(\rho_{\mu, \eta}\right)_{r, s} \circ \pi_{\lambda}^{-1}\right)\left(\pi_{\lambda}\left(k_{0} \phi, k\right)\right)\right|<0\left(\frac{1}{\lambda}\right) . \tag{5}
\end{equation*}
$$

Now Lemmas 3.3 and 3.4 give

$$
\begin{aligned}
\left(\kappa_{\delta} *\right. & \left.\left(\rho_{\mu, \eta}\right)_{r, s} \circ \pi_{\lambda}^{-1}\right)\left(\pi_{\lambda}\left(k_{0} \phi, k\right)\right) \\
& =\sum_{\sigma \in \hat{G}} d_{\sigma} \operatorname{Tr}\left\{\hat{\kappa}_{\delta}(\sigma)\left(\left(\rho_{\mu, \eta}\right)_{r, s} \pi_{\lambda}^{-1}\right)^{\wedge}(\sigma) \sigma\left(\pi_{\lambda}\left(k_{0} \phi, k\right)\right)\right\} \\
& =\sum_{\beta \in P} d_{\mu, \beta} \sum_{i, \ell=0}^{\min \left(M, d_{\mu, \beta}\right)}\left(\hat{\kappa}_{\delta}\left(\sigma_{\mu, \beta}\right)\left(\left(\rho_{\mu, \eta}\right)_{r, s} \circ \pi_{\lambda}^{-1}\right)^{\wedge}\left(\sigma_{\mu, \beta}\right)\right)_{t, \ell} \sigma_{\mu, \beta}\left(\pi_{\lambda}\left(k_{0} \phi, k\right)\right)_{\ell, t} .
\end{aligned}
$$

By (3.2)(iii), for each $\varepsilon>0$ we may choose a finite subset $P_{0}$ of $P$, independent of $\lambda$, such that

$$
\begin{align*}
& \mid\left(\kappa_{\delta} *\left(\rho_{\mu, \eta}\right)_{r, s} \circ \pi_{\lambda}^{-1}\right)\left(\pi_{\lambda}\left(k_{0} \phi, k\right)\right) \\
& \quad-\sum_{\beta \in P} d_{\mu, \beta} \sum_{t, \ell}\left(\hat{\kappa}_{\delta}\left(\sigma_{\mu, \beta}\right)\left(\left(\rho_{\mu, \eta}\right)_{r, s} \circ \pi_{\lambda}^{-1}\right)^{\wedge}\left(\sigma_{\mu, \beta}\right)\right)\left(\pi_{\lambda}\left(k_{0} \phi, k\right)\right)_{\ell, t} \mid<\varepsilon . \tag{6}
\end{align*}
$$

Now, Lemmas 3.5 and 3.6 allow us to approximate $\left(\left(\rho_{\mu, \eta}\right)_{r, s} \circ \pi_{\lambda}^{-1}\right)^{\wedge}\left(\sigma_{\mu, \beta}\right)_{t, \ell}$ to within $0(1 / \lambda)$, uniformly for $\beta \in P_{0}$, by

$$
\begin{equation*}
K_{\mu, \lambda}^{r, s, t, \ell}\left(\eta, \frac{\beta}{\lambda}\right) \tag{7}
\end{equation*}
$$

and $\sigma_{\mu, \beta}\left(\pi_{\lambda}\left(k_{0} \phi, k\right)\right)_{\ell, t}$ to within $0(1 / \lambda)$, uniformly for $\beta \in P_{0}$, by

$$
\begin{equation*}
\left(\rho_{\mu, \beta / \lambda}\left(k_{0} \phi, R\right)\right)_{\ell, \downarrow} . \tag{8}
\end{equation*}
$$

Finally, from [1, (3.3)] and Lemma 3.5,

$$
\begin{equation*}
\left|\hat{\kappa}_{\delta}\left(\sigma_{\mu, \beta}\right)_{t, u}-\lambda^{\operatorname{dim} V}\left(\kappa \circ \pi_{\lambda}^{-1}\right)^{\wedge}\left(\rho_{\mu, \beta / \lambda}\right)_{t, u}\right|<0\left(\frac{1}{\lambda}\right) \tag{9}
\end{equation*}
$$

for $1 \leqq t, u \leqq M$.
Combining (6) with (5), (7), (8), and (9), we have

$$
\begin{aligned}
& \mid\left(\rho_{\mu, \eta}\right)_{r, s}\left(k_{0} \phi, k\right)-\sum_{\beta \in P_{0}} d_{\mu, \beta} \sum_{\mu, t, \ell=0}^{\min \left(M, d_{\mu, \beta}\right)} \lambda^{\operatorname{dim} V}\left(\kappa \circ \pi_{\lambda}^{-1}\right)^{\wedge}\left(\rho_{\mu, \beta / \lambda}\right)_{t, u} \\
& \left.\cdot K^{r, s, u, \ell}\left(\eta, \frac{\beta}{\lambda}\right)\left(\rho_{\mu, \eta}\right)_{\ell, t}\left(k_{0} \phi, k\right) \right\rvert\,<0\left(\frac{1}{\lambda}\right)+\varepsilon .
\end{aligned}
$$

By (3.2)(iv), we also have

$$
\left|\lambda^{\operatorname{dim} V}\left(\kappa \circ \pi_{\lambda}^{-1}\right)^{\wedge}\left(\rho_{\mu, \beta / \lambda}\right)_{t, u}\right|=0\left(\frac{1}{\lambda}\right) .
$$

This fact, together with (3) and (10) gives

$$
\left|f_{\mu}(x)-\sum_{\beta \in P_{0}} d_{\mu, \beta} \sum_{r, s, t, \ell=0}^{\min \left(M, d_{\mu, \beta}\right)} K^{r, s, t, \ell}\left(\eta, \frac{\beta}{\lambda}\right) \int \hat{f}_{s, r}\left(\rho_{\mu, \phi}\right)\left(\rho_{\mu, \phi}\right)_{\ell, t}\left(k_{0} \frac{\beta}{\lambda}, k\right)\right|<0\left(\frac{1}{\lambda}\right)+\varepsilon
$$

So, given $\varepsilon>0$ we may choose $\lambda_{0}$ such that $\lambda>\lambda_{0}$

$$
\left|f_{\mu}(x)-\sum_{\beta \in P_{0}} d_{\mu, \beta} \sum_{r, s, t, \ell=0}^{\min \left(M, d_{\mu, \beta}\right)} K^{r, s, t, \ell}\left(\eta, \frac{\beta}{\lambda}\right) f_{s, r, \ell, t}\left(k_{0} \frac{\beta}{\lambda}, k\right)\right|<\varepsilon+0\left(\frac{1}{\lambda}\right) .
$$

The assumptions on $f$ guarantee that $f$ is rapidly decreasing. Hence for each $s, r, t$, and $\ell$ the sum

$$
\sum_{\beta \in P} d_{\mu, \beta} K^{r, s, t, \ell}\left(\eta, \frac{\beta}{\lambda}\right) f_{s, r, \ell, t}\left(k_{0} \frac{\beta}{\lambda}, k\right)
$$

is finite. From this it follows, since $\varepsilon$ is arbitrary, that

$$
\left|f_{\mu}(x)-\sum_{\beta \in P} d_{\mu, \beta} \sum_{r, s, t, \ell=0}^{\min \left(M, d_{\mu, \beta}\right)} K^{r, s, t, \ell}\left(\eta, \frac{\beta}{\lambda}\right) f_{s, r, \ell, t}\left(k_{0} \frac{\beta}{\lambda}, k\right)\right|<0\left(\frac{1}{\lambda}\right) .
$$

4. Corollaries and complements. To obtain a more precise analogue of the sampling theorem, we would need also

$$
K_{\mu, \lambda}^{r, s, t, \ell}\left(\eta, \frac{\beta}{\lambda}\right)=K_{\mu, \lambda}\left(\eta, \frac{\beta}{\lambda}\right) \delta_{r, t} \delta_{s, \ell}+0\left(\frac{1}{\lambda}\right),
$$

where $K_{\mu, \lambda}$ is independent of $r, s, t$, and $\ell$, and $\delta$ denotes the Dirac delta. This would yield (for $x=\left(k_{0} \eta, k\right)$ )

$$
f_{\mu}(x)=\sum_{\beta \in P_{+}} d_{\mu, \beta} K_{\mu}\left(\eta, \frac{\beta}{\lambda}\right) f_{\mu}\left(k_{0} \frac{\beta}{\lambda}, k\right) .
$$

Unfortunately, such a condition does not hold for $K^{r, s, t, \ell}$. Nevertheless, $K^{r, s, t, \ell}$ is "approximately" diagonal. Consider the right action of $K$ on $\left(\rho_{\mu, \phi}\right)_{r, s}$. We have

$$
\begin{aligned}
\left(\rho_{\mu, \phi}\right)_{r, s}(x k) & =\left(\rho_{\mu, \phi}(x k) u_{r}, u_{s}\right) \\
& =\left(\rho_{\mu, \phi}(x) u_{r}\left(k^{-1} \cdot\right), u_{s}(\cdot)\right) .
\end{aligned}
$$

It follows that $K^{r, s, t, \ell}=0$ unless $u_{r}$ and $u_{t}$ have the same $K$-type. It is similar for $u_{s}$ and $u_{\ell}$. Our choice of basis thus implies that there is $n(i)$ such that $r$ and $t$ (respectively, $s$ and $\ell$ ) both lie between $n(i)+1$ and $n(i+1)$.

In the special case $(G, K)=(S O(3)), S O(2))$, we have $n(i)=i$, and thus $K_{\mu}$ is diagonal.

Corollary 4.1. For the Euclidean motion group M(2), the sampling theorem takes the form

$$
f(x)=\sum_{n \in N}(2 n+1) \sum_{r=1}^{M} K^{r}\left(\eta, \frac{n}{\lambda}\right) f_{+}\left(k_{0} \frac{n}{\lambda}, k\right)+0\left(\frac{1}{\lambda}\right)
$$

where

$$
f_{r}(x)=\int_{0}^{R}\left(\hat{f}(S) \rho_{S}(x)\right)_{r, r} S d S
$$

and

$$
K^{r}(\eta, \phi)=\frac{1}{\lambda^{2}} \int_{0}^{\lambda} J_{r}(S \eta) J_{r}(S \phi) S d S .
$$

(As usual, the J's denote Bessel functions.)
By making certain restrictions on the function $f$ we may also obtain simpler forms of the sampling theorem. In particular, if $f$ is bi- $K$-invariant $\hat{f}$ has rank one: we may suppose that $\hat{f}(\rho)_{r, s}=0$ unless $r=s=0$. For this case $u_{r}=u_{s}=1$, the identity on $K$;

$$
\rho_{\mu, \phi}(v, k)_{00}=\int e^{i \phi\left(k^{-1} v\right)} d k=J_{\phi}(\eta), \quad \text { where } v=k_{0} \eta .
$$

The argument on $K$-types given above shows that $K_{\mu, \lambda}^{r, s, t, \ell}=0$ unless $\mu=1$ and $r=s=t=$ $\ell=0$. Thus we see that

$$
K_{\lambda}=K_{\lambda}^{00}=\lambda^{\operatorname{dim} V} \int_{\beta_{\lambda}} J_{0}(\eta) \overline{J_{0}\left(\frac{\beta}{\lambda}\right)} \prod_{\alpha \in P_{+}} \phi\left(H_{\alpha}\right) d \phi
$$

Theorem 4.2. Let $f$ be bi-K-invariant on $G$. Then

$$
\left|f(x)-\sum_{\beta \in P_{+}} d_{1, \beta} K_{\lambda}\left(\eta, \frac{\beta}{\lambda}\right) f\left(k_{0} \frac{\beta}{\lambda}, k\right)\right|<0\left(\frac{1}{\lambda}\right) .
$$

Corollary 4.3. Let $f$ be a K-invariant function on $V$. Then

$$
\left|f(\eta)-\sum_{\beta \in P_{+}} d_{\beta} K_{\lambda}\left(\eta, \frac{\beta}{\lambda}\right) f\left(\frac{\beta}{\lambda}\right)\right|<0\left(\frac{1}{\lambda}\right) .
$$

With this corollary, taking $(G, K)=(S O(n+1), S O(n))$, we recover the case of even spacing for the $n$-Hankel transform on $R$.
5. Applications. In this section we should like to mention two possible applications of the above theorems in the area of image processing and signal analysis. We will restrict ourselves to exploitation of Corollaries 4.1 and 4.3, although it is clear that the method would work more generally. Even in these special cases, work remains to be done to implement the sampling in any practical situation. However, we believe they indicate the relevance of the theory presented here to the real world.

Example 5.1. Image reconstruction in the plane. In many applications, there is interest in reconstructing a two-dimensional picture from a two-dimensional set of data points that are equally spaced along radial lines at angles $\theta_{1} \cdot \theta_{2} \cdots, \sigma_{k}$, for instance. As examples, we mention problems in geophysics [10], in radiology (the fan beam problem-see [3]) and in radar (see [11]).

Corollary 4.3 may be applied in this context to give an approximate reconstruction technique: if the points are spaced at distance $1 / \lambda$ apart, and if the function $f$ is Fourier-Bessel band limited, then in polar coordinates, we have

$$
f(\eta, \theta)=\sum_{n \in N}(2 n+1) \sum_{|r| \leqq M} K^{r}\left(\eta, \frac{n}{\lambda}\right) f_{r}\left(\frac{n}{\lambda}, \theta\right)+0\left(\frac{1}{\lambda}\right),
$$

where $f_{r}(\eta, \theta)=\int f(\eta, \phi) e^{-i r \phi} d \phi \cdot e^{i r \sigma}$, and $K^{r}$ is as in (4.1). Standard Shannon sampling may then be applied in the angular variables, giving

$$
f(\eta, \theta)=\sum_{n \in N} \sum_{k}(2 n+1) \sum_{|r| \leqq M} K^{r}\left(\eta, \frac{n}{\lambda}\right) e^{-i\left(\theta-\theta_{k}\right)} f_{r}\left(\frac{n}{\lambda}, \theta_{k}\right)+0\left(\frac{1}{\lambda}\right) .
$$

This represents approximate reconstruction of $f$ from its values at the points $\left(n / \lambda, \theta_{k}\right)$.

Example 5.2. Digital signal processing. Another scenario in which our results may be applied is that of a one-dimensional signal of which the $n$-Hankel transform is known to be band limited, and which is being sampled at equally spaced time intervals. This typically arises when signal sampling is done by a digital processor. Corollary 4.3 then enables us to write

$$
f(x)=\sum_{k=0}^{\infty} d_{k} K_{\lambda}\left(x, \frac{k}{\lambda}\right) f\left(\frac{k}{\lambda}\right)+0\left(\frac{1}{\lambda}\right),
$$

where $d_{k}=(2 k+n-2)(n+k-3)!/(n-2)!k!$ is the dimension of the space of harmonic polynomials of degree $k$ in $R^{n}$ and where $K_{\lambda}$ is as in Corollary 4.3. Again, this shows how to recover $f$ to within $0(1 / \lambda)$ from evenly spaced data points.
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#### Abstract

Turcotte, Spence, and Bau [Internat. J. Heat Mass Transfer, 25 (1982), pp. 699-706] contains conjectures concerning the equation $$
V^{\prime \prime}=\left(V^{2}-A\left(1-X^{2}\right)\right) / 2
$$ with boundary conditions $V(-1)=V(1)=0$, where $A$ is a nonnegative parameter. For large $A$ an appropriate asymptotic expansion results in a version of the first Painlevé transcendent, namely $Y^{\prime \prime}=\left(Y^{2}-s\right) / 2$ seeking a solution such that $Y(0)=0, Y(s) \sim \sqrt{s}$ as $s \rightarrow \infty$. This was studied extensively by Holmes and Spence, who conjectured that there are only two solutions. In this paper proofs of these conjectures are provided. During one of these proofs it is shown how a computer language for symbol manipulation, such as MACSYMA, can be used in a mathematically rigorous analysis.
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1. Introduction and statement of results. In [2] Turcotte, Spence, and Bau have studied the problem of vertical flow of an internally heated Boussinesq fluid with viscous dissipation and pressure work. For the steady state flow under appropriate assumptions they have obtained the following boundary value problem for the velocity $V$ as a function of the scaled position $x$, where the walls of the vertical channel are at $x= \pm 1$ :

$$
\begin{align*}
& V^{\prime \prime}(x)=\left(V(x)^{2}-A\left(1-x^{2}\right)\right) / 2  \tag{1}\\
& V(1)=V(-1)=0 \tag{2}
\end{align*}
$$

Here $\boldsymbol{A}$ is a nonnegative parameter. They have studied separately the cases $\boldsymbol{A}=0$, $A$ small, $\boldsymbol{A}$ intermediate, and $\boldsymbol{A}$ large. In the latter cases their numerical observations have led them to conjecture that as $A$ increases the number of solutions of (1)-(2) increases without bound.

In studying the case $A$ large, they have found it necessary to match an inner expansion near the walls $x= \pm 1$ with an outer solution valid in the interior. (The outer solution is simply $V= \pm \sqrt{A\left(1-x^{2}\right)}$.) They have found the appropriate inner variables near $x=-1$ to be

$$
s=(1+x) / \varepsilon, \quad Y=\varepsilon^{2} V
$$

where $\varepsilon=(2 A)^{-1 / 5}$. In terms of these variables the lowest-order terms of the inner expansion have been found to satisfy the equation

$$
\begin{equation*}
Y^{\prime \prime}=\left(Y^{2}-s\right) / 2 \tag{3}
\end{equation*}
$$

with boundary conditions

$$
\begin{equation*}
Y(0)=0, \quad Y(s) \sim \sqrt{s} \quad \text { as } s \rightarrow \infty . \tag{4}
\end{equation*}
$$

This problem has been, in turn, studied extensively by Holmes and Spence [1]. They have obtained several interesting results, which are summarized in § 3. However,

[^44]they left unanswered a key question that we address in this paper, namely, the number of solutions of (3)-(4) that match the outer solution $Y=+\sqrt{s}$ at $+\infty$. We show that there are exactly two such solutions. This had been conjectured by Holmes and Spence on the basis of extensive numerical calculations. We give two proofs of this result. One relies on detailed (four decimal place) estimates of the solution while the other uses a symbolic manipulator (MACSYMA) to determine the number of zeros of certain comparison polynomials and thereby implement the previous method with less effort. The steps using MACSYMA are discussed throughout the more standard proof. Note that the result using MACSYMA is rigorous, because all computations using rational arithmetic are exact. We make crucial use of Sturm's theorem on the number of roots of a polynomial in a given interval [3]. We also investigate the behavior of solutions of the original problem (1)-(2). In Theorem 1 we prove the conjecture made by Turcotte, Spence, and Bau.

Our results are the following theorems.
Theorem 1. Let $N(A)$ denote the number of solutions of (1)-(2). Then $N(A) \rightarrow \infty$ as $A \rightarrow \infty$.

Theorem 2. The differential equation (3) has exactly two solutions such that $Y(0)=0$ and $Y(s) \sim \sqrt{s}$ as $s \rightarrow \infty$. For one of these solutions, say $Y_{+}, Y^{\prime}(0)>0$, while for the other, say $Y_{-}, Y^{\prime}(0)<0$.

See [1] and [2] for the implications of these results.
2. Proof of Theorem 1. This is by far the easier of the two results to prove. We will show, in fact, that there are, for large $A$, many solutions of (1) that are even $\left(V^{\prime}(0)=0\right)$. The proof begins by describing the behavior of a particular solution of (1). Let $\hat{V}$ denote the unique solution of (1) such that $V^{\prime}(0)=0$ and $V(0)=-\sqrt{A}$.

Lemma 1. The solution $\hat{V}$ increases monotonically to infinity at a finite blowup point $x_{A}>1$. Further, $\hat{V}^{\prime \prime}>0$ on $\left(0, x_{A}\right)$.

Proof. We consider the energy functional

$$
E(x)=\frac{\left(\hat{V}^{\prime \prime \prime}\right)^{2}}{2}-\frac{\hat{V}\left(\hat{V}^{\prime \prime}\right)^{2}}{2}-\hat{V}^{\prime \prime}\left(\hat{V}^{\prime}\right)^{2}-A \hat{V}^{\prime \prime}
$$

so that

$$
E^{\prime}(x)=-\frac{5 \hat{V}^{\prime}\left(\hat{V}^{\prime \prime}\right)^{2}}{2}
$$

and $E$ decreases as long as $\hat{V}^{\prime}$ is positive. Note that $E(0)=0$. If there is a first point where $\hat{V}^{\prime \prime}=0$, then at that point $E$ is positive, which is a contradiction. The rest of the conclusions follow readily.

We now use a "shooting" method to obtain solutions of (1)-(2). It seems best to "shoot" backward from $x=1$. Therefore let $V_{\beta}$ denote the unique solution of (1) such that $V(1)=0$ and $V^{\prime}(1)=\beta$. We will show that for large $A$ there are many values of $\beta$ such that $V_{\beta}^{\prime}(0)=0$, which will prove Theorem 1 .

Lemma 2. If $\beta=0$, then $V_{\beta}$ is negative on $[0,1)$.
Proof. In this proof, $V$ denotes $V_{0}$. By differentiating (1) it is seen that $V^{\prime \prime \prime}(1)=A>$ 0 , so that in some interval to the left of $1, V<0$. Suppose that there is a first positive $x_{1}$ to the left of 1 where $V=0$. Let $F$ be the energy function defined by

$$
F=\left(V^{\prime}\right)^{2}-\frac{V^{3}}{3}+A V-A x^{2} V
$$

Then

$$
F^{\prime}=-2 A x V
$$

so that as $x$ decreases from $1, F$ decreases from zero as long as $V$ is negative. However, at $x_{1}, F \geqq 0$, which is the desired contradiction.

Now let $U(x)=\hat{V}(x)-V_{0}(x)$. Then

$$
U^{\prime \prime}(x)=\frac{1}{2}\left(\hat{V}+V_{0}\right) U(x)
$$

so that $U$ oscillates frequently when $\hat{V}+V_{0}$ is large and negative. It follows from Lemma 1 that $\hat{V} \leqq-\sqrt{A\left(1-x^{2}\right)}$ on [ 0,1 ]. Thus, on [ $0, \frac{1}{2}$ ], say, $V_{0}+\hat{V}$ is large and negative for large $A$. Hence $U$ must vanish many times in this interval, for large $A$.

On the other hand, it is easy to show that if $\beta$ is large (for fixed $A$ ), then $\hat{V}-V_{\beta}$ vanishes only once in $[0,1)$, at a point close to $x=1$. The graph of $V_{\beta}$ cannot be tangent to the graph of $\hat{V}$, and it is then seen that the zeros of $\hat{V}-V_{\beta}$ that exist when $\beta=0$ must leave the interval $[0,1)$ by crossing to the left across $x=0$. As successive zeros cross $x=0, V_{\beta}^{\prime}(0)$ must alternate in sign, since $\hat{V}^{\prime}(0)=0$. Therefore, between values of $\beta$ such that $V_{\beta}(0)=0$ there must be values of $\beta$ such that $V_{\beta}^{\prime}(0)=0$, and these correspond to solutions of (1)-(2). This proves Theorem 1.
3. Proof of Theorem 2. (i) It is convenient to rescale the equation, setting $y(x)=$ $a Y(b x)$, with $a=4^{1 / 5}$ and $b=a^{2} / 2$. This leads to the equation

$$
\begin{equation*}
y^{\prime \prime}=y^{2}-x . \tag{5}
\end{equation*}
$$

We want a solution such that

$$
\begin{equation*}
y(0)=0, \quad y \sim \sqrt{x} \quad \text { as } x \rightarrow \infty . \tag{6}
\end{equation*}
$$

As before, we use a shooting method. Let $y_{\gamma}$ denote the solution of (5) such that

$$
y(0)=0, \quad y^{\prime}(0)=\gamma .
$$

Holmes and Spence [1] have proved a unique positive $\gamma$ exists such that $y_{\gamma}$ satisfies (5)-(6), and there is at least one such value of $\gamma$ that is negative. They show that the solution with $\gamma=0$ does not satisfy (3). They have conjectured that there is only one possible negative $\gamma$. Holmes and Spence have further proved that for each negative $\gamma$, there is a first $x=x_{\gamma}>0$ where $y_{\gamma}^{\prime}(x)=0$. Finally, they have proved the following important result.

Lemma 3. Suppose that in some interval $\gamma_{1}<\gamma \leqq \gamma_{2}<0, x_{\gamma}$ is a strictly decreasing function of $\gamma$, and also that $y_{\gamma}\left(x_{\gamma}\right)$ is decreasing in $\gamma$. Then there is at most one value of $\gamma$ in this interval such that $y_{\gamma}$ satisfies (6).

Recall that Holmes and Spence have shown at least one $\gamma^{*}$ exists such that (6) is satisfied if $\gamma=\gamma^{*}$. We prove Theorem 2 with the following two additional lemmas.

Lemma 4. Any possible $\gamma^{*}$ is less than -2.3 .
Lemma 5. The hypotheses of Lemma 3 hold with $\gamma_{1}=-\infty$ and $\gamma_{2}=-2.3$.
Proof of Lemma 4. We use the functional

$$
Q=\frac{y^{3}}{3}-x y-\frac{\left(y^{\prime}\right)^{2}}{2},
$$

where $y(x)$ is a solution of (5)-(6). Thus, $Q(0)=-\gamma^{2} / 2$ and

$$
\begin{equation*}
Q^{\prime}=-y . \tag{7}
\end{equation*}
$$

Note that, on some interval $(0, \varepsilon), Q<0$ and $y<0$. The following useful result is easy to prove.

Lemma 6. If $Q>0$ before $y>0$, then $y$ cannot satisfy (6).
Proof. If (6) holds then there is a first $x_{1}$ with $y\left(x_{1}\right)=0$. From (7) we see that $Q\left(x_{1}\right)>0$. However, the definition of $Q$ shows that $Q\left(x_{1}\right) \leqq 0$. This proves Lemma 6.

Continuing with the proof of Lemma 4, our method requires step-by-step estimates of the solution, via a sequence of further lemmas.

Lemma 7. For $0<x<.6$, as long as $y^{\prime}<0, y^{\prime \prime}$ has at most one zero.
Proof of Lemma 7. Consider the functional

$$
H=\left(y^{\prime \prime \prime}\right)^{2} / 2-y\left(y^{\prime \prime}\right)^{2}-2 y^{\prime \prime}\left(y^{\prime}\right)^{2}
$$

Then $H(0)=\frac{1}{2}$ and

$$
\begin{equation*}
H^{\prime}=-5 y^{\prime}\left(y^{\prime \prime}\right)^{2} . \tag{8}
\end{equation*}
$$

If there are at least two numbers $b>a>0$ in $(0, .6)$ where $y^{\prime \prime}=0$, and $y^{\prime}<0$ in $[0, b)$, then (8) implies that $H \geqq \frac{1}{2}$ in [0, b]. Therefore, from the definition of $H, y^{\prime \prime \prime} \neq 0$ at $x=a$ and $x=b$. We may therefore assume that $y^{\prime \prime}<0$ on $(0, a)$ and $y^{\prime \prime}>0$ on $(a, b)$. From (8) and the definition of $H$ we conclude that

$$
\begin{align*}
& y^{\prime \prime \prime}(a) \geqq 1,  \tag{9}\\
& y^{\prime \prime \prime}(b) \leqq-1 . \tag{10}
\end{align*}
$$

Differentiating (5), we obtain

$$
y^{\prime \prime \prime \prime}=2 y y^{\prime \prime}+2\left(y^{\prime}\right)^{2} \geqq 2 y^{3} .
$$

On (a,b), $|y|<\sqrt{b}$, so $y^{\prime \prime \prime \prime} \geqq-2(.6)^{3 / 2}$. Integrating this and using (9) gives a contradiction to (10). This proves Lemma 7.

Continuing with the proof of Lemma 4, we need Lemma 8.
Lemma 8. Suppose that $\gamma<0$. If $y^{\prime \prime}$ has two zeros on ( $0, x_{\gamma}$ ], where $x_{\gamma}$ is the first zero of $y^{\prime}$, then $y$ cannot satisfy (6).

Proof. Again let $a$ and $b$ be the first two zeros of $y^{\prime \prime}$, and assume that $y^{\prime}<0$ in $[0, b)$. From the previous lemma we see that $b>.6$. Also, as before, $y^{\prime \prime \prime}(a)>1, y^{\prime \prime \prime}(b)<$ -1 , and $y^{\prime \prime}>0$ on $(a, b)$. It follows that $y(b)=-\sqrt{b}$ and $y^{\prime}(b) \geqq-\frac{1}{2} \sqrt{b}$. Therefore, $Q(b) \geqq 2 b^{2 / 3} / 3-1 /(8 b)>0$ and Lemma 6 implies the result.

As we continue the proof of Lemma 4 with the use of Lemma 6, we introduce a key method of polynomial estimates of the solution. This method can be implemented with MACSYMA. It is convenient to introduce operators on the space of polynomials as follows:

$$
\begin{gathered}
I(p)(x)=\int_{0}^{x} p(s) d s \\
J(p)(x)=\gamma+I(p)(x), \quad K(p)(x)=(p(x))^{2}-x \\
M(p)=I J K(p)=\gamma x+\int_{0}^{x} \int_{0}^{t}\left(p^{2}(t)-t\right) d t d x
\end{gathered}
$$

We then define a sequence of polynomials $y_{0}(x)=0, y_{i+1}=M\left(y_{i}\right)$. As long as $y_{2}(x)$ is negative, we have

$$
\begin{align*}
& 0>y_{2 j}(x)>y_{2 j+2}(x)>y(x)>y_{2 j+1}(x)>y_{2 j-1}(x)  \tag{11a}\\
& 0>y_{2 j}^{\prime}(x)>y_{2 j+2}^{\prime}(x)>y^{\prime}(x)>y_{2 j+1}^{\prime}(x)>y_{2 j-1}^{\prime}(x) \tag{11b}
\end{align*}
$$

for $j=1,2,3, \cdots$. The repeated use of these inequalities will give our result.
The "hand" computation first uses $y_{2}$. Easy estimates show that $y_{2}(x)<0$ for $0<x \leqq 1.75$ and $-2.3 \leqq \gamma<0$. At this point, the "hand" computation requires that we break up the interval $[-2.3,0)$ into $[-2.3,-2.1)$ and $[-2.1,0)$. Using $y_{2}$ and (7), we
show that $Q(1.75)>0$ if $-2.1 \leqq \gamma<0$. In the range $-2.3 \leqq \gamma \leqq-2.1$, the estimate using $y_{2}$ is inadequate. However, it is difficult to work with $y_{4}$, since it involves terms as high as $x^{38}$. Instead, we observe that $y_{2}$ can be truncated. We find that the inequalities $y<y_{2} \leqq 0$ imply

$$
\begin{equation*}
y \leqq \bar{y}_{2}=\frac{\gamma^{2} x^{4}}{12}+\frac{89}{90} \gamma x-.166 x^{3}<0 \tag{12}
\end{equation*}
$$

From this we have

$$
y^{\prime}>J K\left(\bar{y}_{2}\right)
$$

and

$$
\begin{equation*}
y>M\left(\bar{y}_{2}\right) . \tag{13}
\end{equation*}
$$

We substitute $x=1$ in these inequalities to obtain

$$
\begin{equation*}
y(1) \geqq-2.062, \quad y^{\prime}(1) \geqq-1.28 \tag{14}
\end{equation*}
$$

if $-2.3 \leqq \gamma \leqq-2.1$ and $y_{2} \leqq 0$ on $(0,1)$.
Next, truncating (13) gives

$$
y(x)>\bar{y}_{3}(x)=.07 \gamma^{2} x^{4}-x^{3} / 6+\gamma x
$$

for $x$ in $[0,1]$ and $\gamma$ in [-2.5, -2.1]. From this,

$$
y \leqq M\left(\bar{y}_{3}\right)
$$

and this inequality implies that

$$
\begin{equation*}
y(1) \leqq-1.9, \quad y^{\prime}(1) \leqq-1.1 . \tag{15}
\end{equation*}
$$

Finally, using (13) and the fact that $Q^{\prime}=-y$, we obtain that

$$
\begin{equation*}
Q(1) \geqq-1.55 \tag{16}
\end{equation*}
$$

for $\gamma$ in $[-2.3,-2.1]$. Again, all of this derives from the observation that $y_{2}<0$ on $[0,1)$.
By this point the reader will have a clear idea of our method-repeated application of the inequalities (11) with appropriate truncations to make the calculations tractable. Our goal is still to prove that $Q$ becomes positive before $y$, if $\gamma \geqq-2.3$. Continuing on from $x=1$, with (14)-(16) as starting values, accomplishes this. At the same time, it can be verified that $y_{2}<0$ as long as necessary. At this point, however, we turn to a proof using MACSYMA.
4. Proof of Lemma 4 using MACSYMA. We can, of course, simply use MACSYMA to check the various steps of the earlier proof, and indeed, this has been done. However, we can better illustrate the utility of symbolic manipulation as a tool for this sort of proof by an application that does not need the nontrivial truncation that obtaining (12) required. In fact, it turns out that Lemma 4 can be strengthened, and this improvement helps give a complete MACSYMA proof of Theorem 2.

Lemma 4M. If $-2.4 \leqq \gamma<0$, then $Q=0$ before $y=0$, so that (6) cannot hold.
Proof. We use Sturm's theorem [3]: Let $p$ be a polynomial of degree $n$. Define polynomials $p_{0}, p_{1}, \cdots, p_{r}$ as follows: $p_{0}=p, p_{1}=p^{\prime}, p_{i}=q_{i} p_{i+1}-p_{i+2}$ where the $q_{i}$ are polynomials, $\operatorname{deg}\left(p_{i+2}\right)<\operatorname{deg}\left(p_{i+1}\right)$, and $p_{r} \neq 0, p_{r+1}=0$ (Euclidean algorithm). Then the number of roots of $p$ in an interval ( $x_{1}, x_{2}$ ], not counting multiplicity, is $j-k$, where $j$ is the number of sign changes (ignoring zeros) in the sequence $\left\{p_{0}\left(x_{1}\right), p_{1}\left(x_{1}\right), \cdots, p_{r}\left(x_{1}\right)\right\}$ and $k$ is the number of sign changes when the $p_{i}$ are evaluated at $x_{2}$.

It is now clear how, in principle, MACSYMA can be used to give rigorously the number of roots of a polynomial $p$ with rational coefficients in an interval with rational
endpoints, since MACSYMA calculations with rational numbers are exact. However, limitations of machine time and memory mean that all is not completely straightforward. With the VAX 8600 , polynomials of degree 15 or 16 can generally be handled within 10 minutes of CPU time (although this depends on how many digits are required to give the coefficients as fractions), but machine time and space requirements quickly become a problem for polynomials of higher degree.

Further, this theorem is for a polynomial in one variable, and our comparison polynomials $y_{j}$ depend on $x$ and $\gamma$. Therefore some investigation is necessary. The hand calculations made earlier facilitate this. We first prove Lemma 9.

Lemma 9. If $0 \leqq x \leqq 1.8$ and $-2.4 \leqq \gamma \leqq 0$, then $y<0$.
Proof. We use a series of intermediate results.
Lemma 10. If $-2 \leqq \gamma \leqq 0$ and $0 \leqq x \leqq 1.8$, then $y_{2}<0$.
Proof. Since $y_{2}$ is of degree 8 in $x$, this can be checked with Sturm's theorem (computations done with MACSYMA) for $\gamma=0$ and $\gamma=-2$. Since $d^{2} y_{2} / d \gamma^{2}$ is positive, $y_{2}$ must also be negative for the intermediate values of $\gamma$.

Now let $I$ and $J$ denote the intervals (1.7, 1.8] and [-2.4, -2], respectively.
Lemma 11. $y_{2}^{\prime}>0$ in $I \times J$.
Proof. $y_{2}^{\prime}(1.7, \gamma)$ is a quadratic polynomial in $\gamma$ and it is easy to check that it is positive for $\gamma \in J$. Also, $y_{2}^{\prime \prime}=y_{1}^{2}-x$. But $y_{1}^{\prime \prime}=-x<0$, while $d^{2} / d x^{2}(-\sqrt{x})>0$. Again, we easily check that $\left(y_{1}^{2}-x\right)>0$ in $I \times J$.

Lemma 12. $y_{3}^{\prime}<0$ in $I \times J$.
Proof. $y_{3}^{\prime}(1.7, \gamma)$ is of degree 4 in $\gamma$. With MACSYMA this is easily found to be negative for $\gamma$ in $J$. Also, $y_{3}^{\prime \prime}=y_{2}^{2}-x$. Further use of Sturm's theorem shows that for $\gamma$ in $I,\left|y_{2}(x, \gamma)\right|^{2}<1.8$ for $x=1.7$ and $x=1.8$. Hence, from Lemma $11, y_{3}^{\prime \prime}<0$ in $I \times J$. This implies Lemma 12.

Lemma 13. $y_{3}^{2}>x$ in $I \times J$.
Proof. The polynomial $y_{3}^{2}(1.7, \gamma)$ is of degree 8 in $\gamma$, so Sturm's theorem can be used to show that $y_{3}^{2}(1.7, \gamma)>1.8$. Now Lemma 13 follows from Lemma 12.

Lemma 14. $y_{4}^{\prime}>0$ in $I \times J$.
Proof. Similarly, $y_{4}^{\prime}(1.7, \gamma)$ is of degree 8 in $\gamma$, and, using MACSYMA, we easily show it is positive. Lemma 14 therefore follows from Lemma 13.

To prove Lemma 9, we first use MACSYMA to check that $y_{2}$ is negative for $x$ in $(0,1.7)$ and $\gamma$ in $[-2.4,0]$. Hence, by (11), $y<y_{4}<y_{2}<0$ in this region. If $-2 \leqq \gamma \leqq 0$, then these inequalities hold up to $x=1.8$. For $\gamma$ in $J$, we observe that $y<y_{4}$ as long as $y_{4}^{2}>y_{2}^{2}$. Since $y_{2}$ is increasing in $I$, the last inequality can only fail if, at some $x$ in $I, y_{4}+y_{2}=0$. As a result of Lemmas 11 and 14 , to prove Lemma 9 we need only check that $y_{4}+y_{2} \leqq 0$ at $x=1.8, \gamma$ in $J$. This polynomial, of degree 8 in $\gamma$, is again easily checked. This completes the proof of Lemma 9.

Lemma 4 M is a consequence of Lemmas 6 and 9 and the following lemma.
Lemma 15. If $0<-\gamma \leqq 2.4$, then $Q(1.8)>0$.
Proof. From (11) and (7),

$$
Q(x) \geqq-\frac{\gamma^{2}}{2}-\int_{0}^{x} y_{4}(s) d s
$$

for $(x, \gamma)$ in the region described in Lemma 9.
Setting $x=\frac{9}{5}$ and using Sturm's lemma on $-\frac{12}{5}<\gamma \leqq 0$ gives the result.
5. Proof of Theorem 2. (ii) The idea here is to use the variational equation for (5). This is

$$
\begin{equation*}
w^{\prime \prime}=2 y w . \tag{17}
\end{equation*}
$$

To show that the hypotheses of Lemma 3 are satisfied in ( $-\infty,-2.3$ ), which is necessary for the "hand" proof, we must show that $x_{\gamma}$, the first zero of $y_{\gamma}^{\prime}$, and $y_{\gamma}\left(x_{\gamma}\right)$ are strictly increasing functions of $x_{\gamma}$ in an appropriate interval.

It is convenient to use the notation $y_{\gamma}(x)=y(x, \gamma)$ in this section. Recall that $\gamma^{*}$ denotes some value of $\gamma$ such that (6) is satisfied. We show first that $y\left(x_{\gamma}, \gamma\right)$ is strictly increasing in $\left(-\infty, \gamma^{*}\right)$.

Note that from the definition of $x_{\gamma}$,

$$
\frac{d}{d \gamma}\left[y\left(x_{\gamma}, \gamma\right)\right]=\left.\frac{\partial y(x, \gamma)}{\partial \gamma}\right|_{x=x_{\gamma}}=w\left(x_{\gamma}, \gamma\right)
$$

where $w(x, \gamma)$ is the solution of (17) with $y=y(x, \gamma)$ and $w(0)=0, w^{\prime}(0)=1$. The Sturm Oscillation Theorem implies that $w(x, \gamma)>0$ for $0<x \leqq x_{\gamma}$ if

$$
\begin{equation*}
-2 x_{\gamma}^{2} y\left(x_{\gamma}, \gamma\right)<\pi^{2} \tag{18}
\end{equation*}
$$

The "hand" proof of (18) begins with the relations

$$
\begin{equation*}
\bar{y}_{3}(x)=.07 \gamma^{2} x^{4}-\frac{x^{3}}{6}+\gamma x<y<\bar{y}_{2}=\frac{\gamma^{2} x^{4}}{12}+\frac{89 \gamma x}{90}-(.166) x^{3} \tag{19}
\end{equation*}
$$

which hold as long as $\bar{y}_{2}<0$.
The key step is to find upper and lower bounds in terms of $\gamma$ for $x_{\gamma}$. Numerical and asymptotic calculations suggest that these bounds should each be of the form $-k / \gamma^{1 / 3}$ for some $k$, and numerical experimentation suggests the values 1.32 and 1.85 for $k$. Therefore we define an initial value $x_{0}=-1.32 / \gamma^{1 / 3}$, and set $x_{1}=-1.85 / \gamma^{1 / 3}$. Substituting $x_{0}$ into (19) and truncating appropriately, we obtain the relations

$$
\begin{equation*}
(.3863) \gamma-\frac{.64}{\gamma^{2 / 3}}-\frac{.0274}{\gamma^{7 / 3}} \leqq y^{\prime}\left(x_{0}\right) \leqq(.34) \gamma-\frac{.63}{\gamma^{2 / 3}}-\frac{.028}{\gamma^{2 / 3}} \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
-(1.099) \gamma^{2 / 3}+\frac{.331}{\gamma}+\frac{.0045}{\gamma^{8 / 3}} \leqq y\left(x_{0}\right) \leqq-(1.0894) \gamma^{2 / 3}+\frac{.327}{\gamma} . \tag{21}
\end{equation*}
$$

We also see that $\bar{y}_{2}\left(x_{1}\right)<0$.
To prove (18), we first show that $y^{\prime \prime}>0$ on $\left(x_{0}, x_{\gamma}\right)$. This implies that

$$
y\left(x_{\gamma}\right)>y\left(x_{0}\right)+y^{\prime}\left(x_{0}\right)\left(x_{1}-x_{0}\right)
$$

and substitution of the estimates for $x_{1}$ and $x_{0}$ into $x_{\gamma}^{2} y\left(x_{\gamma}\right)$ yields (18).
6. Proof of (18) using MACSYMA. Our goal is again to prove (18), and the technique is the same as before; that is, we find upper and lower bounds for $x_{\gamma}$, the first zero of $y^{\prime}$, and then use the comparison polynomials to estimate $x^{2} y(x)$ at $x_{\gamma}$.

A minor complication in this section is the need to consider all $\gamma \leqq-2.4$ (from Lemma 4M). Sturm's lemma requires consideration of polynomials in $\gamma$ over a finite interval. However, we can circumvent this by using MACSYMA to prove the following lemma.

Lemma 16. If $\gamma \leqq-100$, then $y$ cannot satisfy ( 6 ).
Proof. We can readily see, even by hand, that $y_{3}(1)>0$ if $\gamma<-100$. Thus the first zero of $y$ must come before $x=1$. It is easy to show, further, that $\min _{0 \leqq x \leqq 1} y(x) \rightarrow-\infty$ as $\gamma \rightarrow-\infty$. From this we quickly see that $y^{\prime}\left(x_{1}\right) \rightarrow \infty$, and the result follows.

Nevertheless, implementing Sturm's lemma was a little harder than expected and proved to be a valuable lesson in using these techniques. By Lemmas 4 M and 16, we must obtain the desired estimate for $-100 \leqq \gamma \leqq-2.4$. It turns out that if we could
obtain the estimate at $\gamma=-2.4$, then using Sturm's lemma gives the same estimate in $-100<\gamma \leqq-12 / 5$.

Initially, then, we tried to demonstrate (18) for $\gamma=\gamma_{0}=-12 / 5$. Using $y_{2}^{\prime}$ we first obtain a lower bound on $x_{\gamma_{0}}$. As before, we look for this estimate in the form $-k / \delta_{0}$, where $\delta_{0}=\gamma_{0}^{1 / 3}$. From $y_{2}^{\prime}$ we find that $k=7 / 5$ is sufficient. That is, $y_{2}^{\prime}$, and hence $y^{\prime}$, are negative at $x=-7 /(5 \delta)$ if $-100^{1 / 3}<\delta \leqq \delta_{0}$. Also, $y_{3}^{\prime \prime}>0$ for $x>-7 /(5 \delta)$, which implies that $y^{\prime \prime}>0$ as long after $-7 /(5 \delta)$ as $y_{2}<0$.

To obtain an upper bound for $x_{\gamma}$, we must use $y_{3}^{\prime}$, looking for $k_{1}$ such that $y_{2}\left(-k_{1} / \delta\right)<0$ and $y_{3}^{\prime}\left(-k_{1} / \delta\right)>0$, if $\delta \leqq \delta_{0}$. We found that $k_{1}=191 / 100$ satisfied these conditions. Unfortunately, these estimates are insufficient. We find that if $x_{0}=-7 /\left(5 \delta_{0}\right)$ and $x_{1}=-191 /\left(100 \delta_{0}\right)$, then

$$
\begin{equation*}
-x_{0}^{2}\left(y_{3}\left(x_{0}\right)+y_{3}^{\prime}\left(x_{0}\right)\left(x_{1}-x_{0}\right)\right)>\pi^{2} / 2 \tag{22}
\end{equation*}
$$

In other words, the estimates based on $y_{2}$ and $y_{3}$ are insufficient, and we must use the 38th-degree polynomial $y_{4}$. In principle, this is not difficult, because we need to use $y_{4}$ only to improve the estimate of $x_{0}$, and we can easily show that $y_{2}\left(x_{1}\right)<0$. In practice, however, it seemed we would be unable to implement the method because to verify (18) on an interval ( $\gamma_{1}, \gamma_{0}$ ), we would need to apply the Euclidean algorithm to the polynomial $P(\delta)=-\delta^{37} y_{4}^{\prime}(-k / \delta)$, where $k$ is chosen so that $y_{4}^{\prime}$, and hence $y^{\prime}$, is negative at $-k / \delta_{0}$. This polynomial is of degree 40 , and in general, as observed earlier, it seemed that exactly implementing the Euclidian algorithm with rational arithmetic would exceed time and space limitations on the computer. Fortunately, however, the polynomial $P$, while of high degree, only contains nine terms, and the computation does succeed in a reasonable time. We find that $y_{4}^{\prime}(-8 /(5 \delta))$ is negative for $-100^{1 / 3}<\delta \leqq \bar{\delta}_{0}$, where $\bar{\delta}_{0}=-1,338 / 1,000$ is an upper bound for $\delta_{0}$. Using $x_{0}=$ $-8 /(5 \delta)$ and $x_{1}=-191 /(100 \delta)$ in (22) yields the required reverse inequality for $-100^{1 / 3}<\delta \leqq \bar{\delta}_{0}$.
7. Continuation of proof of Lemma 5. We have only to show that $x_{\gamma}$ is increasing in $\gamma$ for $\gamma \leqq \gamma^{*}$. One technical difficulty is the possibility that there are values $\gamma_{2}<\gamma^{*}$ such that $y\left(x, \gamma_{2}\right)$ attains both a relative minimum and relative maximum in the interval $0<x<x_{\gamma}^{*}$.

Lemma 17. Suppose that $\gamma<\gamma^{*}$ and as before let $x_{\gamma}$ denote the first positive zero of $y^{\prime}(x, \gamma)$. If $0<x_{\gamma}<x_{\gamma}^{*}$, then $y^{\prime \prime}\left(x_{\gamma}, \gamma\right)>0$. If $y^{\prime}(a, \gamma)=0$ at some first a in $\left(x_{\gamma}, x_{\gamma}^{*}\right)$, then $y(a, \gamma)>y\left(a, \gamma^{*}\right)$.

Proof. First, we determine some crucial properties of $y\left(x, \gamma^{*}\right)$. It easily follows from (5) that the first zero of $y^{\prime \prime}\left(x, \gamma^{*}\right)$ lies in the interval $\left(0,1 / \gamma^{* 2}\right) \subseteq\left(0, \frac{1}{2}\right)$. Furthermore, Lemma 8 implies that $y^{\prime \prime}\left(x, \gamma^{*}\right)$ cannot have a second zero on ( $0, x_{\gamma}^{*}$ ). By hypothesis, $y^{\prime}\left(x_{\gamma}, \gamma\right)=0$ and $0<x_{\gamma}<x_{\gamma}^{*}$. The definition of $x_{\gamma}$ implies that $y^{\prime \prime}\left(x_{\gamma}, \gamma\right) \geqq 0$. Suppose that $y^{\prime \prime}\left(x_{\gamma}, \gamma\right)=0$. Then $x_{\gamma}$ must be at least the second zero of $y^{\prime \prime}(x, \gamma)$, and Lemma 8 implies that $x_{\gamma} \geqq .6$. Furthermore, (18) guarantees that if $y\left(x_{\gamma}, \gamma\right) \geqq y\left(x_{\gamma}^{*}, \gamma^{*}\right)$, then $y\left(x_{\gamma}, \gamma\right)<y\left(x_{\gamma}, \gamma^{*}\right)$. But then $y^{\prime \prime}\left(x_{\gamma}, \gamma^{*}\right)<0$, a contradiction. Therefore, $y^{\prime \prime}\left(x_{\gamma}, \gamma\right)>0$.

We assume, for the sake of contradiction, that $y^{\prime}(b, \gamma)=0$ for some first $b$ in $\left(x_{\gamma}, x_{\gamma}^{*}\right)$ and that $y\left(x_{\gamma}, \gamma\right) \geqq y\left(b, \gamma^{*}\right)$. Then $y^{\prime \prime}\left(b, \gamma^{*}\right) \leqq 0$, a contradiction, which proves Lemma 12.

Lemma 18. Let $\gamma_{2}<\gamma_{1} \leqq \gamma^{*}$. Then $x_{\gamma_{2}}<x_{\gamma_{1}}$.
Proof. Suppose, on the contrary, that there exist $\gamma_{2}<\gamma_{1} \leqq \gamma^{*}$ with $x_{\gamma_{2}} \geqq x_{\gamma_{1}}$. This and (18) imply that $y\left(x, \gamma_{2}\right)<y\left(x, \gamma_{1}\right)<0$ for all $x$ in $\left(0, x_{\gamma_{1}}\right)$. Therefore $y\left(x_{\gamma_{1}}, \gamma_{2}\right) \leqq$ $y\left(x_{\gamma_{1}}, \gamma_{1}\right)$ and

$$
\begin{equation*}
y^{\prime}\left(x_{\gamma_{1}}, \gamma_{2}\right) \leqq 0 \tag{23}
\end{equation*}
$$

Let $\tau=y\left(x, \gamma_{2}\right) y^{\prime}\left(x, \gamma_{1}\right)-y\left(x, \gamma_{1}\right) y^{\prime}\left(x, \gamma_{2}\right)$. Then

$$
\tau^{\prime}=\left(x+y\left(x, \gamma_{2}\right) y\left(x, \gamma_{1}\right)\right)\left(y\left(x, \gamma_{1}\right)-y\left(x, \gamma_{2}\right)\right)>0
$$

for all $x$ in $\left(0, x_{\gamma_{1}}\right)$. Since $\tau(0)=0$, this implies that

$$
\begin{equation*}
\tau\left(x_{\gamma_{1}}\right)>0 . \tag{24}
\end{equation*}
$$

However, (23) and the definition of $\tau$ lead to

$$
\tau\left(x_{\gamma_{1}}\right)=-y\left(x_{\gamma_{1}}\right) y^{\prime}\left(x_{\gamma_{1}}, \gamma_{1}\right) \leqq 0,
$$

contradicting (24). This proves Lemma 18.
From (18) and the variational equations (17) it follows that $d / d \gamma\left[y\left(x_{\gamma}, \gamma\right)\right]>0$ for all $\gamma<\gamma^{*}$. Therefore if $\gamma_{2}<\gamma_{1}<\gamma^{*}$ then $y\left(x_{\gamma_{2}}, \gamma_{2}\right)<y\left(x_{\gamma_{1}}, \gamma_{1}\right)$. This completes the proof of Lemma 4 and Theorem 2.
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# EQUILIBRIUM OF AN ELASTIC SPHERICAL CAP PULLED AT THE RIM* 
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#### Abstract

For thin and shallow caps the title problem is carefully formulated. The outcome is a nonlinear system of two ordinary differential equations of second order; this system is amenable to a variational format through reduction to a single functional equation, which turns out to be the Euler-Lagrange equation of a suitable energy integral depending on a load parameter $\pi_{0}$ and a thickness parameter $\kappa_{0}$.

It is shown that, for all admissible values of the parameters, a global minimizer exists that is unique for sufficiently large outward tractions; moreover, no matter what the cap's thickness, such a global minimizer tends to a flat pseudoconfiguration when $\pi_{0} \rightarrow+\infty$. It is also shown that, for $\pi_{0}=0$, in addition to the unstressed reference configuration, a $\kappa_{0}$-sequence of local minimizers exists, interpretable as everted stressed configurations of the cap; this sequence, for $\kappa_{0} \rightarrow+\infty$, tends to a pseudoconfiguration that is the reflection with respect to the horizontal plane of the middle surface of the cap in its reference configuration.
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1. Introduction. It is common for a thin and shallow elastic cap to be made to snap from a load-free and stress-free reference configuration into another equilibrium configuration, still load-free but no more stress-free, characterized by a macroscopic change in sign of the surface curvature.

A process through which such change in equilibrium configurations takes place is called an eversion, and the resulting configuration is called an everted equilibrium configuration. Indeed, the possibility of eversion of spherical shells, tubes, etc. is one of the mundane facts that best demonstrate the lack of uniqueness inherent in static problems of finite elasticity (cf. the discussion with illustrations given by Truesdell in [1]; the eversion into a spherical form of thick spherical shells has been considered by Antman in [2]).

Common experience shows how rather small disturbances induce the cap to snap back from the everted to the reference configuration; this suggests that the energy functional should attain a local minimum at the everted configuration.

Our paper is organized as follows. Section 2 is devoted to constructing the model of a spherical cap uniformly pulled along its rim by outward horizontal tractions. Section 3 covers the mathematical analysis of the resulting variational problem.

Care must be exercised in formulating this problem at a tractable level of generality, especially if we want to specify which simplifying hypotheses (among the many which shell theory practitioners use in a scattered and sometimes contradictory way) are going to be accepted, and under which form. Our formulation opens the way to tackle also other similar equilibrium problems, as it allows for a variety of meaningful loading and boundary conditions, in addition to those covered here. This is not the case for other related studies, where rather artificial boundary conditions appear to be essential for successful mathematical analysis.

A spherical cap has two aspect ratios, thickness and shallowness, defined by (2.1) and (2.2) below. In $\S 2.1$, we give a succinct account of the kinematics of axially symmetric deformations of spherical caps of arbitrary thickness and shallowness. In

[^45]§ 2.2, we carefully state the hypotheses underlying the notion of a thin cap. Roughly speaking, our thinness hypotheses, in the spirit of the semiinverse method, seek equilibrium displacements that have a particularly simple representation and that, in addition, give rise to strain states such that material fibers only suffer moderate stretching at the middle surface. In $\S 2.3$ we stipulate that our cap is made of a homogeneous elastic material of the Saint-Venant \& Kirchhoff type: this constitutive law, featuring a linear relationship between nonlinear measures of strain and stress, has the merit of simplicity (it also has drawbacks; cf. [3]). Integrating over the latitude and the thickness coordinates, we obtain the total energy functional as the sum of a stored energy functional and a loading potential; then, in $\S \S 2.4$ and 2.5 , respectively, we derive the relative field and boundary equations. Finally, in $\S 2.6$, we give these equations the simplified form appropriate to shallow caps and arrive at Problem $\mathscr{P}$, i.e., a semilinear system of two ordinary differential equations of the second order, with linear boundary conditions, depending on two parameters: a parameter $\pi_{0}$, which is directly proportional to the applied load, and a parameter $\kappa_{0}$, which is inversely proportional to the cap's thickness.

In §§ 3.1-3.3 we select suitable weighted function spaces for Problem $\mathscr{P}$, introduce a pair of Green operators associated with the principal part operators in that problem, and end up reformulating it as a single functional equation whose solutions are the stationary points of a functional $\Gamma$ depending parametrically on $\pi_{0}$ and $\kappa_{0}$. We then look for global ( $\S 3.3$ ) and local ( $\S 3.4$ ) minimizers of this functional. Our main findings may be summarized as follows.

For all values of $\pi_{0}$, that is, no matter whether the cap's rim is pulled or pushed, and for all possible values of the thickness parameter $\kappa_{0}$, there exists at least a global minimizer of $\Gamma$.

When the applied load is a sufficiently large outward traction, the global minimizer is unique (cf. Theorem 3(i)-(iv), and Theorem 4, §3.3); moreover, for every $\kappa_{0}>0$ fixed, when $\pi_{0} \rightarrow+\infty$ such global minimizer tends uniformly to a pseudoconfiguration of the cap that is not an equilibrium solution, but rather would correspond to "flattening" the cap into a disk under extremely high loads (cf. Thm. 5, § 3.3).

When the value of $\pi_{0}$ falls into the range of possible nonuniqueness for global minimizers and, in addition, $\kappa_{0}$ is greater than a positive number depending on $\pi_{0}$, the functional $\Gamma$ is not convex (cf. Theorem 3(v)). In particular, $\Gamma$ is not convex when $\pi_{0}=0$. In this situation, we find that for sufficiently thin caps there exists a sequence of local minimizers. This sequence, when $\kappa_{0} \rightarrow+\infty$, tends to another pseudoconfiguration of the cap that is not an equilibrium solution, but may be described as the result of everting the reference configuration of an extremely thin cap with no bending resistance (in fact, a membrane) into its reflected image with respect to a horizontal support plane.

Thus, although we are unable to produce everted solutions explicitly, we believe we have sufficient grounds to claim that, at zero load, our model indeed accounts for eversion of sufficiently thin caps. This claim is substantiated by numerical computations presented in [4]; in particular, the everted shapes of Fig. 2 exhibit not only the overall change in curvature alluded to above, but also the expected flaring in the proximities of the cap's rim.
2. Formulation. Let $\{\mathbf{O} ; \mathbf{i}, \mathbf{j}, \mathbf{k}\}$ be an orthonormal Cartesian frame, and let $\{R, \Theta, \Phi\}$ be a system of spherical coordinates centered at $\mathbf{O}$ (see Fig. 1).

Given three positive numbers $R_{0}, \rho_{0}$, and $\Theta_{0}$, set

$$
\begin{equation*}
\varepsilon:=\frac{\rho_{0}}{R_{0}} \tag{2.1}
\end{equation*}
$$
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and

$$
\begin{equation*}
\eta:=\frac{1-\cos \Theta_{0}}{\sin \Theta_{0}} \tag{2.2}
\end{equation*}
$$

and consider the region $\mathscr{C}$

$$
\begin{equation*}
R \in] R_{0}-\rho_{0}, R_{0}+\rho_{0}\left[, \quad \Theta \in\left[0, \Theta_{0}[, \quad \Phi \in[0,2 \pi[,\right.\right. \tag{2.3}
\end{equation*}
$$

of thickness $2 \varepsilon$ and shallowness $2 \eta$. We will interpret $\mathscr{C}$ as the reference configuration of a spherical cap comprised of an elastic material of Saint-Venant \& Kirchhoff type.
2.1. Kinematics. A displacement of $\mathscr{C}$ is a smooth vector field $\mathbf{u}$ over $\mathscr{C}$ such that the deformation

$$
\begin{equation*}
\mathbf{X} \mapsto \mathbf{x}=\mathbf{f}(\mathbf{X}):=\mathbf{X}+\mathbf{u}(\mathbf{X}) \tag{2.4}
\end{equation*}
$$

is smooth, orientation preserving, and one to one;

$$
\begin{equation*}
\mathbf{F}:=\nabla \mathbf{f} \quad \text { and } \quad \mathbf{H}:=\nabla \mathbf{u}=\mathbf{F}-\mathbf{I} \tag{2.5}
\end{equation*}
$$

with I the gradient of the identity mapping, are the deformation and the displacement gradient, respectively. The linear and nonlinear deformation measures $\mathbf{E}$ and $\mathbf{D}$ are based on $\mathbf{H}$ and $\mathbf{F}$ :

$$
\begin{equation*}
\mathbf{E}:=\frac{1}{2}\left(\mathbf{H}+\mathbf{H}^{T}\right), \quad \mathbf{D}:=\frac{1}{2}\left(\mathbf{F}^{T} \mathbf{F}-\mathbf{I}\right)=\mathbf{E}+\frac{1}{2} \mathbf{H}^{T} \mathbf{H} . \tag{2.6}
\end{equation*}
$$

Let $\mathbf{X}=X^{1} \mathbf{i}+X^{2} \mathbf{j}+X^{3} \mathbf{k}$ be a typical point of $\mathscr{C}$, having spherical coordinates

$$
\begin{equation*}
Z^{1}=R, \quad Z^{2}=\Theta, \quad Z^{3}=\Phi \tag{2.7}
\end{equation*}
$$

At $X$, the covariant basis is

$$
\begin{equation*}
\mathbf{E}_{A}:=\partial z^{A} \mathbf{X}, \quad \text { for } A=1,2,3 \tag{2.8}
\end{equation*}
$$

as we will deal only with the so-called "physical" components of tensorial quantities throughout this paper, we introduce the associated orthonormal basis

$$
\begin{gather*}
\tilde{\mathbf{E}}_{R}:=\mathbf{E}_{R}=\sin \Theta \mathbf{e}+\cos \Theta \mathbf{k}, \quad \tilde{\mathbf{E}}_{\Theta}:=R^{-1} \mathbf{E}_{\Theta}=\cos \Theta \mathbf{e}-\sin \Theta \mathbf{k}, \\
\tilde{\mathbf{E}}_{\Phi}:=(R \sin \Theta)^{-1} \mathbf{E}_{\Phi}=\mathbf{e}^{\perp} \tag{2.9}
\end{gather*}
$$

where the unit vectors $\mathbf{e}$ and $\mathbf{e}^{\perp}$ are defined to be

$$
\begin{equation*}
\mathbf{e}:=\cos \Phi \mathbf{i}+\sin \Phi \mathbf{j}, \quad \mathbf{e}^{\perp}:=-\sin \Phi \mathbf{i}+\cos \Phi \mathbf{j} . \tag{2.10}
\end{equation*}
$$

We here restrict attention to axially symmetric deformations. Accordingly, the displacement vector $u$ has components

$$
\begin{gather*}
u_{R}:=\mathbf{u} \cdot \tilde{\mathbf{E}}_{R}=u_{R}(R, \Theta), \quad u_{\Theta}^{\prime}:=\mathbf{u} \cdot \tilde{\mathbf{E}}_{\Theta}=u_{\Theta}(R, \Theta), \\
u_{\Phi}:=\mathbf{u} \cdot \tilde{\mathbf{E}}_{\Phi} \equiv 0 \tag{2.11}
\end{gather*}
$$

the displacement gradient $\mathbf{H}$ and the linear strain measure $\mathbf{E}$ have nonvanishing components

$$
\begin{align*}
& H_{R R}=u_{R, R}, \quad H_{\Theta \Theta}=\frac{1}{R}\left(u_{\Theta, \Theta}+u_{R}\right), \quad H_{\Phi \Phi}=\frac{1}{R}\left(u_{R}+\cot \Theta u_{\Theta}\right),  \tag{2.12}\\
& H_{R \Theta}=\frac{1}{R}\left(u_{R, \theta}-u_{\Theta}\right), \quad H_{\Theta R}=u_{\Theta, R},
\end{align*}
$$

and

$$
\begin{gather*}
E_{R R}=H_{R R}, \quad E_{\Theta \Theta}=H_{\Theta \Theta}, \quad E_{\Phi \Phi}=H_{\Phi \Phi},  \tag{2.13}\\
E_{R \Theta}=\frac{1}{2}\left(H_{R \Theta}+H_{\Theta R}\right)=\frac{1}{2 R}\left(u_{R, \Theta}+R u_{\Theta, R}-u_{\Theta}\right),
\end{gather*}
$$

respectively. The nonlinear strain measure $\mathbf{D}$ has nonvanishing components

$$
\begin{gather*}
D_{R R}=H_{R R}+\frac{1}{2}\left(H_{R R}^{2}+H_{\Theta R}^{2}\right), \quad D_{\Theta \Theta}=H_{\Theta \Theta}+\frac{1}{2}\left(H_{\Theta \Theta}^{2}+H_{R \Theta}^{2}\right), \\
D_{\Phi \Phi}=H_{\Phi \Phi}+\frac{1}{2} H_{\Phi \Phi}^{2}, \quad D_{R \Theta}=\frac{1}{2}\left(H_{R \Theta}+H_{\Theta R}\right)+\frac{1}{2}\left(H_{R R} H_{R \Theta}+H_{\Theta \Theta} H_{\Theta R}\right) . \tag{2.14}
\end{gather*}
$$

For axially symmetric deformations, it is easy to believe that $u_{R}(R, \cdot)$ and $u_{\Theta}(R, \cdot)$, provided their common domain of definition is extended in the obvious way, must be even and odd functions of $\Theta$, respectively, for every fixed $R \in] R_{0}-\rho_{0}, R_{0}+\rho_{0}[$. Thus, in particular, all of $u_{R^{\prime}}(R, \cdot), u_{\Theta}(R, \cdot)$ and $H_{R \Theta}(R, \cdot)$ vanish at $\Theta=0$.
2.2. Thin caps. To motivate some simplifying hypotheses that will prove crucial to our further developments, we now lay down counterparts adapted to the present context of the classical hypotheses of Kirchhoff's thin plate theory [5]-[9]. Our hypotheses are, for $R=R_{0}$,

$$
\begin{gather*}
D_{R \Theta}=D_{R \Phi}=0,  \tag{2.15}\\
D_{R R}=0,  \tag{2.16}\\
D_{\Theta \Theta}=D_{\Phi \Phi}=D_{\Theta \Phi}=0 . \tag{2.17}
\end{gather*}
$$

As is well known, (2.15) and (2.16) express, respectively, the requirement that a radial material fiber remains, at the point where it crosses the middle surface, both orthogonal to the middle surface itself and unstretched. Equation (2.17) expresses the requirement that the material comprising the middle surface suffers no stretching in any conceivable deformation of the cap.

Note that for axially symmetric deformations, $(2.15)_{2}$ and (2.17) $)_{3}$ are identically satisfied. In view of (2.14), the remaining equations can be written as

$$
\begin{gather*}
H_{R \Theta}^{0}\left(1+H_{R R}^{0}\right)+H_{\Theta R}^{0}\left(1+H_{\Theta \Theta}^{0}\right)=0,  \tag{2.18}\\
\left(1+H_{R R}^{0}\right)^{2}+\left(H_{\Theta R}^{0}\right)^{2}=1,  \tag{2.19}\\
\left(1+H_{\Theta \Theta}^{0}\right)^{2}+\left(H_{R \Theta}^{0}\right)^{2}=1,  \tag{2.20}\\
\left(1+H_{\Phi \Phi}^{0}\right)^{2}=1 . \tag{2.21}
\end{gather*}
$$

(Here the superscript denotes evaluation at $R=R_{0}$.) This suggests that we look at situations when

$$
\begin{equation*}
\left|H_{R R}^{0}\right| \ll 1, \quad\left|H_{\Theta \Theta}^{0}\right| \ll 1, \quad\left|H_{\Phi \Phi}^{0}\right| \ll 1 . \tag{2.22}
\end{equation*}
$$

It follows from (2.22) that all of the above conditions of Kirchhoff's type are satisfied, except for (2.18), which reduces to

$$
\begin{equation*}
H_{R \Theta}^{0}+H_{\Theta R}^{0} \approx 0, \tag{2.23}
\end{equation*}
$$

and the consistency condition

$$
\begin{equation*}
\left(H_{R \Theta}^{0}\right)^{2} \ll 1 \tag{2.24}
\end{equation*}
$$

On adapting a procedure that has proved to be expedient in the case of plates ([8]), we look for solutions of (2.18)-(2.21) having the following form:
implicitly restricting attention to thin caps.
We find that hypotheses (2.22) can be equivalently written as

$$
\begin{equation*}
\frac{1}{R_{0}}|w| \ll 1, \quad \frac{1}{R_{0}}\left|u_{R}^{0}+u_{\Theta, \Theta}^{0}\right| \ll 1, \quad \frac{1}{R_{0}}\left|u_{R}^{0}+\cot \Theta u_{\Theta}^{0}\right| \ll 1, \tag{2.26}
\end{equation*}
$$

whereas (2.23) is satisfied if

$$
\begin{equation*}
u=u_{\Theta}^{0}-u_{R, \Theta}^{0} . \tag{2.27}
\end{equation*}
$$

Accordingly, we write (2.25) as

$$
\begin{equation*}
u_{R}(R, \Theta)=u_{R}^{0}(\Theta), \quad u_{\Theta}(R, \Theta)=u_{\Theta}^{0}(\Theta)+\zeta(R)\left(u_{\Theta}^{0}(\Theta)-u_{R, \Theta}^{0}(\Theta)\right) . \tag{2.28}
\end{equation*}
$$

Note that the parity properties requested for $u_{R}(R, \cdot)$ and $u_{\Theta}(R, \cdot)$ are guaranteed if we assume that

$$
\begin{equation*}
u_{R}^{0}(\cdot) \text { is even and } u_{\Theta}^{0}(\cdot) \text { is odd. } \tag{2.29}
\end{equation*}
$$

From (2.12) $)_{4,5}$ we obtain that

$$
\begin{equation*}
H_{\Theta R}=\frac{1}{R_{0}}\left(u_{\Theta}^{0}-u_{R, \Theta}^{0}\right)=H_{\Theta R}^{0}=-H_{R \Theta}^{0}=-H_{R \Theta} ; \tag{2.30}
\end{equation*}
$$

likewise, from (2.12) $)_{1,2,3}$ it follows that

$$
\begin{align*}
& H_{R R} \approx 0,  \tag{2.30}\\
& H_{\Phi \Phi} \approx H_{\Phi \Phi}^{0}+\zeta \dot{H}_{\Phi \Phi}^{0} \quad \text { with } \dot{H}_{\Phi \Phi}^{0}=-\cot \Theta H_{R \Theta}^{0}  \tag{2.30}\\
& H_{\Theta \Theta} \approx H_{\Theta \Theta}^{0}+\zeta \dot{H}_{\Theta \Theta}^{0} \quad \text { with } \dot{H}_{\Theta \Theta}^{0}=-H_{R \Theta, \Theta}^{0} .
\end{align*}
$$

We are now in a position to use (2.14) and (2.30) to evaluate the nonvanishing components of the nonlinear strain measure $\mathbf{D}$. These are:

$$
\begin{equation*}
D_{\Theta \Theta} \approx D_{\Theta \Theta}^{0}+\zeta \dot{D}_{\Theta \Theta \Theta}^{0}, \quad D_{\Phi \Phi} \approx D_{\Phi \Phi}^{0}+\zeta \dot{D}_{\Phi \Phi}^{0}, \tag{2.31}
\end{equation*}
$$

with

$$
\begin{align*}
& D_{\Theta \Theta}^{0} \approx H_{\Theta \Theta}^{0}+\frac{1}{2}\left(H_{R \Theta}^{0}\right)^{2}=\frac{1}{R_{0}}\left(u_{R}^{0}+u_{\Theta, \Theta}^{0}\right)+\frac{1}{2 R_{0}^{2}}\left(u_{\Theta}^{0}-u_{R, \Theta}^{0}\right)^{2},  \tag{2.32}\\
& D_{\Phi \Phi}^{0} \approx H_{\Phi \Phi}^{0}=\frac{1}{R_{0}}\left(u_{R}^{0}+\cot \Theta u_{\Theta}^{0}\right),
\end{align*}
$$

and

$$
\begin{align*}
\dot{D}_{\Theta \Theta}^{0} & =\dot{H}_{\Theta \Theta}^{0}+\left(H_{\Theta \Theta}^{0}+H_{R \Theta}^{0}\right)\left(\dot{H}_{\Theta \Theta}^{0}+\dot{H}_{R \Theta}^{0}\right) \\
& \approx \dot{H}_{\Theta \Theta}^{0}=\frac{1}{R_{0}}\left(u_{\Theta}^{0}-u_{R, \Theta}^{0}\right)_{, \Theta},  \tag{2.33}\\
\dot{D}_{\Phi \Phi}^{0} & =\left(1+H_{\Phi \Phi}^{0}\right) \dot{H}_{\Phi \Phi}^{0} \approx \dot{H}_{\Phi \Phi}^{0}=\frac{\cot \Theta}{R_{0}}\left(u_{\Theta}^{0}-u_{R, \Theta}^{0}\right) .
\end{align*}
$$

2.3. Energy functional. For a Saint-Venant \& Kirchhoff material, the stored energy density is

$$
\begin{equation*}
\sigma:=\mu|\mathbf{D}|^{2}+\frac{1}{2} \lambda(\operatorname{trace}(\mathbf{D}))^{2}, \tag{2.34}
\end{equation*}
$$

with $\mu$ and $\lambda$ two constant material moduli;

$$
\begin{equation*}
\Sigma:=\int_{\mathscr{E}} \sigma \tag{2.35}
\end{equation*}
$$

is the associated stored energy functional. The following constitutive law:

$$
\begin{equation*}
\mathbf{S}:=\partial_{\mathbf{D}} \sigma=2 \mu \mathbf{D}+\lambda \operatorname{trace}(\mathbf{D}) I \tag{2.36}
\end{equation*}
$$

delivers the stress accompanying $\mathbf{D}$.
In view of (2.31)-(2.33), the integrand in (2.35) can be written as follows:

$$
\begin{equation*}
\sigma(R, \Theta) \approx \sigma^{0}(\Theta)+\zeta(R) \dot{\sigma}^{0}(\Theta)+\frac{1}{2} \zeta^{2}(R) \ddot{\sigma}^{0}(\Theta) \tag{2.37}
\end{equation*}
$$

where

$$
\begin{align*}
& \sigma^{0}=\frac{1}{2}(2 \mu+\lambda)\left(\left(D_{\Theta \Theta}^{0}\right)^{2}+\left(D_{\Phi \Phi}^{0}\right)^{2}\right)+\lambda D_{\Theta \Theta}^{0} D_{\Phi \Phi}^{0}, \\
& \dot{\sigma}^{0}=(2 \mu+\lambda)\left(D_{\Theta \Theta}^{0} \dot{D}_{\Theta \Theta}^{0}+D_{\Phi \Phi}^{0} \dot{D}_{\Phi \Phi}^{0}\right)+\lambda\left(D_{\Theta \Theta}^{0} \dot{D}_{\Phi \Phi}^{0}+D_{\Phi \Phi}^{0} \dot{D}_{\Theta \Theta}^{0}\right),  \tag{2.38}\\
& \ddot{\sigma}^{0}=(2 \mu+\lambda)\left(\left(\dot{D}_{\Theta \Theta}^{0}\right)^{2}+\left(\dot{D}_{\Phi \Phi}^{0}\right)^{2}\right)+2 \lambda \dot{D}_{\Theta \Theta}^{0} \dot{D}_{\Phi \Phi}^{0} .
\end{align*}
$$

Integrating over the latitude and the thickness, we obtain

$$
\begin{align*}
& \Sigma=\frac{4 \pi}{3} R_{0}^{3}\left(\varepsilon\left(3+\varepsilon^{2}\right) \int_{0}^{\Theta_{0}} \sigma^{0} \sin \Theta d \Theta+2 \varepsilon^{3} \int_{0}^{\Theta_{0}} \dot{\sigma}^{0} \sin \Theta \mathrm{~d} \Theta\right. \\
&\left.+\frac{1}{2} \varepsilon^{3}\left(1+\frac{3}{5} \varepsilon^{2}\right) \int_{0}^{\Theta_{0}} \ddot{\sigma}^{0} \sin \Theta d \Theta\right), \tag{2.39}
\end{align*}
$$

where $\varepsilon$ is the thickness parameter (2.1). Adhering to a common practice (cf., e.g., [10]), we take

$$
\begin{equation*}
\Sigma \approx \frac{4 \pi}{3} R_{0}^{3}\left(3 \varepsilon \int_{0}^{\Theta_{0}} \sigma^{0} \sin \Theta d \Theta+\frac{1}{2} \varepsilon^{3} \int_{0}^{\Theta_{0}} \ddot{\sigma}^{0} \sin \Theta d \Theta\right) . \tag{2.40}
\end{equation*}
$$

We stipulate that the cap is pulled along its $\operatorname{rim} \mathscr{R}:=\left\{\mathbf{X} \in \partial \mathscr{C} \mid \Theta=\Theta_{0}\right\}$ by a horizontal outward traction $\mathbf{p}$, of constant magnitude $p$ per unit area,

$$
\begin{equation*}
\mathbf{p}=p \mathbf{e}, \tag{2.41}
\end{equation*}
$$

with $\mathbf{e}$ defined by $(2.10)_{1}$. The associated loading potential is

$$
\begin{equation*}
\Pi:=\int_{\mathscr{R}} \mathbf{p} \cdot \mathbf{u} ; \tag{2.42}
\end{equation*}
$$

by use of (2.11) and (2.28), integrating again over the latitude and the thickness, we arrive at

$$
\begin{align*}
& \Pi=p \frac{4 \pi}{3} R_{0}^{2} \sin \Theta_{0}\left(3 \varepsilon\left(\sin \Theta_{0} u_{R}^{0}\left(\Theta_{0}\right)+\cos \Theta_{0} u_{\Theta}^{0}\left(\Theta_{0}\right)\right)\right. \\
&\left.+\varepsilon^{3} \cos \Theta_{0}\left(u_{\Theta}^{0}\left(\Theta_{0}\right)-u_{R, \Theta}^{0}\left(\Theta_{0}\right)\right)\right) \tag{2.43}
\end{align*}
$$

Suppose now that we would be willing to stipulate that the vertical component of the displacement vector vanish along the cap's rim:

$$
\begin{equation*}
\mathbf{u} \cdot \mathbf{k}=0 \quad \text { for all points of } \mathscr{R} . \tag{2.44}
\end{equation*}
$$

This assumption would imply that

$$
\begin{equation*}
\cos \Theta_{0} u_{R}^{0}\left(\Theta_{0}\right)-\sin \Theta_{0} u_{\Theta}^{0}\left(\Theta_{0}\right)=0, \quad \sin \Theta_{0}\left(u_{\Theta}^{0}\left(\Theta_{0}\right)-u_{R, \Theta}^{0}\left(\Theta_{0}\right)\right)=0 \tag{2.45}
\end{equation*}
$$

On recalling (2.30) we note that, as $\sin \Theta_{0} \neq 0$, the geometric condition (2.45) $)_{2}$ is equivalent to

$$
\begin{equation*}
H_{\Theta R}^{0}\left(\Theta_{0}\right)=0 . \tag{2.46}
\end{equation*}
$$

Motivated by the above argument, we choose to reduce the loading potential (2.43) to

$$
\begin{equation*}
\Pi=p 4 \pi R_{0}^{2} \varepsilon \sin \Theta_{0}\left(\sin \Theta_{0} u_{R}^{0}\left(\Theta_{0}\right)+\cos \Theta_{0} u_{\Theta}^{0}\left(\Theta_{0}\right)\right), \tag{2.47}
\end{equation*}
$$

stipulate that $(2.45)_{1}$ holds, and dispense with $(2.45)_{2}$.
In conclusion, we will request that the energy functional

$$
\begin{equation*}
I\left\{u_{R}^{0}, u_{\Theta}^{0}\right\}:=\Sigma\left\{u_{R}^{0}, u_{\Theta}^{0}\right\}-\Pi\left\{u_{R}^{0}, u_{\Theta}^{0}\right\} \tag{2.48}
\end{equation*}
$$

with $\Sigma$ and $\Pi$ given by (2.40) and (2.47), respectively, be stationary over the class of variations $\left(v_{R}, v_{\Theta}\right)$ obeying the geometric condition (2.45) ${ }_{1}$ :

$$
\begin{equation*}
\cos \Theta_{0} v_{R}\left(\Theta_{0}\right)-\sin \Theta_{0} v_{\Theta}\left(\Theta_{0}\right)=0 \tag{2.49}
\end{equation*}
$$

Condition (2.49) guarantees that the variation vector

$$
\mathbf{v}:=v_{R} \mathbf{E}_{R}+v_{\Theta} \mathbf{E}_{\Theta}
$$

has null vertical component at the rim. We will also stipulate that $v_{R}(\cdot)$, like $u_{R}(R, \cdot)$, is an even function, and that $v_{\Theta}(\cdot)$, like $u_{\Theta}(R, \cdot)$ is an odd function of $\Theta$.
2.4. Euler-Lagrange equations. After some manipulations the following system of differential equations in $] 0, \Theta_{0}[$ is arrived at:

$$
\begin{align*}
& \left(\sin \Theta M^{\prime}+\cos \Theta(M-N)-\sin \Theta H_{\Theta R}^{0} S\right)^{\prime}-\sin \Theta(S+T)=0, \\
& \sin \Theta M^{\prime}+\cos \Theta(M-N)-\sin \Theta H_{\Theta R}^{0} S-\cos \Theta T+(\sin \Theta S)^{\prime}=0, \tag{2.50}
\end{align*}
$$

where for convenience we have denoted differentiation with respect to $\Theta$ by an apostrophe and we have set

$$
\begin{align*}
& S:=D_{\Theta \Theta}^{0}+\frac{\lambda}{2 \mu}\left(D_{\Theta \Theta}^{0}+D_{\Phi \Phi}^{0}\right), \quad T:=D_{\Phi \Phi}^{0}+\frac{\lambda}{2 \mu}\left(D_{\Theta \Theta}^{0}+D_{\Phi \Phi}^{0}\right),  \tag{2.51}\\
& \frac{3}{\varepsilon^{2}} M:=\dot{D}_{\Theta \Theta}^{0}+\frac{\lambda}{2 \mu}\left(\dot{D}_{\Theta \Theta}^{0}+\dot{D}_{\Phi \Phi}^{0}\right), \quad \frac{3}{\varepsilon^{2}} N:=\dot{D}_{\Phi \Phi}^{0}+\frac{\lambda}{2 \mu}\left(\dot{D}_{\Theta \Theta}^{0}+\dot{D}_{\Phi \Phi}^{0}\right) .
\end{align*}
$$

To give (2.50) a more tractable form we need some preliminary results. First, from (2.32) and (2.51) 1,2 we obtain that

$$
\begin{equation*}
\sin \Theta T^{\prime}+\cos \Theta(T-S)-\frac{\lambda}{2(\lambda+\mu)} \sin \Theta(T+S)^{\prime}=-\cos \Theta H_{\Theta R}^{0}\left(\frac{1}{2} H_{\Theta R}^{0}+\tan \Theta\right) . \tag{2.52}
\end{equation*}
$$

Second, in view of (2.33) and (2.51) $)_{3,4}$, we have that

$$
\begin{align*}
\sin \Theta M^{\prime}+\cos \Theta(M-N)=\frac{\varepsilon^{2}}{3} \sin \Theta\left(H_{\Theta R}^{0 \prime \prime}+\right. & \cot \Theta\left(H_{\Theta R}^{0 \prime}-\cot \Theta H_{\Theta R}^{0}\right) \\
& \left.+\frac{\lambda}{2 \mu}\left(H_{\Theta R}^{0 \prime}+\cot \Theta H_{\Theta R}^{0}\right)^{\prime}\right) . \tag{2.53}
\end{align*}
$$

Third, solving $(2.50)_{2}$ for $T$, we get

$$
\begin{equation*}
T=S+\tan \Theta S^{\prime}+\frac{1}{\cos \Theta}\left(\sin \Theta M^{\prime}+\cos \Theta(M-N)-\sin \Theta H_{\Theta R}^{0} S\right) \tag{2.54}
\end{equation*}
$$

and substituting (2.54) into (2.50) yields

$$
\begin{equation*}
\left(\sin ^{2} \Theta S\right)^{\prime}=\left(\cos \Theta\left(\sin \Theta M^{\prime}-\cos \Theta(M-N)-\sin \Theta H_{\Theta R}^{0} S\right)\right)^{\prime} . \tag{2.55}
\end{equation*}
$$

Integrating (2.55) over $[0, \Theta]$, we obtain

$$
\begin{equation*}
\tan ^{2} \Theta S=\frac{1}{\cos \Theta}\left(\sin \Theta M^{\prime}+\cos \Theta(M-N)-\sin \Theta H_{\Theta R}^{0} S\right) \tag{2.56}
\end{equation*}
$$

(here we have made use of (2.61) below); but, (2.54) and (2.56) together imply that

$$
\begin{equation*}
T=(\tan \Theta S)^{\prime} . \tag{2.57}
\end{equation*}
$$

Now, from (2.52) and (2.57), we deduce

$$
\begin{equation*}
-\tan \Theta\left(\frac{\lambda+2 \mu}{2(\lambda+\mu)}(\tan \Theta S)^{\prime \prime}-\frac{\lambda}{2(\lambda+\mu)} S^{\prime}\right)+\left(S-(\tan \Theta S)^{\prime}\right)=H_{\Theta R}^{0}\left(\frac{1}{2} H_{\Theta R}^{0}+\tan \Theta\right) ; \tag{2.58}
\end{equation*}
$$

from $(2.50)_{2},(2.53)$, and (2.57), we have
(2.58) ${ }_{2}$

$$
\frac{\varepsilon^{2}}{3}\left(H_{\Theta R}^{0 \prime \prime}+\cot \Theta\left(H_{\Theta R}^{0 \prime}-\cot \Theta H_{\Theta R}^{0}\right)+\frac{\lambda}{2 \mu}\left(H_{\Theta R}^{0 \prime}+\cot \Theta H_{\Theta R}^{0}\right)^{\prime}\right)=\left(H_{\Theta R}^{0}+\tan \Theta\right) S .
$$

The ordinary second-order equations (2.58) ${ }_{1,2}$ compose a system for the unknowns $S$ and $H_{\Theta R}^{0}$, expressing the equilibrium of the cap under study.
2.5. Boundary conditions. In order that the first variation of the energy functional (2.48) vanish identically, we must require that the following condition be satisfied at the boundary:
$\left[\sin \Theta S v_{\Theta}-\sin \Theta H_{\Theta R}^{0} S v_{R}+\sin \Theta M\left(v_{\Theta}-v_{R^{\prime}}\right)+\left(\sin \Theta M^{\prime}+\cos \Theta(M-N)\right) v_{R}\right]_{0}^{\Theta_{0}}$

$$
\begin{equation*}
-\tilde{\pi}_{0} \sin \Theta_{0}\left(\sin \Theta_{0} v_{R}\left(\Theta_{0}\right)+\cos \Theta_{0} v_{\Theta}\left(\Theta_{0}\right)\right)=0 \tag{2.59}
\end{equation*}
$$

for all admissible variations $v_{R}$ and $v_{\Theta}$, and for

$$
\begin{equation*}
\tilde{\pi}_{0}:=\frac{p}{2 \mu}, \quad \mu>0 . \tag{2.60}
\end{equation*}
$$

On evaluating at $\Theta=0$ the term between square brackets in (2.59), we see that it vanishes if and only if

$$
\begin{equation*}
M(0)-N(0)=0 . \tag{2.61}
\end{equation*}
$$

As

$$
M(\Theta)-N(\Theta)=\dot{D}_{\Theta \Theta}^{0}(\Theta)-\dot{D}_{\Phi \Phi}^{0}(\Theta)=-\frac{\left(\sin \Theta H_{\Theta R}^{0}\right)^{\prime}}{\sin \Theta}
$$

the parity properties of axially symmetric solutions imply that indeed

$$
\lim _{\Theta \rightarrow 0}(M(\Theta)-N(\Theta))=0
$$

Taking (2.49) and (2.61) into account, we have that (2.59) yields the two natural boundary conditions that prevail at the rim; these are

$$
\begin{equation*}
M\left(\Theta_{0}\right)=0 \quad \text { and } \quad \sin \Theta_{0} Q\left(\Theta_{0}\right)+\cos \Theta_{0} S\left(\Theta_{0}\right)-\tilde{\pi}_{0}=0 \tag{2.62}
\end{equation*}
$$

and involve the "bending moment" $M$ and the "shear force" $Q$, the latter being defined by

$$
\begin{equation*}
\sin \Theta Q:=\sin \Theta M^{\prime}+\cos \Theta(M-N)-\sin \Theta H_{\Theta R}^{0} S . \tag{2.63}
\end{equation*}
$$

In view of (2.33) and (2.51) $)_{3},(2.62)_{1}$ can be written as follows:

$$
\begin{equation*}
H_{\Theta R}^{0 \prime}\left(\Theta_{0}\right)+\frac{\lambda}{\lambda+2 \mu} \cot \Theta_{0} H_{\Theta R}^{0}\left(\Theta_{0}\right)=0 ; \tag{2.64}
\end{equation*}
$$

likewise, as (2.56) and (2.63) imply that

$$
\begin{equation*}
Q=\tan \Theta S \tag{2.65}
\end{equation*}
$$

at equilibrium, $(2.62)_{2}$ can be written as follows:

$$
\begin{equation*}
S\left(\Theta_{0}\right)-\tilde{\pi}_{0} \cos \Theta_{0}=0 \tag{2.64}
\end{equation*}
$$

The boundary conditions prevailing at $\Theta=0$ are dictated by the often-recalled parity properties of axially symmetric deformations, as they are reflected in such constructs as $S$ and $H_{\Theta R}^{0}$. Indeed, it is easy to see from the relevant definitions that $S$ and $H_{\Theta R}^{0}$ must be even and odd functions of $\Theta$, respectively. Therefore, we insist that

$$
\begin{equation*}
S^{\prime}(0)=0 \quad \text { and } \quad H_{\Theta R}^{0}(0)=0 . \tag{2.66}
\end{equation*}
$$

2.6. Shallow caps. The differential equations (2.58), supplemented by the boundary conditions (2.64) and (2.66), regulate the equilibrium of a thin spherical cap uniformly pulled at its rim. The corresponding equations for the case of shallow caps, i.e., when $2 \eta \approx \Theta_{0}$, are obtained by simply replacing throughout $\tan \Theta$ with $\Theta$, etc. The resulting differential system is

$$
\begin{align*}
& F^{\prime \prime}+\frac{3}{\Theta} F^{\prime}=\kappa_{0}(1+F) G+2 \pi_{0} \kappa_{0}^{2}(1+F), \\
& G^{\prime \prime}+\frac{3}{\Theta} G^{\prime}=-\kappa_{0}(2+F) F, \tag{2.67}
\end{align*}
$$

where for convenience we have set

$$
\begin{gather*}
\Theta F:=H_{\Theta R}^{0}, \quad G:=\frac{2 \kappa_{0}}{1+\nu}\left(S-\tilde{\pi}_{0}\right), \\
2 \kappa_{0}^{2}:=\frac{3}{\varepsilon^{2}}\left(1-\nu^{2}\right), \quad \pi_{0}:=\frac{\tilde{\pi}_{0}}{1+\nu} \quad \text { with } \nu:=\frac{\lambda}{\lambda+2 \mu} . \tag{2.68}
\end{gather*}
$$

The boundary conditions are

$$
\begin{array}{ll}
F^{\prime}(0)=0, & \Theta_{0} F^{\prime}\left(\Theta_{0}\right)+(1+\nu) F\left(\Theta_{0}\right)=0, \\
G^{\prime}(0)=0, & G\left(\Theta_{0}\right)=0, \tag{2.69}
\end{array}
$$

where (2.69) efficiently replaces $(2.66)_{2}$, a condition which is rendered empty by the change of variable (2.68) ${ }_{1}$.
3. Analysis. We will refer to the boundary value problem (2.67), (2.69) as to Problem $\mathscr{P}$. We remark that $\nu$ is the only material parameter of importance in this problem. For Saint-Venant \& Kirchhoff materials, $\nu$ is the direct counterpart of Poisson's modulus for isotropic, linearly elastic materials. For reasons of physical plausibility we assume that

$$
\begin{equation*}
\nu \in]-1, \frac{1}{2}[ \tag{3.1}
\end{equation*}
$$

hence, definitions $(2.68)_{2,3,4}$ make sense, and we may regard the thickness parameter in Problem $\mathscr{P}$ as positive:

$$
\begin{equation*}
\kappa_{0}>0 \tag{3.2}
\end{equation*}
$$

On the other hand, the sign of $\pi_{0}$, the applied force parameter, tells us whether the cap is pulled $\left(\pi_{0}>0\right)$ or pushed ( $\pi_{0}<0$ ) at its rim.

In this section we will study existence, multiplicity, and stability of solutions to Problem $\mathscr{P}$, for $\nu$ fixed, and for the parameters $\kappa_{0}, \pi_{0}$ varying over their admissible ranges. We will devote special attention to the case of zero load ( $\pi_{0}=0$ ), when eversion is in order.
3.1. Function spaces. To motivate our choice of function spaces, consider first, in an informal way, the linear differential operator that composes the principal part of both equations (2.67):

$$
\begin{equation*}
-L[\cdot]:=[\cdot]^{\prime \prime}+3 \Theta^{-1}[\cdot]^{\prime}=\Theta^{-3}\left[\Theta^{3}[\cdot]^{\prime}\right]^{\prime} \tag{3.3}
\end{equation*}
$$

For $h$ some "test" function vanishing in a neighborhood of zero, the weak version of the equation

$$
\begin{equation*}
L[f]=g \tag{3.4}
\end{equation*}
$$

is

$$
\begin{equation*}
-\left[\Theta^{3} f^{\prime} h\right]_{0}^{\Theta_{0}}+\int_{0}^{\Theta_{0}} \Theta^{3} f^{\prime} h^{\prime} d \Theta=\int_{0}^{\Theta_{0}} \Theta^{3} g h d \Theta, \tag{3.5}
\end{equation*}
$$

or rather, taking the boundary condition $(2.69)_{2}$ into account,

$$
\begin{equation*}
(1+\nu) \Theta_{0}^{2} f\left(\Theta_{0}\right) h\left(\Theta_{0}\right)+\int_{0}^{\Theta_{0}} \Theta^{3} f^{\prime} h^{\prime} d \Theta=\int_{0}^{\Theta_{0}} \Theta^{3} g h d \Theta . \tag{3.6}
\end{equation*}
$$

In the light of the above, we introduce the following weighted Hilbert spaces:
$K=$ the space of all functions on $] 0, \Theta_{0}[$ that are square integrable with respect to the weight $\Theta^{3}$,
$K^{1}=$ the space of all functions on $] 0, \Theta_{0}$ ] whose first derivatives are elements of $K$,
$K_{0}^{1}=$ the space of all functions of $K^{1}$ vanishing at $\Theta_{0}$, with scalar product and norm

$$
\begin{gather*}
\left(f_{1}, f_{2}\right)_{0}:=\int_{0}^{\Theta_{0}} \Theta^{3} f_{1}(\Theta) f_{2}(\Theta) d \Theta, \quad\|f\|_{0}^{2}:=(f, f)_{0} \quad \text { in } K,  \tag{3.7}\\
\left(f_{1}, f_{2}\right)_{1}:=\left(f_{1}^{\prime}, f_{2}^{\prime}\right)_{0}+(1+\nu) \Theta_{0}^{2} f_{1}\left(\Theta_{0}\right) f_{2}\left(\Theta_{0}\right), \quad\|f\|_{1}^{2}:=(f, f)_{1} \text { in } K^{1} . \tag{3.8}
\end{gather*}
$$

We point out that $K_{0}^{1}$ turns out to be the orthogonal complement in $K^{1}$ of the subspace of all constants; thus, our choice of function spaces nicely accommodates the boundary conditions (2.69) 3,4 .

Lemma 1. Let $f \in K^{1}$. Then, there exist two positive constants $\gamma_{1}$ and $\gamma_{2}$ such that
(i) $\int_{0}^{\Theta_{0}} \Theta f^{2}(\Theta) d \Theta \leqq \gamma_{1}\|f\|_{1}^{2}$;
(ii) $\int_{0}^{\Theta_{0}} \Theta^{3} f^{4}(\Theta) d \Theta \leqq \gamma_{2}\|f\|_{1}^{4}$.

Moreover,
(iii) $K^{1}$ is compactly embedded into $K$.

Proof. Preliminarily, note that both (i) and (ii) trivially hold true if $f$ has constant value. Hence, it is sufficient to consider the case when $f \in K_{0}^{1}$. In this case, we have that

$$
f^{2}(\Theta)=-2 \int_{\Theta}^{\Theta_{0}} f(\Phi) f^{\prime}(\Phi) d \Phi
$$

and

$$
f^{4}(\Theta) \leqq 4\left(\int_{\Theta}^{\Theta_{0}} f^{2}(\Phi) d \Phi\right)\left(\int_{\Theta}^{\Theta_{0}} f^{\prime 2}(\Phi) d \Phi\right)
$$

Consequently,

$$
\begin{equation*}
\Theta f^{2}(\Theta) \leqq 2 \int_{\Theta}^{\Theta_{0}} \Phi\left|f(\Phi) f^{\prime}(\Phi)\right| d \Phi \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\Theta^{3} f^{4}(\Theta) \leqq 4\left(\int_{\Theta}^{\Theta_{0}} f^{2}(\Phi) d \Phi\right)\left(\int_{\Theta}^{\Theta_{0}} \Phi^{3} f^{\prime 2}(\Phi) d \Phi\right) \leqq 4\|f\|_{1}^{2} \int_{\Theta}^{\Theta_{0}} f^{2}(\Phi) d \Phi \tag{3.9}
\end{equation*}
$$

Consider now the identity

$$
\begin{equation*}
\int_{0}^{\Theta_{0}} \Theta f(\Theta) d \Theta=\int_{0}^{\Theta_{0}} d \Theta \int_{\Theta}^{\Theta_{0}} f(\Phi) d \Phi, \tag{3.10}
\end{equation*}
$$

that holds whenever the mapping $\Theta \mapsto \Theta f(\Theta)$ is integrable over $] 0, \Theta_{0}[$. In view of (3.10), (3.9) y yields

$$
\begin{aligned}
\int_{0}^{\Theta_{0}} \Theta f^{2}(\Theta) d \Theta & \leqq 2 \int_{0}^{\Theta_{0}} \Theta^{2}\left|f(\Theta) f^{\prime}(\Theta)\right| d \Theta \\
& \leqq 2\left(\int_{0}^{\Theta_{0}} \Theta f^{2}(\Theta) d \Theta\right)^{1 / 2}\left(\int_{0}^{\Theta_{0}} \Theta^{3} f^{\prime 2}(\Theta) d \Theta\right)^{1 / 2}
\end{aligned}
$$

which is (i). Item (ii) is proved in a completely analogous way, using the last formula above and (3.9) ${ }_{2}$.

To establish (iii), consider a bounded sequence $\left\{f_{n}\right\} \subset K^{1}$. As all functions $f_{n}$ are equicontinuous over every subinterval $\left[\varepsilon, \Theta_{0}\right]$ with $\varepsilon>0$, we can always find a subsequence converging uniformly in any one of those subintervals. The desired result then follows from the estimate under (i).
3.2. Green operators. As a consequence of Lemma 1 (i) $f \mapsto f^{2}$ is a continuous mapping from $K^{1}$ into $K$. Therefore, in Problem $\mathscr{P}$, the right-hand sides of equations (2.67) belong to $K$ if both $G$ and $F$ belong to $K^{1}$.

Then pick $g \in K$, and consider the following two problems associated with (equation (3.4) and) Problem $\mathscr{P}$ :
$\left(\mathscr{P}_{0}\right) \quad$ Find $f \in K_{0}^{1}$ such that $(f, h)_{1}=(g, h)_{0}$ for all $h \in K_{0}^{1}$.
$\left(\mathscr{P}_{1}\right) \quad$ Find $f \in K^{1}$ such that $(f, h)_{1}=(g, h)_{0}$ for all $h \in K^{1}$.
On appealing to standard results from the Hilbertian theory for boundary value problems, we see that Problem $\mathscr{P}_{\alpha}(\alpha=0,1)$ has a unique solution $f_{\alpha}$ that solves (3.4); for almost every $\Theta \in] 0, \Theta_{0}\left[\right.$, satisfies the boundary condition in $\Theta_{0}$ (i.e., either $f_{0}\left(\Theta_{0}\right)=0$ for $\alpha=0$ or $\Theta_{0} f_{1}^{\prime}\left(\Theta_{0}\right)+(1+\nu) f_{1}\left(\Theta_{0}\right)=0$ for $\left.\alpha=1\right)$, and satisfies the boundary condition in 0 in a weak sense (i.e., $\left.f_{\alpha}^{\prime} \in K\right)$. Accordingly, the mappings $g \mapsto f_{\alpha}(\alpha=0,1)$ define two (linear and bounded) Green operators $G_{\alpha}$ from $K$ into, respectively, $K_{0}^{1}$ for $\alpha=0$ and $K^{1}$ for $\alpha=1$; we have also that, for all functions $h \in K_{0}^{1}$ for $\alpha=0$ and all functions $h \in K^{1}$ for $\alpha=1$,

$$
\begin{equation*}
\left(G_{\alpha}[g], h\right)_{1}=(g, h)_{0} . \tag{3.11}
\end{equation*}
$$

Lemma 2. Let $G_{\alpha}$ be either one of the Green operators defined just above, and let $g, f_{\alpha}(\alpha=0,1)$ be such that $f_{\alpha}=G_{\alpha}[g]$. Then, for $\left.\left.\Theta \in\right] 0, \Theta_{0}\right]$, the following inequalities hold true:
(i) $\left|f_{\alpha}^{\prime}(\Theta)\right|^{2} \leqq \frac{1}{6} \oint_{0}^{\Theta} \Theta|g(\Theta)|^{2} d \Theta$;
(ii) $\left|f_{\alpha}\left(\Theta_{0}\right)-f_{\alpha}(\Theta)\right| \leqq \frac{1}{2}\|g\|_{0} \ln \left(\Theta_{0} / \Theta\right)$.

## Moreover,

(iii) $G_{\alpha}$ maps compactly $K$ into $K^{1}$;
(iv) $G_{\alpha}$ can be seen as a self-adjoint operator of $K$ into itself;
(v) $G_{\alpha}$ is a positive operator, i.e., $g>0 \Rightarrow G_{\alpha}[g]=f_{\alpha}>0$;
(vi) $G_{\alpha}$ maps continuously $C^{0}\left[0, \Theta_{0}\right]$ into $C^{2}\left[0, \Theta_{0}\right]$.

Proof. Preliminarily, we observe that it follows from the strong integrability requirement necessary for the right-hand side of (i) to be finite that the boundary condition at zero is satisfied in classical sense, i.e.,

$$
\lim _{\Theta \rightarrow 0+} f_{\alpha}^{\prime}(\Theta)=0 .
$$

Under the current hypotheses,

$$
\begin{equation*}
\left(G_{\alpha}[g](\Theta)\right)^{\prime}=f_{\alpha}^{\prime}(\Theta)=-\Theta^{-3} \int_{0}^{\Theta} \Phi^{3} g(\Phi) d \Phi \tag{3.12}
\end{equation*}
$$

To see this, first take $g(\Theta) \equiv 0$ in an arbitrarily small right neighborhood of zero; as $f_{\alpha}(\Theta)$ has constant value in such a neighborhood, (3.12) holds; a straightforward density argument then shows that this conclusion continues to hold for an arbitrary $g \in K$.

By integrating (3.12) $)_{2}$ over $\left[\Theta, \Theta_{0}\right]$, we obtain

$$
\begin{equation*}
f_{\alpha}(\Theta)=f_{\alpha}\left(\Theta_{0}\right)-\frac{1}{2} \Theta_{0}^{-2} \int_{0}^{\Theta_{0}} \Phi^{3} g(\Phi) d \Phi+\frac{1}{2} \Theta^{-2} \int_{0}^{\Theta} \Phi^{3} g(\Phi) d \Phi+\frac{1}{2} \int_{\Theta}^{\Theta_{0}} \Phi g(\Phi) d \Phi \tag{3.13}
\end{equation*}
$$

Now, for $\alpha=0, f_{0}\left(\Theta_{0}\right)=0$ and (3.13) yields

$$
\begin{equation*}
f_{0}(\Theta)=\frac{1}{2} \int_{0}^{\Theta} \Phi^{3}\left(\Theta^{-2}-\Theta_{0}^{-2}\right) g(\Phi) d \Phi+\frac{1}{2} \int_{\Theta}^{\Theta_{0}} \Phi^{3}\left(\Phi^{-2}-\Theta_{0}^{-2}\right) g(\Phi) d \Phi \tag{3.14}
\end{equation*}
$$

for $\alpha=1$, again $(3.12)_{2}$ implies that

$$
\begin{equation*}
\int_{0}^{\Theta_{0}} \Phi^{3} g(\Phi) d \Phi=-\Theta_{0}^{3} f_{1}^{\prime}\left(\Theta_{0}\right)=\Theta_{0}^{2}(1+\nu) f_{1}\left(\Theta_{0}\right) \tag{3.15}
\end{equation*}
$$

so that (3.13) this time yields

$$
\begin{equation*}
f_{1}(\Theta)=f_{0}(\Theta)+(1+\nu)^{-1} \Theta_{0}^{-2} \int_{0}^{\Theta_{0}} \Phi^{3} g(\Phi) d \Phi . \tag{3.16}
\end{equation*}
$$

From (3.12) $2_{2}$, (i) follows by splitting $\Theta^{3} g(\Theta)$ as $\Theta^{5 / 2} \times \Theta^{1 / 2} g(\Theta)$ and using the Schwartz inequality. Next, by integrating (3.12) ${ }_{2}$ over $\left[\Theta, \Theta_{0}\right]$ and using the Schwartz inequality again, we get (ii).

The proofs of statements (iii) and (iv) are almost trivial, and we omit them. The proof of statement (v) easily follows from either a glance to (3.14) and (3.16) or a direct application of the Maximum Principle.

Finally, assume that $g$ is continuous at zero. To show that statement (vi) holds true, it is sufficient to divide both sides of $(3.12)_{2}$ by $\Theta$, and then pass to the limit for $\Theta \rightarrow 0$, to get

$$
f_{\alpha}^{\prime \prime}(0)=\frac{1}{4} g(0) .
$$

We are now in a position to write Problem $\mathscr{P}$ in the following form:

$$
\begin{align*}
& F=-\kappa_{0} G_{1}\left[(1+F) G+2 \pi_{0} \kappa_{0}(1+F)\right], \\
& G=\kappa_{0} G_{0}[(2+F) F] .
\end{align*}
$$

We remark that the inequalities under Lemma 2(i) and (ii) ensure us that every solution of Problem $\mathscr{P}^{\prime}$ is in fact a classical solution of Problem $\mathscr{P}$.
3.3. Global minimizers. We begin by noting that Problem $\mathscr{P}^{\prime}$ can be written under the form of a single equation for the unknown $F$, namely,

$$
\begin{equation*}
F+\kappa_{0}^{2} G_{1}\left[(1+F) G_{0}[(2+F) F]+2 \pi_{0}(1+F)\right]=0 . \tag{3.17}
\end{equation*}
$$

On recalling (3.11), (3.12) ${ }_{1}$, and Lemma 2(iv), it can be shown that the left-hand side of (3.17) is the Fréchet derivative of the functional

$$
\begin{equation*}
\Gamma(F):=\frac{1}{2}\|F\|_{1}^{2}+\frac{\kappa_{0}^{2}}{4}\left\|G_{0}[(2+F) F]\right\|_{1}^{2}+\pi_{0} \kappa_{0}^{2}(2+F, F)_{0} \tag{3.18}
\end{equation*}
$$

consequently, the solutions of (3.17) are the stationary points of $\Gamma$. Moreover, the second differential of $\Gamma$ at $F$ turns out to be the quadratic form

$$
\begin{equation*}
\Gamma^{\prime \prime}(F ; h):=\|h\|_{1}^{2}+2 \kappa_{0}^{2}\left\|G_{0}[(1+F) h]\right\|_{1}^{2}+\kappa_{0}^{2}\left(G_{0}[(2+F) F], h^{2}\right)_{0}+2 \pi_{0} \kappa_{0}^{2}\|h\|_{0}^{2} \tag{3.19}
\end{equation*}
$$

Theorem 3. The functional $\Gamma$ over $K^{1}$ defined by (3.18) has the following properties:
(i) $\Gamma$ is lower semicontinuous with respect to the weak topology of $K^{1}$;
(ii) $\Gamma$ is coercive, i.e., $\Gamma(F) \rightarrow+\infty$ as $\|F\|_{1} \rightarrow+\infty$;
(iii) $\Gamma$ is strictly convex for $\pi_{0} \geqq \Theta_{0}^{2} / 16$;
(iv) for every $\pi_{0}<\Theta_{0}^{2} / 16$ there exists a positive number $\kappa_{\pi_{0}}$ such that $\Gamma$ is not convex for $\kappa_{0}>\kappa_{\pi_{0}}$.

Proof. Statement (i) is an easy consequence of (iii) in Lemma 2.
Statement (ii) is proved by contradiction. Indeed, let $\left\{f_{n}\right\} \subset K^{1}$, with $\left\|f_{n}\right\| \rightarrow+\infty$, and assume that there exists some constant $\gamma$ such that

$$
\begin{equation*}
\Gamma\left(f_{n}\right) \leqq \gamma \tag{3.20}
\end{equation*}
$$

From (3.18) we then have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|f_{n}\right\|^{-4} \Gamma\left(f_{n}\right)=\lim _{n \rightarrow \infty}\left\|G_{0}\left[\frac{f_{n}^{2}}{\left\|f_{n}\right\|_{1}^{2}}\right]\right\|_{1}^{2}=0 . \tag{3.21}
\end{equation*}
$$

As zero is not a proper value of $G_{0}$, it follows from $(3.21)_{2}$ that

$$
\frac{\left\|f_{n}^{2}\right\|_{0}}{\left\|f_{n}\right\|_{1}^{2}} \rightarrow 0 .
$$

Consequently,

$$
\liminf _{n \rightarrow \infty} \Gamma\left(f_{n}\right) \geqq \frac{1}{2} \liminf _{n \rightarrow \infty}\left\|f_{n}\right\|_{1}^{2}=+\infty,
$$

an inequality incompatible with (3.20).
To prove items (iii) and (iv), we begin by observing that

$$
\begin{equation*}
\Gamma^{\prime \prime}(F ; h)-\Gamma^{\prime \prime}(-1 ; h)=2 \kappa_{0}^{2}\left\|G_{0}[(1+F) h]\right\|_{1}^{2}+\kappa_{0}^{2}\left(G_{0}\left[(1+F)^{2}\right], h^{2}\right)_{0} \geqq 0, \tag{3.22}
\end{equation*}
$$

where the last inequality follows from Lemma 2(v). In addition, we observe that

$$
\begin{equation*}
\Gamma^{\prime \prime}(-1 ; h)=\|h\|_{1}^{2}+2 \pi_{0} \kappa_{0}^{2}\|h\|_{0}^{2}-\kappa_{0}^{2}\left(G_{0}[1], h^{2}\right)_{0}, \tag{3.23}
\end{equation*}
$$

and that

$$
\begin{equation*}
G_{0}[1]=\frac{\Theta_{0}^{2}-\Theta^{2}}{8} \tag{3.24}
\end{equation*}
$$

But, (3.22)-(3.24) together imply that

$$
\begin{equation*}
\Gamma^{\prime \prime}(F ; h) \geqq\|h\|_{1}^{2}+\kappa_{0}^{2} \int_{0}^{\Theta_{0}} \Theta^{3}\left(2 \pi_{0}-\frac{\Theta_{0}^{2}-\Theta^{2}}{8}\right) h^{2}(\Theta) d \Theta ; \tag{3.25}
\end{equation*}
$$

from (3.25), the desired conclusions easily follow.
As a straightforward corollary of Theorem 3 we have the following theorem.
Theorem 4. For all admissible values of the parameters, i.e., for all $\pi_{0} \in \mathbb{R}$ and $\kappa_{0}>0$, a global minimizer exists in $K^{1}$ for the functional $\Gamma$; moreover, if $\pi_{0} \geqq \Theta_{0}^{2} / 16$, such a minimizer is unique.

Thus, the equilibrium problem under study has at least a solution of minimum energy, which is the only solution when sufficiently large outward tractions are applied along the cap's rim.

Our next theorem gives qualitative information concerning the nature of global minimizers.

Theorem 5. Let $\kappa_{0}>0$ be fixed; moreover, for every choice of $\pi_{0} \geqq \Theta_{0}^{2} / 16$, let $F_{\pi_{0}}$ denote the global minimizer of $\Gamma$ associated with ( $\kappa_{0}$ and) $\pi_{0}$. Then, as $\pi_{0} \rightarrow+\infty$, $\left(F_{\pi_{0}}(\Theta)+1\right) \rightarrow 0$ uniformly in $\left[0, \Theta_{0}\right]$.

Proof. Set $H_{\pi_{0}}:=F_{\pi_{0}}+1$. Then, from the second equation in Problem $\mathscr{P}^{\prime}$, we get that

$$
\begin{equation*}
G_{\pi_{0}}=\kappa_{0} G_{0}\left[H_{\pi_{0}}^{2}\right]-\kappa_{0} G_{0}[1] ; \tag{3.26}
\end{equation*}
$$

in turn, in view of Lemma 2(v), (3.24), and the present hypothesis on the parameter $\pi_{0}$, (3.26) implies that

$$
\begin{equation*}
G_{\pi_{0}}+2 \pi_{0} \kappa_{0}>0 . \tag{3.27}
\end{equation*}
$$

With this, from $(2.67)_{1}$ we obtain

$$
\begin{equation*}
-M\left[F_{\pi_{0}}\right]:=-\left(L+\kappa_{0}\left(G_{\pi_{0}}+2 \pi_{0} \kappa_{0}\right) I\right)\left[F_{\pi_{0}}\right]=\kappa_{0}\left(G_{\pi_{0}}+2 \pi_{0} \kappa_{0}\right) \geqq 0, \tag{3.28}
\end{equation*}
$$

where we have denoted by $I$ the identity operator. Now, by the Maximum Principle,

$$
\begin{equation*}
F_{\pi_{0}}(\Theta) \leqq 0 . \tag{3.29}
\end{equation*}
$$

On the other hand, as

$$
L\left[H_{\pi_{0}}\right] \geqq 0,
$$

and as

$$
H_{\pi_{0}}^{\prime}(0)=0, \quad \Theta_{0} H_{\pi_{0}}^{\prime}\left(\Theta_{0}\right)+(1+\tilde{\nu}) H_{\pi_{0}}\left(\Theta_{0}\right)>0,
$$

by the Maximum Principle the global minimizer $F_{\pi_{0}}$ must be such that $F_{\pi_{0}}(\Theta) \geqq-1$. We then conclude, with the aid of (3.29), that

$$
\begin{equation*}
-1 \leqq F_{\pi_{0}}(\Theta) \leqq 0 . \tag{3.30}
\end{equation*}
$$

Suppose now that there exists a sequence $\left\{\pi_{0, n}\right\} \rightarrow+\infty$ such that

$$
\begin{equation*}
\max _{\left[0, \Theta_{0}\right]} F_{\pi_{0, n}}(\Theta) \geqq \alpha>-1 . \tag{3.31}
\end{equation*}
$$

We may safely assume, in addition, that

$$
\pi_{0, n+1}-\pi_{0, n} \geqq \Theta_{0}^{2} / 16
$$

Therefore, repeating the argument leading to (3.29), we have that the sequence $\left\{F_{\pi_{0, n}}\right\}$ decreases pointwise to some function $F_{\infty}$; we also have that, in the topologies of $K$ and $K^{1}$, respectively,

$$
\left\{\left(2+F_{\pi_{0, n}}\right) F_{\pi_{0, n}}\right\} \rightarrow\left(2+F_{\infty}\right) F_{\infty}, \quad\left\{G_{\pi_{0, n}}\right\} \rightarrow \kappa_{0} G_{0}\left[\left(2+F_{\infty}\right) F_{\infty}\right] .
$$

In view of this, dividing the first equation in Problem $\mathscr{P}^{\prime}$ by $\pi_{0, n}$ and taking the limit for $n \rightarrow \infty$, it follows that $G_{1}\left[F_{\infty}+1\right]=0$, which in turn implies that $F_{\infty}+1=0$. But then, by Dini's Theorem, $F_{\pi_{0, n}}(\Theta) \rightarrow-1$ uniformly; this contradicts (3.31).

Obviously, as $F \equiv-1$ does not solve (3.17) for any finite $\pi_{0}$, it cannot be interpreted as a possible equilibrium configuration of our cap. However, $F \equiv-1$ does correspond to a "flat" pseudoconfiguration, in a sense that we will now make precise.

We begin by noting that, for $F \equiv-1$, we have from (2.30) and (2.68) that

$$
\begin{equation*}
u_{\Theta}^{0}(\Theta)-u_{R}^{0 \prime}(\Theta)=-R_{0} \Theta \tag{3.32}
\end{equation*}
$$

We also have from the second equation in Problem $\mathscr{P}^{\prime}$ together with $(2.68)_{2}$ and (3.24) that

$$
\begin{equation*}
S(\Theta)=\pi_{0}-\frac{\Theta_{0}^{2}-\Theta^{2}}{16} \tag{3.33}
\end{equation*}
$$

On the other hand, it is not difficult to see that, from a purely kinematic point of view, an axisymmetric flattening displacement of the spherical surface coinciding with the middle surface of the cap in the reference configuration has to have the following form:

$$
\begin{align*}
& u_{R}^{0}(\Theta)=-R_{0}\left(1-\cos \Theta_{0} \cos \Theta\right)+\sin \Theta v(\Theta), \\
& u_{\Theta}^{0}(\Theta)=-R_{0} \cos \Theta_{0} \sin \Theta+\cos \Theta v(\Theta), \tag{3.34}
\end{align*}
$$

where $v$ is an arbitrary (smooth and) odd function. Equivalently, (3.34) can be written as follows:

$$
\begin{equation*}
u_{\Theta}^{0}(\Theta)-u_{R}^{0}(\Theta)=-\sin \Theta v^{\prime}(\Theta), \quad u_{R}^{0}(\Theta)+\cot \Theta u_{\Theta}^{0}=-R_{0}+\frac{v(\Theta)}{\sin \Theta}, \tag{3.35}
\end{equation*}
$$

or rather, with the use of the shallow cap approximation introduced in $\S 2.6$ :

$$
\begin{equation*}
u_{\Theta}^{0}(\Theta)-u_{R}^{0 \prime}(\Theta)=-\Theta v^{\prime}(0), \quad \Theta u_{R}^{0}(\Theta)+u_{\Theta}^{0}(\Theta)=\Theta\left(-R_{0}+v^{\prime}(0)\right) . \tag{3.36}
\end{equation*}
$$

Comparison of (3.32) and (3.36) ${ }_{1}$ suggests that we exploit the arbitrariness in the choice of $v$ by taking $v^{\prime}(0)=R_{0}$, so that (3.32) is satisfied and (3.36) $)_{2}$ becomes

$$
\begin{equation*}
\Theta u_{R}^{0}(\Theta)+u_{\Theta}^{0}(\Theta)=0 . \tag{3.37}
\end{equation*}
$$

But, it follows from (2.32), (2.51) $)_{1,2}$, and (2.57) that

$$
\begin{equation*}
\frac{1}{R_{0}}\left(u_{R}^{0}+\cot \Theta u_{\Theta}^{0}\right)=\frac{1}{R_{0}}\left(u_{R}^{0}+u_{\Theta}^{0 \prime}\right)+\frac{1}{2 R_{0}^{2}}\left(u_{\Theta}^{0}-u_{R}^{0 \prime}\right)^{2}+(\tan \Theta S)^{\prime}-S . \tag{3.38}
\end{equation*}
$$

In the shallow cap approximation, (3.37) results from (3.38) by the use of (3.32) and (3.33). We then have reason to say that $F \equiv-1$ corresponds to "flattening" a spherical cap of small, but nonnegligible thickness into a circular disk by means of extremely high outward peripheral tractions.
3.4. Local minimizers. We begin with a lemma that will allow us to define the Leray-Schauder degree of $\Gamma^{\prime}$, the Fréchet derivative of the energy functional.

Lemma 6. Let $\left\{\kappa_{0, n}\right\}$ with $\inf \kappa_{0, n}>0$, and $\left\{\pi_{0, n}\right\}$ be two bounded sequences in $\mathbb{R}$; moreover, for $\left\{f_{n}\right\}$ a sequence in $K^{1}$, let

$$
\begin{equation*}
\Gamma^{\prime}\left(f_{n}\right):=f_{n}+\kappa_{0, n}^{2} G_{1}\left[\left(1+f_{n}\right) G_{0}\left[\left(2+f_{n}\right) f_{n}\right]+2 \pi_{0, n}\left(1+f_{n}\right)\right] . \tag{3.39}
\end{equation*}
$$

Then, if the sequence $\left\{\Gamma^{\prime}\left(f_{n}\right)\right\}$ is bounded, the sequence $\left\{f_{n}\right\}$ is also bounded in the $K^{1}$-norm.
Proof. With a view toward coming up with a contradiction, and with no loss of generality, we suppose that $\left\|f_{n}\right\|_{1} \rightarrow+\infty$. We may also suppose that

$$
\frac{1+f_{n}}{\left\|1+f_{n}\right\|_{1}} \rightarrow h
$$

weakly in $K^{1}$, and therefore strongly in $K$. Now, by (3.39) and the definitions of the scalar products for $K^{1}$ and $K$, we have that

$$
\begin{equation*}
\left(\Gamma^{\prime}\left(f_{n}\right), 1+f_{n}\right)_{1}=\left(f_{n}, 1+f_{n}\right)_{1}+\kappa_{0, n}^{2}\left(2 \pi_{0, n}+G_{0}\left[\left(2+f_{n}\right) f_{n}\right],\left(1+f_{n}\right)^{2}\right)_{0} \tag{3.40}
\end{equation*}
$$

Dividing (3.40) by $\left\|1+f_{n}\right\|_{1}^{4}$ and taking the limit for $n \rightarrow \infty$, it follows that $\left(G_{0}\left[h^{2}\right], h^{2}\right)_{0}=$ 0 , thereby implying that $h=0$, or rather,

$$
\xrightarrow[\left\|1+f_{n}\right\|_{0}]{\left\|1+f_{n}\right\|_{1}} \rightarrow 0 .
$$

From (3.40) we have that

$$
\left(\Gamma^{\prime}\left(f_{n}\right), 1+f_{n}\right)_{1} \geqq\left(f_{n}, 1+f_{n}\right)_{1}+2 \pi_{0, n} \kappa_{0, n}^{2}\left(1,\left(1+f_{n}\right)^{2}\right)_{0}-\kappa_{0, n}^{2}\left(G_{0}[1],\left(1+f_{n}\right)^{2}\right)_{0},
$$

and hence

$$
\liminf _{n \rightarrow \infty} \frac{\left(\Gamma^{\prime}\left(f_{n}\right), 1+f_{n}\right)_{1}}{\left\|1+f_{n}\right\|_{1}} \geqq \lim _{n \rightarrow \infty}\left\|1+f_{n}\right\|_{1}=+\infty
$$

a result incompatible with the hypothesis that the sequence $\left\{\Gamma^{\prime}\left(f_{n}\right)\right\}$ is bounded.
In view of the preceding lemma we have that the Leray-Schauder degree $\delta$ of $\Gamma^{\prime}$ is well defined and independent of the values of parameters $\pi_{0}$ and $\kappa_{0}$. Due to the convexity of $\Gamma$ for $\pi_{0}$ large, we also have that $\delta=1$.

We remark that each extremal $F$ of $\Gamma$ must be such that $F\left(\Theta_{0}\right) \neq-1$. Indeed, consider the flat manifold

$$
\mathcal{M}:=\left\{F \in K^{1} \mid F\left(\Theta_{0}\right)=-1\right\}
$$

and let

$$
F \mapsto \tilde{F}:=-2-F
$$

be the symmetry mapping of $K^{1}$ onto itself about the point $F_{0} \equiv-1$. By direct inspection of the definition (3.18) of $\Gamma$, we see that $\left.\Gamma\right|_{\mathcal{M}}$, the restriction of $\Gamma$ to $\mathcal{M}$, attains its absolute minimum at $F_{0}$ and, moreover, for each $F \in \mathcal{M},\left.\Gamma\right|_{\mathcal{M}}(F)=\left.\Gamma\right|_{\mathcal{M}}(\tilde{F})$. Suppose absurdly that $F \neq F_{0}$, and therefore also that $\tilde{F}$ were an extremal of $\left.\Gamma\right|_{\mathcal{M}}$. Then, the fourth-order polynomial

$$
\left.\tau \mapsto \Gamma\right|_{\mu}(-1+\tau(1+F))
$$

would need to have extremals at $\tau= \pm 1$, absolute minimum at $\tau=0$, and would have to grow to $+\infty$ for $\tau \rightarrow \pm \infty$, which is manifestly impossible.

If we denote by $\Omega^{+}\left(\Omega^{-}\right)$the collection of all functions $\hat{F}$ in $K^{1}$ such that $\hat{F}\left(\Theta_{0}\right)>-1\left(\hat{F}\left(\Theta_{0}\right)<-1\right)$, and with $\delta^{+}$and, respectively, $\delta^{-}$the corresponding degrees, we deduce from the above that both $\delta^{+}=1$ and $\delta^{-}=0$.

We now turn to investigating the behavior of local minimizers for the thickness parameter tending to infinity, i.e., when the cap is made thinner and thinner.

For $\pi_{0}$ fixed, let $\left\{\kappa_{0, n}\right\}$ be a sequence in $\mathbb{R}$ such that $\left\{\kappa_{0, n}\right\} \rightarrow+\infty$, and let $\left\{\hat{F}_{n}\right\}$ be a sequence in $K^{1}$ whose typical element $\hat{F}_{n}$ is the extremal of $\Gamma$ corresponding to ( $\pi_{0}$ and) $\kappa_{0, n}$. We will call such a sequence a $\kappa_{0}$-sequence of extremals.

Lemma 7. For $\pi_{0}$ fixed, let $\left\{\hat{F}_{n}\right\}$ be a bounded $\kappa_{0}$-sequence of extremals. Then, we have the following:
(i) For $\pi_{0} \neq 0,\left\{\hat{F}_{n}\right\} \rightarrow-1$ weakly;
(ii) For $\pi_{0}=0$, every weakly convergent subsequence of $\left\{\hat{F}_{n}\right\}$ tends to $-2,-1$, or zero.

Proof. Let $\left\{\hat{F}_{n}\right\} \rightarrow \hat{F} \in K^{1}$ weakly. From (3.17), in the limit for $n \rightarrow \infty$, we get

$$
G_{1}\left[(1+\hat{F}) G_{0}[(2+\hat{F}) \hat{F}]+2 \pi_{0}(1+\hat{F})\right]=0,
$$

and hence

$$
\begin{equation*}
(1+\hat{F})\left(G_{0}[(2+\hat{F}) \hat{F}]+2 \pi_{0}\right)=0 . \tag{3.41}
\end{equation*}
$$

On setting

$$
\begin{equation*}
\hat{G}:=G_{0}[(2+\hat{F}) \hat{F}], \tag{3.42}
\end{equation*}
$$

we obtain from (3.41) and (3.42) that

$$
\begin{equation*}
(1+\hat{F})\left(\hat{G}+2 \pi_{0}\right)=0 \quad \text { and } \quad L[\hat{G}]=(2+\hat{F}) \hat{F} \tag{3.43}
\end{equation*}
$$

Let $J$ denote any connected component of the set $\{\Theta \in] 0, \Theta_{0}[\mid \hat{F}(\Theta) \neq-1\}$. As the function $\left(\hat{G}+2 \pi_{0}\right)$ vanishes identically over $J$, so does the function $(2+\hat{F}) \hat{F}$ and, by (3.42), so does also $\hat{G}$. The two assertions under (i) and (ii) easily follow.

It is interesting to note that the "flat" pseudoconfiguration corresponding to $\hat{F} \equiv-1$ is the common limit of situations when either $\kappa_{0}$ is fixed and the applied load is made to tend to $+\infty$ (Theorem 5) or $\pi_{0}$ is fixed and the thickness is made to tend to zero. For $\pi_{0}=0$, the two other possible weak limits of bounded $\kappa_{0}$-sequences of extremals are the reference configuration, which obtains for $\hat{F} \equiv 0$, and an "everted" pseudoconfiguration corresponding to $\hat{F} \equiv-2$.

To explain the terminology alluding to eversion, we first observe that, for $\hat{F} \equiv-2$, (3.32) and (3.33) are replaced, respectively, by

$$
\begin{equation*}
u_{\Theta}^{0}-u_{R}^{0 \prime}=-2 R_{0} \Theta \tag{3.44}
\end{equation*}
$$

and

$$
\begin{equation*}
S \equiv 0 \tag{3.45}
\end{equation*}
$$

Second, it follows from (2.32), (2.51) $)_{1,2},(2.57)$, and (3.1) that

$$
\begin{equation*}
u_{R}^{0}+\cot \Theta u_{\Theta}^{0}=\frac{R_{0}}{1+\nu}\left((\tan \Theta S)^{\prime}-\nu S\right) \tag{3.46}
\end{equation*}
$$

so that, in view of (3.45), we have that

$$
\begin{equation*}
u_{R}^{0}+\cot \Theta u_{\Theta}^{0}=0 . \tag{3.47}
\end{equation*}
$$

Third, we note the form that a reflection with respect to the horizontal plane of the surface coinciding with the middle surface of the cap in the reference configuration must have

$$
\begin{equation*}
u_{R}^{0}(\Theta)=-2 R_{0} \cos \Theta\left(\cos \Theta-\cos \Theta_{0}\right), \quad u_{\Theta}^{0}(\Theta)=2 R_{0} \sin \Theta\left(\cos \Theta-\cos \Theta_{0}\right) \tag{3.48}
\end{equation*}
$$

Equivalently, in such a reflection, (3.47) and

$$
u_{\Theta}^{0}-u_{R}^{0 \prime}=-2 R_{0} \sin \Theta \cos \Theta
$$

have to prevail. In the shallow cap limit we are then entitled to interpret $F \equiv-2$ as the limit situation corresponding to perform an eversion process, at zero loads, of thinner and thinner caps.

We remark that, for $\pi_{0}<\Theta_{0}^{2} / 16$ and $\kappa_{0}$ large, there exists a neighborhood of -1 in $K^{1}$ (independent of $\kappa_{0}$ ) where $\Gamma^{\prime \prime}$ is not semidefinite; therefore, a sequence of local minimizers cannot converge to -1 . Thus, in view of Lemma 7, if $\pi_{0}=0$, a $\kappa_{0}$-sequence of local minimizers breaks down into subsequences converging weakly to $\hat{F} \equiv 0$ or $\hat{F} \equiv-2$, or else diverging in the $K^{1}$-norm; if $\pi_{0} \neq 0$, a $\kappa_{0}$-sequence of local minimizers has to diverge.

To put the last remark into perspective, we observe that

$$
\Gamma\left(F_{n}\right) \leqq \Gamma(0)=0
$$

for $\left\{F_{n}\right\}$ any sequence of global minimizers. With a glance to (3.18) we see that, for $\pi_{0}>0$, we must have

$$
\left(2+F_{n}, F_{n}\right)_{0} \leqq 0,
$$

or rather

$$
\left\|1+F_{n}\right\|_{0}^{2}<\|1\|_{0}^{2} .
$$

Thus, when $\pi_{0}>0$, a sequence of global minimizers cannot diverge in the $K$-norm.
We now show that local minimizers do exist in $\Omega^{-}$.
Theorem 8. Let $\pi_{0}=0$. Then, there exists $\bar{\kappa}_{0}>0$ such that, for all $\kappa_{0}>\bar{\kappa}_{0}$, the energy functional $\Gamma$ has a local minimizer $\hat{F}_{\kappa_{0}}$ belonging to $\Omega^{-}$. Moreover, a $\kappa_{0}$-sequence of such local minimizers tends to $F \equiv-2$.

Proof. Choose $\gamma_{1}>\|-2\|_{1}$ and $\left.\gamma_{2} \in\right]-2,-1[$, and define

$$
\Delta:=\left\{f \in K^{1} \mid\|f\|_{1} \leqq \gamma_{1}, f\left(\Theta_{0}\right) \leqq \gamma_{2}\right\}
$$

with $\partial \Delta$, the boundary of $\Delta$, such that

$$
\partial \Delta=\partial_{1} \Delta \cup \partial_{2} \Delta \quad \text { with } \quad \begin{aligned}
& \partial_{1} \Delta:=\left\{f \in \partial \Delta \mid\|f\|=\gamma_{1}\right\}, \\
& \partial_{2} \Delta:=\left\{f \in \partial \Delta \mid f\left(\Theta_{0}\right)=\gamma_{2}\right\} .
\end{aligned}
$$

As $\Delta$ is a closed and convex set, $\Gamma$ must attain an absolute minimum on $\Delta$; on the other hand, $F \equiv-2$ is an interior point of $\Delta$ itself. We will now establish the first statement of the theorem by proving that there exists $\bar{\kappa}_{0}\left(\gamma_{1}, \gamma_{2}\right)$ such that

$$
\begin{equation*}
\inf _{F \in \partial \Delta} \Gamma(F)>\Gamma(-2) \quad \text { for } \kappa_{0}>\bar{\kappa}_{0}\left(\gamma_{1}, \gamma_{2}\right) . \tag{3.49}
\end{equation*}
$$

Indeed, for $F \in \partial_{1} \Delta$,

$$
\Gamma(F) \geqq \frac{1}{2} \gamma_{1}^{2}>\Gamma(-2) .
$$

Furthermore, for $F \in \partial_{2} \Delta$, let

$$
\gamma_{3}:=\min _{F \in \partial_{2} \Delta}\left\|G_{0}[(2+F) F]\right\|_{1}^{2}>0
$$

(as $\partial_{2} \Delta$ is a closed and convex set, this definition makes sense). Then, it is always possible to choose $\bar{\kappa}_{0}\left(\gamma_{1}, \gamma_{2}\right)$ such that, for $\bar{\kappa}_{0}<\kappa_{0}$,

$$
\Gamma(F) \geqq \frac{\kappa_{0}^{2}}{4} \gamma_{3}>\Gamma(-2) .
$$

Finally, the second statement of the theorem follows from the fact that the $\Delta$ sets form a neighborhood base for $F \equiv-2$.

In the light of this theorem, among the three weak limits possible for bounded $\kappa_{0}$-sequences of extremals according to Lemma 7 when $\pi_{0}=0$, the "everted" pseudoconfiguration $\hat{F} \equiv-2$ is the only one that is a local minimizer.

In Fig. 2, for $\pi_{0}=0, \nu=0.3$, and $\Theta_{0}=0.4 \mathrm{rad}$, the everted configurations have been graphed that are obtained by solving system (2.67) with the boundary conditions (2.69) for various values of the thickness parameter $\kappa_{0}$.


Fig. 2. Reference configuration (a) and everted shapes for $\pi_{0}=0, \Theta_{0}=0.4, \nu=0.3$, and $\kappa_{0}=133$ (b), 313 (c), 1875 (d).

For relatively small $\kappa_{0}$ (a relatively thick cap), an edge flaring effect is evident. We can also see that the everted shape increasingly resembles the reflected shape of the reference configuration as $\kappa_{0}$ increases. For completeness, the (rescaled) bending moment $M$ and stress $S$ corresponding to case $b$ of Fig. 2 are graphed in Fig. 3.

We remark that, as the degree of $\Gamma^{\prime}$ in $\Omega^{-}$is null and as a local minimizer exists, another extremal of $\Gamma$ must be found in $\Omega^{-}$. We have been unable to spot this other extremal, either analytically or numerically.

Finally, we remark that, as inequality (3.49) holds true also for small values of $\pi_{0}$, Theorem 8 can be established also under the weaker hypothesis that $\left|\pi_{0}\right| \ll 1$.


Fig. 3. Moment $\left(\mathrm{a}, 10^{-1} \times M\right)$ and stress $(\mathrm{b}, 50 \times S)$ for the everted configuration b of Fig. 2.
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#### Abstract

The theory of singular Hamiltonian systems is developed. Square integrable solutions are exhibited and used to define Green's function. Using a singular Green's formula, other self-adjoint boundary value problems are generated in which regular and singular boundary conditions are mixed together. Finally the spectral measure, the generalized Fourier transform of an arbitrary function, and the inverse transform for problems with separated boundary conditions are derived.
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1. Introduction. The solution of linear boundary value problems has a long and honored history. Rising from attacks on such problems as the solution of the heat, wave, and Laplace equation as well as others from mathematical physics, linear boundary value problems have played an important part in mathematics for over two centuries.

The problems fall into two classifications. First, those defined over finite intervals with well-behaved coefficients are called regular. They have a discrete set of eigenvalue, eigenfunction pairs, which are used as building blocks in the solution of the partial differential equations from mathematical physics. The solution of such problems is classical and may be found in many books, such as [3].

Problems that are not regular are singular. These are considerably more difficult to discuss, and as a result have only been examined closely during this century. The work was begun by Weyl [32] in 1910. He was followed by Titchmarsh [30] and many others. From 1910 until 1945 these mathematicians developed and polished the theory of self-adjoint differential operators of second order to a high degree.

Their work was continued by Kodaira [21], Coddington and Levinson [3], and Hartman and Wintner (see [4]) in the late 1940s and 1950s. Not only were additional results found for operators of second order, but operators of higher order were also examined. At the same time the Russian school, led by Krein, Naimark, Akhiezer, and Glazman, also made major contributions.

For a far more comprehensive survey of this work, we recommend the second volume of Dunford and Schwartz [4]. They provide an excellent summary of the numerous contributions made by many mathematicians.

Further study continued in the 1960s and 1970s with the work of Atkinson [1] on regular Hamiltonian systems and Everitt [5]-[11] on higher-order scalar problems. The work of this period is summarized by Atkinson [1], Everitt and Kumar [12] and by Kogan and Rofe-Beketov [22] of the Russian school. Again, there were many other contributors. One contribution, perhaps, deserves special mention. Walker [31] showed that any scalar self-adjoint problem of an arbitrary order can be reformulated as an equivalent self-adjoint Hamiltonian system. This removed the need to discuss scalar problems and systems separately.

[^46]Most recently in the 1980s Hinton and Shaw [13]-[20] have made great progress by considering singular problems in the Hamiltonian system format, following the lead of Atkinson [1]. Many of the results of the past, including the development of $M(\lambda)$ theory, the derivation of the Green's function, and singular boundary conditions, were substantially improved.

We will follow in the footsteps of Atkinson, Hinton, and Shaw by considering the $2 n$-dimensional linear Hamiltonian system $J Y^{\prime}=(\lambda A+B) Y$, over an interval $[a, b)$. The procedure we will follow is to first examine the differential equation over a subinterval [ $a, b^{\prime}$ ], $a<b^{\prime}<b$, on which the problem is regular. We then allow $b^{\prime}$ to approach $b$.

The first problem to be encountered concerns the number of solutions that lie in the underlying Hilbert space $L_{A}^{2}(a, b)$, generated by the inner product

$$
\langle Y, Z\rangle=\int_{a}^{b} Z^{*} A Y d t .
$$

For $\operatorname{Im} \lambda \neq 0$ it is possible to show that there exist $m$ solutions in $L_{A}^{2}(a, b), n \leqq m \leqq 2 n$. Since, in order to exhibit a Green's function, only $n$ are needed, the problem is to determine which to choose.

There are two easier to handle situations. If the number is $n$, then there is no freedom. Everything is determined. If the number is $2 n$, then there are automatically a number of required limits. But a number of problems exist in the situations involving $m$ solutions in $L_{A}^{2}(a, b), n<m<2 n$. These are handled by the use of singular boundary conditions. One main purpose of this paper is to show how this is done.

Another problem arises if we attempt to impose boundary conditions arbitrarily. When is a problem self-adjoint? We will show how to use Green's formula to determine all self-adjoint problems. We will do so in a manner that considerably simplifies previously used approaches [4].

Finally, as we allow $b^{\prime}$ to approach $b$, the generalized eigenfunction expansion over [ $a, b^{\prime}$ ] is shown to converge into the general spectral resolution traditionally associated with self-adjoint operators. The generalized Fourier transform and inverse transform will be explicitly exhibited.
2. Notation and definition. We consider over the interval $[a, b)$ the differential expression

$$
\begin{equation*}
J Y^{\prime}=(\lambda A+B) Y \tag{*}
\end{equation*}
$$

where $Y$ is of dimension $2 n$ (a $2 n \times 1$ matrix).

$$
J=\left(\begin{array}{cc}
0 & -I_{n} \\
I_{n} & 0
\end{array}\right), \quad A=\left(\begin{array}{ll}
A_{11}(x) & A_{12}(x) \\
A_{21}(x) & A_{22}(x)
\end{array}\right), \quad B=\left(\begin{array}{ll}
B_{11}(x) & B_{12}(x) \\
B_{21}(x) & B_{22}(x)
\end{array}\right)
$$

are locally integrable $2 n \times 2 n$ matrices, $A=A^{*} \geqq 0$ and $B=B^{*}$. We assume that $a$ is a regular point, while $b$ is singular. That is, $a$ is finite; $A$ and $B$ are integrable in a neighborhood of $a$. $b$ may be finite or infinite; $A$ and $B$ may not be integrable in a neighborhood of $b$. The word singular is used to denote difficulties with infinity or with nonintegrability.

Our setting is $L_{A}^{2}(a, b)$, the Hilbert space generated by the inner product

$$
\langle Y, Z\rangle=\int_{a}^{b} Z^{*} A Y d t
$$

To ensure that elements in the domain of the maximal operator, to be defined, are dense in $L_{A}^{2}(a, b)$, we assume that if $J Y^{\prime}-B Y=A F$ and $A Y=0$, then $Y=0$. Most of what follows proceeds without this assumption, but without it some expansions must be restricted to subspaces instead of holding on all of $L_{A}^{2}(a, b)$. Earlier works ([1], [13]-[29]) made this assumption with $F=0$.

We impose a regular, self-adjoint boundary condition at $a$,

$$
\left(\alpha_{1}, \alpha_{2}\right) Y(a)=0,
$$

where $\alpha_{1}, \alpha_{2}$ are $n \times n$ matrices satisfying rank $\left(a_{1}, \alpha_{2}\right)=n$ and

$$
\alpha_{1} \alpha_{1}^{*}+\alpha_{2} \alpha_{2}^{*}=I, \quad \alpha_{1} \alpha_{2}^{*}-\alpha_{2} \alpha_{1}^{*}=0 .
$$

Self-adjointness is assured, since when written as $M Y(a)=0$, where

$$
\begin{gathered}
M=\left(\begin{array}{cc}
\alpha_{1} & \alpha_{2} \\
0 & 0
\end{array}\right), \\
M J M^{*}=\left(\begin{array}{cc}
\alpha_{1} & \alpha_{2} \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
0 & -I_{n} \\
I_{n} & 0
\end{array}\right)\left(\begin{array}{cc}
\alpha_{1}^{*} & 0 \\
\alpha_{2}^{*} & 0
\end{array}\right)=0,
\end{gathered}
$$

the requirement for self-adjointness under separated conditions [3, p. 291].
It is no imposition to assure that $\alpha_{1} \alpha_{1}^{*}+\alpha_{2} \alpha_{2}^{*}=I_{n}$, for if the rank $\left(\alpha_{1}, \alpha_{2}\right)=n$, then

$$
\operatorname{rank}\binom{\alpha_{1}^{*}}{\alpha_{2}^{*}}=n,
$$

and the rank of

$$
\alpha_{1} \alpha_{1}^{*}+\alpha_{2} \alpha_{2}^{*}=\left(\alpha_{1} \alpha_{2}\right)\binom{\alpha_{1}^{*}}{\alpha_{2}^{*}}
$$

is $n$. It is nonsingular and positive. Hence if the sum does not equal $I_{n}$, replace $\alpha_{1}$ and $\alpha_{2}$ by $\left(\alpha_{1} \alpha_{1}^{*}+\alpha_{2} \alpha_{2}^{*}\right)^{1 / 2} \alpha_{1}$ and $\left(\alpha_{1} \alpha_{1}^{*}+\alpha_{2} \alpha_{2}^{*}\right)^{1 / 2} \alpha_{2}$.

Next let $b^{\prime}$ be in ( $a, b$ ) and impose the regular, self-adjoint boundary condition

$$
\left(\beta_{1}, \beta_{2}\right) Y\left(b^{\prime}\right)=0
$$

where

$$
\beta_{1} \beta_{1}^{*}+\beta_{2} \beta_{2}^{*}=I_{n}, \quad \beta_{1} \beta_{2}^{*}+\beta_{2} \beta_{1}^{*}=0 .
$$

If the boundary condition is written as $N Y\left(b^{\prime}\right)=0$, where

$$
N=\left(\begin{array}{cc}
0 & 0 \\
\beta_{1} & \beta_{2}
\end{array}\right),
$$

then

$$
N J N^{*}=\left(\begin{array}{cc}
0 & 0 \\
\beta_{1} & \beta_{2}
\end{array}\right)\left(\begin{array}{cc}
0 & -I_{n} \\
I_{n} & 0
\end{array}\right)\left(\begin{array}{cc}
0 & \beta_{1}^{*} \\
0 & \beta_{2}^{*}
\end{array}\right)=0 .
$$

Again the requirement for self-adjointness is under separated conditions.
Problem (*), together with the two boundary conditions, defines a regular, selfadjoint Sturm-Liouville problem.

Finally, let

$$
E=\left(\begin{array}{rr}
\alpha_{1}^{*} & -\alpha_{2}^{*} \\
\alpha_{2}^{*} & \alpha_{1}^{*}
\end{array}\right)
$$

and let $\mathscr{Y}$ be the fundamental matrix for $(*)$ satisfying $\mathscr{Y}(a)=E$.

If $\mathscr{Y}$ is partitioned into

$$
\mathscr{Y}=(\theta, \phi)=\left(\begin{array}{ll}
\theta_{1} & \phi_{1} \\
\theta_{2} & \phi_{2}
\end{array}\right),
$$

then at $x=a,\left(\alpha_{1}, \alpha_{2}\right) \theta(a)=I_{n}$, and $\left(\alpha_{1}, \alpha_{2}\right) \phi(a)=0 . \phi=\binom{\phi_{1}}{\phi_{2}}$ satisfies the boundary condition at $a$.
3. The $M(\lambda)$ matrix. The following definition and characterization of the matrix $M(\lambda)$ is a generalization of the Weyl-Titchmarsh $m(\lambda)$ function [30], [31]. What immediately follows is closely patterned on the work of Hinton and Shaw [13]-[20]. It is essential in providing the building blocks needed throughout the remainder of the paper: the square integrable solutions of (*).

Theorem 3.1. Let $\beta_{1}, \beta_{2}$ satisfy

$$
\beta_{1} \beta_{1}^{*}+\beta_{2} \beta_{2}^{*}=I_{n}, \quad \beta_{1} \beta_{2}^{*}-\beta_{2} \beta_{1}^{*}=0 .
$$

Let

$$
\chi_{b^{\prime}}=\mathscr{Y}\binom{I_{n}}{M\left(b^{\prime}\right)},
$$

and suppose $\left(\beta_{1}, \beta_{2}\right) \chi_{b^{\prime}}\left(b^{\prime}\right)=0$. Then

$$
M\left(b^{\prime}\right)=-\left(\beta_{1} \phi_{1}\left(b^{\prime}\right)+\beta_{2} \phi_{2}\left(b^{\prime}\right)\right)^{-1}\left(\beta_{1} \theta_{1}\left(b^{\prime}\right)+\beta_{2} \theta_{2}\left(b^{\prime}\right)\right)
$$

and $\chi_{b^{\prime}}^{*}\left(b^{\prime}\right) J_{b^{\prime}}\left(b^{\prime}\right)=0$.
Conversely, if for some $M$,

$$
\chi_{b^{\prime}}=\mathscr{Y}\binom{I_{n}}{M}
$$

satisfies $\chi_{b^{\prime}}^{*}\left(b^{\prime}\right) J_{\chi^{\prime}}\left(b^{\prime}\right)=0$, then there exist $\beta_{1}, \beta_{2}$ satisfying

$$
\beta_{1} \beta_{1}^{*}+\beta_{2} \beta_{2}^{*}=I_{n}, \quad \beta_{1} \beta_{2}^{*}-\beta_{2} \beta_{1}^{*}=0
$$

such that $\left(\beta_{1}, \beta_{2}\right) \chi_{b^{\prime}}\left(b^{\prime}\right)=0$ and

$$
M=-\left(\beta_{1} \phi_{1}\left(b^{\prime}\right)+\beta_{2} \phi_{2}\left(b^{\prime}\right)\right)^{-1}\left(\beta_{1} \theta_{1}\left(b^{\prime}\right)+\beta_{2} \theta_{2}\left(b^{\prime}\right)\right) .
$$

Proof. Let $\operatorname{Im} \lambda \neq 0$, and impose on

$$
\chi_{b^{\prime}}=\mathscr{Y}\binom{I_{n}}{M\left(b^{\prime}\right)}
$$

the boundary condition $\left(\beta_{1}, \beta_{2}\right) \chi_{b^{\prime}}\left(b^{\prime}\right)=0$. Hence, with $x=b^{\prime}$,

$$
\left(\beta_{1}, \beta_{2}\right)\left(\begin{array}{ll}
\theta_{1} & \phi_{1} \\
\theta_{2} & \phi_{2}
\end{array}\right)\binom{I_{n}}{M\left(b^{\prime}\right)}=0 .
$$

This yields

$$
\left(\beta_{1} \theta_{1}\left(b^{\prime}\right)+\beta_{2} \theta_{2}\left(b^{\prime}\right)\right)+\left(\beta_{1} \phi_{1}\left(b^{\prime}\right)+\beta_{2} \phi_{2}\left(b^{\prime}\right)\right) M\left(b^{\prime}\right)=0
$$

and

$$
M\left(b^{\prime}\right)=-\left(\beta_{1} \phi_{1}\left(b^{\prime}\right)+\beta_{2} \phi_{2}\left(b^{\prime}\right)\right)^{-1}\left(\beta_{1} \theta_{1}\left(b^{\prime}\right)+\beta_{2} \theta_{2}\left(b^{\prime}\right)\right) .
$$

The inverse must exist. Otherwise $\lambda$, which is complex, would be an eigenvalue of the self-adjoint boundary value problem on [ $a, b^{\prime}$ ].

Since $\left(\beta_{1}, \beta_{2}\right) \chi_{b^{\prime}}\left(b^{\prime}\right)=0$,

$$
\chi\left(b^{\prime}\right)=\left(\begin{array}{cc}
0 & -I_{n} \\
I_{n} & 0
\end{array}\right)\binom{\beta_{1}^{*}}{\beta_{2}^{*}} C,
$$

for

$$
\left(\beta_{1}, \beta_{2}\right)\left(\begin{array}{cc}
0 & -I_{n} \\
I_{n} & 0
\end{array}\right)\binom{\beta_{1}^{*}}{\beta_{2}^{*}} C=0 .
$$

This in turn implies that $\chi_{b^{\prime}}^{*}\left(b^{\prime}\right) J_{b^{\prime}}\left(b^{\prime}\right)=0$, or

$$
\left(I_{n}, M\left(b^{\prime}\right)^{*}\right) \mathscr{Y}\left(b^{\prime}\right)^{*} \operatorname{J} \mathscr{Y}\left(b^{\prime}\right)\binom{I_{n}}{M\left(b^{\prime}\right)}=0 .
$$

Conversely, if for some $M$,

$$
\left(I_{n}, M^{*}\right) \mathscr{Y}\left(b^{\prime}\right)^{*} J \mathscr{Y}\left(b^{\prime}\right)\binom{I_{n}}{M}=0,
$$

define $\left(\beta_{1}, \beta_{2}\right)=\left(I_{n}, M^{*}\right) \mathscr{Y}\left(b^{\prime}\right)^{*} J$. Then rank $\left(\beta_{1}, \beta_{2}\right)=n$,

$$
\left(\beta_{1}, \beta_{2}\right) \mathscr{Y}\left(b^{\prime}\right)\binom{I_{n}}{M}=0,
$$

and

$$
-\beta_{1} \beta_{2}^{*}+\beta_{2} \beta_{1}^{*}=\left(\beta_{1}, \beta_{2}\right)\left(\begin{array}{cc}
0 & -I_{n} \\
I_{n} & 0
\end{array}\right)\binom{\beta_{1}}{\beta_{2}}=\left(I, M^{*}\right) \mathscr{Y}\left(b^{\prime}\right)^{*} J^{3} \mathscr{Y}\left(b^{\prime}\right)\binom{I}{M}=0 .
$$

Further $M=-\left(\beta_{1} \phi_{1}\left(b^{\prime}\right)+\beta_{2} \phi_{2}\left(b^{\prime}\right)\right)^{-1}\left(\beta_{1} \theta_{1}\left(b^{\prime}\right)+\beta_{2} \phi_{2}\left(b^{\prime}\right)\right)$, and

$$
\beta_{1} \beta_{1}^{*}+\beta_{2} \beta_{2}^{*}=\left(\beta_{1}, \beta_{2}\right)\binom{\beta_{1}^{*}}{\beta_{2}^{*}}=\left(I_{n}, M^{*}\right) \mathscr{Y}\left(b^{\prime}\right)^{*} \mathscr{Y}\left(b^{\prime}\right)\binom{I_{n}}{M}>0,
$$

and so with minor adjustments like those of the previous section, we can have $\beta_{1} \beta_{1}^{*}+\beta_{2} \beta_{2}^{*}=I_{n}$.
4. $M$ circles. The $M$ circle equation is

$$
\pm\left(I_{n}, M^{*}\right) \mathscr{Y}\left(b^{\prime}\right)^{*}(J / i) \mathscr{Y}\left(b^{\prime}\right)\binom{I_{n}}{M}=0
$$

where for convenience, we have divided by $i$, and $(+)$ holds when $\operatorname{Im} \lambda>0,(-)$ holds when $\operatorname{Im} \lambda<0$.

Let

$$
\left(\begin{array}{cc}
\mathscr{A} & \mathscr{B}^{*} \\
\mathscr{B} & \mathscr{X}
\end{array}\right)=\left\{\begin{array}{rr}
\mathscr{Y}\left(b^{\prime}\right)^{*}(J / i) \mathscr{Y}\left(b^{\prime}\right), & \operatorname{Im} \lambda>0, \\
-\mathscr{Y}\left(b^{\prime}\right)^{*}(J / i) \mathscr{Y}\left(b^{\prime}\right), & \operatorname{Im} \lambda<0,
\end{array}\right.
$$

and let

$$
E(M)=\left(I_{n}, M^{*}\right)\left(\begin{array}{cc}
\mathscr{A} & \mathscr{B}^{*} \\
\mathscr{B} & \mathscr{D}
\end{array}\right)\binom{I_{n}}{M} .
$$

Theorem 4.1. The expression $E(M)=0$ if and only if $M=M_{\beta}$ for some $\beta=\left(\beta_{1}, \beta_{2}\right)$, where

$$
M_{\beta}=-\left(\beta_{1} \phi_{1}\left(b^{\prime}\right)+\beta_{2} \phi_{2}\left(b^{\prime}\right)\right)^{-1}\left(\beta_{1} \theta_{1}\left(b^{\prime}\right)+\beta_{2} \theta_{2}\left(b^{\prime}\right)\right) .
$$

This is a restatement of Theorem 3.1.

Expanding, we find

$$
\begin{aligned}
E(M) & =\left(M+\mathscr{D}^{-1} \mathscr{B}\right)^{*} \mathscr{D}\left(M+\mathscr{D}^{-1} \mathscr{B}\right)+\mathscr{A}-\mathscr{B}^{*} \mathscr{D}^{-1} \mathscr{B} \\
& =(M-C)^{*} R_{1}^{-2}(M-C)-R_{2}^{2} \\
& =0,
\end{aligned}
$$

where $C=-\mathscr{D}^{-1} \mathscr{B}, R_{1}=\mathscr{D}^{-1 / 2}, R_{2}=\left(\mathscr{B}^{*} \mathscr{D}^{-1} \mathscr{B}-\mathscr{A}\right)^{1 / 2}$.
Lemma 4.2. The matrix $\mathscr{D}>0$.
Proof.

$$
\left(\begin{array}{cc}
\mathscr{A} & \mathscr{B}^{*} \\
\mathscr{B} & \mathscr{D}
\end{array}\right)= \pm\left(\begin{array}{cc}
\theta_{1}^{*} & \theta_{2}^{*} \\
\phi_{1}^{*} & \phi_{2}^{*}
\end{array}\right)\left(\begin{array}{cc}
0 & i I_{n} \\
-i I_{n} & 0
\end{array}\right)\left(\begin{array}{ll}
\theta_{1} & \phi_{1} \\
\theta_{2} & \phi_{2}
\end{array}\right)= \pm\left(\begin{array}{ll}
-i \theta^{*} J \theta & -i \theta^{*} J \phi \\
-i \phi^{*} J \theta & -i \phi^{*} J \phi
\end{array}\right)
$$

where

$$
\phi=\binom{\theta_{1}}{\theta_{2}}, \quad \phi=\binom{\phi_{1}}{\phi_{2}} .
$$

So $\mathscr{D}= \pm \phi^{*}\left(b^{\prime}\right)(J / i) \phi\left(b^{\prime}\right)$. Now manipulation of the differential equation $J \phi^{\prime}=$ $(\lambda A+B) \phi$ yields

$$
\left.\phi^{*}(J / i) \phi\right|_{a} ^{b^{\prime}}=2 \operatorname{Im} \lambda \int_{a}^{b^{\prime}} \phi^{*} A \phi d t .
$$

The limit at $x=a$ is 0 . Hence $\phi\left(b^{\prime}\right)^{*}(J / i) \phi\left(b^{\prime}\right)>0$ when $\operatorname{Im} \lambda>0$, and $\phi\left(b^{\prime}\right)^{*}(J / i) \phi\left(b^{\prime}\right)<0$ when $\operatorname{Im} \lambda<0$. In either case $\mathscr{D}>0$.

Lemma 4.3. The matrix $\mathscr{B} \mathscr{D}_{\mathscr{B}}-\mathscr{A}=\tilde{D}^{-1}$, where $\tilde{\mathscr{D}}^{-1}=\mathscr{D}^{-1}(\bar{\lambda})$.
Proof. Note that for $\lambda$ and $\bar{\lambda}, \mathscr{Y}(x, \bar{\lambda})^{*} J Y(x, \lambda)=J$ for all $x$. Hence $-J \mathscr{O}(x, \bar{\lambda})^{*} J \mathscr{Y}(x, \lambda)=I$ and $(J \mathscr{Y}(x, \lambda))\left(-J \mathscr{Y}(x, \bar{\lambda})^{*}\right)=I$ as well. Multiplying by $J$ yields $\mathscr{Y}(x, \lambda) J \mathscr{Y}(x, \bar{\lambda})^{*}=J$ for all $x$. As a result

$$
\begin{aligned}
J & =\mathscr{Y}(x, \lambda)^{*} \operatorname{JY}(x, \bar{\lambda}) \\
& =\mathscr{Y}(x, \lambda)^{*}\left[-J \mathscr{Y}(x, \lambda) J \mathscr{Y}(x, \bar{\lambda})^{*} J\right] \mathscr{Y}(x, \bar{\lambda}) \\
& =-\left[\mathscr{Y}(x, \lambda)^{*}(J / i) \mathscr{Y}(x, \lambda)\right] J\left[-\mathscr{Y}(x, \bar{\lambda})^{*}(J / i) \mathscr{Y}(x, \bar{\lambda})\right] .
\end{aligned}
$$

Or

$$
\left(\begin{array}{cc}
0 & -I_{n} \\
I_{n} & 0
\end{array}\right)=-\left(\begin{array}{cc}
\mathscr{A} & \mathscr{B}^{*} \\
\mathscr{B} & \mathscr{D}
\end{array}\right)\left(\begin{array}{cc}
0 & -I_{n} \\
I_{n} & 0
\end{array}\right)\left(\begin{array}{cc}
\tilde{\mathscr{A}} & \tilde{\mathscr{B}}^{*} \\
\tilde{\mathscr{B}} & \tilde{\mathscr{D}}
\end{array}\right)
$$

where ${ }^{\sim}$ indicates $\bar{\lambda}$ replaces $\lambda$. (Remember that there is a sign change in the matrix when $\lambda$ replaces $\bar{\lambda}$.) Hence

$$
\begin{array}{cc}
0=\mathscr{A} \tilde{\mathscr{B}}-\mathscr{B}^{*} \tilde{\mathscr{A}}, & -I_{n}=\mathscr{A} \tilde{\mathscr{D}}-\mathscr{B} * \tilde{\mathscr{B}}, \\
I_{n}=\mathscr{B} \tilde{B}-\mathscr{D} \tilde{\mathscr{A}}, & 0=\mathscr{B} \tilde{\mathscr{D}}-\mathscr{D} \tilde{\mathscr{B}} *
\end{array}
$$

The last yields $\tilde{\mathscr{B}}^{*} \tilde{\mathscr{D}}^{-1}=\mathscr{D}^{-1} \mathscr{B}$. The second shows

$$
\begin{aligned}
\tilde{\mathscr{}}^{-1} & =-\mathscr{A}+\mathscr{B}^{*}\left[\tilde{\mathscr{B}}^{*} \tilde{\mathscr{D}}^{-1}\right] \\
& =-\mathscr{A}+\mathscr{B}^{*} \mathscr{D}^{-1} \mathscr{B} .
\end{aligned}
$$

Corollary 4.4. The matrices $R_{1}$ and $R_{2}$ satisfy $R_{2}=\tilde{R}_{1}$.

Note that if the coefficient matrices $A$ and $B$ are real, then $\mathscr{Y}(x, \bar{\lambda})=\overline{\mathscr{Y}(x, \lambda)}$ and so also for $\mathscr{A}, \mathscr{B}, \mathscr{D}$. In this case, $R_{2}=\bar{R}_{1}$.

Theorem 4.5. As $b^{\prime}$ increases, $\mathscr{D}$ increases, $R_{1}$ decreases, and $R_{2}$ decreases.
Proof. Note that

$$
\mathscr{D}=2|\operatorname{Im} \lambda| \int_{a}^{b^{\prime}} \phi^{*} A \phi d t .
$$

The results are then immediate.
THEOREM 4.6. $\lim _{b^{\prime} \rightarrow b} R_{1}\left(b^{\prime}, \lambda\right)=R_{0}(\lambda), \lim _{b^{\prime} \rightarrow b} R_{2}\left(b^{\prime}, \lambda\right)=R_{0}(\bar{\lambda})=\tilde{R}_{0}$ exist. $R_{0} \geqq$ $0, \tilde{R}_{0} \geqq 0$.

Theorem 4.7. As $b^{\prime}$ approaches $b$, the circles $E(M)=0$ are nested. $\lim _{b^{\prime} \rightarrow b} C\left(b^{\prime}, \lambda\right)=C_{0}$ exists.

Proof. The interior of the circle $E(M)=0$ is given by $E(M) \leqq 0$, or by

$$
\pm\left(I_{n}, M^{*}\right) \mathscr{Y}\left(b^{\prime}\right)^{*}(J / i) \mathscr{Y}\left(b^{\prime}\right)\binom{I_{n}}{M} \leqq 0 .
$$

Using the differential equation (*), we find

$$
E(M)=2|\operatorname{Im} \lambda| \int_{a}^{b^{\prime}} \chi_{b^{\prime}}^{*} A \chi_{b^{\prime}} d t \pm\left(M^{*}-M\right) / i .
$$

Now if $M$ is in the circle at $b^{\prime \prime}>b^{\prime}$, then $E(M) \leqq 0$ at $b^{\prime \prime}$. At $b^{\prime}, E(M)$ is certainly smaller, and so $M$ is in the circle at $b^{\prime}$ as well. The circles are nested.

To show that the centers converge, we need to solve the circle equation

$$
(M-C)^{*} R_{1}^{-2}(M-C)=\tilde{R}_{1}^{2} .
$$

(Recall that $\mathscr{D}, R_{1}$, and $\tilde{R}_{1}$ are self-adjoint matrices.) This is equivalent to

$$
\left[R_{1}^{-1}(M-C) \tilde{R}_{1}^{-1}\right]^{*}\left[R_{1}^{-1}(M-C) \tilde{R}_{1}^{-1}\right]=I_{n} .
$$

Therefore the bracketed term

$$
R_{1}^{-1}(M-C) \tilde{R}_{1}^{-1}=U
$$

a unitary matrix, and

$$
M=C+R_{1} U \tilde{R}_{1} .
$$

As $U$ varies over the $n \times n$ unit sphere, $M$ varies over a "circle" with center $C$. We will have more to say about the range of $M$ shortly.

Now let $C_{1}$ be the center at $b^{\prime}$, and $C_{2}$ be the center at $b^{\prime \prime}$. If

$$
M_{1}=C_{1}+R_{1}\left(b^{\prime}\right) U_{1} \tilde{R}_{1}\left(b^{\prime}\right)
$$

and

$$
M_{2}=C_{2}+R_{1}\left(b^{\prime \prime}\right) U_{2} \tilde{R}_{2}\left(b^{\prime \prime}\right)
$$

then $M_{2}$ lies in the $b^{\prime}$ circle as well, and

$$
M_{2}=C_{1}+R_{1}\left(b^{\prime}\right) V_{1} \tilde{R}_{1}\left(b^{\prime}\right)
$$

where $V_{1}$ is a contraction. Thus

$$
C_{1}-C_{2}=R_{1}\left(b^{\prime \prime}\right) U_{2} \tilde{R}_{1}\left(b^{\prime \prime}\right)-R_{1}\left(b^{\prime}\right) V_{1} \tilde{R}_{1}\left(b^{\prime}\right)
$$

Consider the mapping defined by the equations for $M_{2}$ above, defining $V_{1}$ in terms of $U_{2}: V_{1}=F\left(U_{2}\right)$. It is a continuous transformation of the unit sphere into itself and therefore has a unique fixed point $U$. Letting $U_{2}$ and $V_{1}$ be replaced by $U$, we find

$$
\begin{aligned}
\left\|C_{1}-C_{2}\right\|= & \left\|R_{1}\left(b^{\prime \prime}\right) U \tilde{R}_{1}\left(b^{\prime \prime}\right)-R_{1}\left(b^{\prime}\right) U \tilde{R}_{1}\left(b^{\prime}\right)\right\| \\
\leqq & \left\|R_{1}\left(b^{\prime \prime}\right) U \tilde{R}_{1}\left(b^{\prime \prime}\right)-R_{1}\left(b^{\prime \prime}\right) U \tilde{R}_{1}\left(b^{\prime}\right)\right\| \\
& +\left\|R_{1}\left(b^{\prime \prime}\right) U \tilde{R}_{1}\left(b^{\prime}\right)-R_{1}\left(b^{\prime}\right) U \tilde{R}_{1}\left(b^{\prime}\right)\right\| \\
\leqq & \left\|R_{1}\left(b^{\prime \prime}\right)\right\|\left\|\tilde{R}_{1}\left(b^{\prime \prime}\right)-\tilde{R}_{1}\left(b^{\prime}\right)\right\|+\left\|R_{1}\left(b^{\prime \prime}\right)-R_{1}\left(b^{\prime}\right)\right\|\left\|\tilde{R}_{1}\left(b^{\prime}\right)\right\| .
\end{aligned}
$$

As $b^{\prime}$ and $b^{\prime \prime}$ approach $b, R_{1}$ and $\tilde{R}_{1}$ have limits. The centers then form a Cauchy sequence and converge.

A computation shows

$$
\mathscr{B}= \pm\left[2 \operatorname{Im} \lambda \int_{a}^{b^{\prime}} \phi^{*} A \theta d t-i I_{n}\right] .
$$

So at $b^{\prime}$, the center

$$
C=-\mathscr{D}^{-1} \mathscr{B}=-\left[2 \operatorname{Im} \lambda \int_{a}^{b^{\prime}} \phi^{*} A \phi d t\right]^{-1}\left[2 \operatorname{Im} \lambda \int_{a}^{b^{\prime}} \phi^{*} A \theta d t-i I_{n}\right] .
$$

As we have seen, as $b^{\prime}$ approaches $b$, this has a limit $C_{0}$.
The limiting "circle" equation may not exist because both $R_{0}$ and $\tilde{R}_{0}$ may have rank less than $n$ and may be singular. Nonetheless

$$
M=C_{0}+R_{0} U \tilde{R}_{0}
$$

is perfectly well defined. As $U$ varies over the unit circle in $n \times n$ space, the limit "circle" or "point" $E_{0}(M)$ is covered.
5. Square integrable solutions. As a consequence of the previous section we have the following theorem.

Theorem 5.1. Let $M$ be a point inside $E_{0}(M) \leqq 0$. Let $\chi=\theta+\phi M$; then $\chi$ is in $L_{A}^{2}(a, b)$.

Proof.

$$
2|\operatorname{Im} \lambda| \int_{a}^{b^{\prime}} \chi^{*} A \chi d t \pm\left[M^{*}-M\right] / i=E(M) \leqq 0
$$

As a result,

$$
0 \leqq \int_{a}^{b^{\prime}} \chi^{*} A \chi d t \leqq\left[M-M^{*}\right] / 2 i|\operatorname{Im} \lambda|
$$

The upper bound is fixed, so let $b^{\prime} \rightarrow b$. Remember that

$$
M=C_{0}+R_{0} U \tilde{R}_{0}
$$

where $R_{0}$ and $\tilde{R}_{0}$ are decreasing matrices and $U$ is either unitary or a contraction.
Theorem 5.2. Let rank $R_{0}=r$, rank $\tilde{R}_{0}=\tilde{r}$; let $S(U)=R_{0} U \tilde{R}_{0}$ where $U$ is unitary. Then rank $S(U) \leqq \min (r, \tilde{r})$.

Proof. That the rank of a product of matrices is less than or equal to the ranks of the components may be found in virtually any linear algebra text.

Theorem 5.3. Under the conditions of Theorem 5.2, $\sup _{U} \operatorname{rank} S(U)=\min (r, \tilde{r})$.
Proof. Let $r \geqq \tilde{r}$. Otherwise consider the transpose $\tilde{R}_{0}^{T} U^{T} R_{0}^{T}$. The rank of $S(U)$ is the dimension of the image of $R_{0} U \tilde{R}_{0}$ acting on $C^{n}$. Let $\tilde{R}_{0}$ acting on $C^{n}$ be the
subspace $W$ of dimension $\tilde{r}=\operatorname{rank} \tilde{R}_{0}$. Further note that there is a subspace $X$ of $C^{n}$ such that $\operatorname{dim} R_{0} X=\operatorname{rank} R_{0}=r$. Since $\operatorname{dim} X \geqq \operatorname{dim} W$, there is a unitary matrix $U: W \rightarrow X$, injectively. Then $U(W)$ is a subspace of $X$ of dimension $\tilde{r}$, and $\operatorname{dim}\left(R_{0} U(W)\right)=\operatorname{dim} W=\tilde{r}$.

Theorem 5.4. Let $m=n+\min (r, \tilde{r})$; let $\operatorname{Im} \lambda \neq 0$. Then there exist $m$ solutions of (*) in $L_{A}^{2}(a, b), n \leqq m \leqq 2 n$.

Proof. $\vec{\theta}+\vec{\phi} C_{0}$ is made up of $n$ solutions in $L_{A}^{2}(a, b)$. As $U$ varies, $\phi\left(R_{0} U \tilde{R}_{0}\right)$ gives an additional $m-n$ solutions, which are independent of the others. This does not say the deficiency indices for ( $*$ ) are equal. It says merely that there are at least $m$ solutions in $L_{A}^{2}(a, b)$. For $\lambda$ or $\bar{\lambda}$ there may be more.

By way of example consider Table 1. These cases actually occur in practice for scalar problems. It is also possible for rank $R_{0} \neq \operatorname{rank} \tilde{R}_{0}$. McLeod [33] has found a very interesting example.

Table 1

| $n$ | rank $R_{0}$ | rank $\tilde{R}_{0}$ | $m$ | Case name |
| :---: | :---: | :---: | :---: | :--- |
| 1 | 1 | 1 | 2 | limit circle |
| 1 | 0 | 0 | 1 | limit point |
| 2 | 2 | 2 | 4 | limit circle |
| 2 | 1 | 1 | 3 | intermediate |
| 2 | 0 | 0 | 2 | limit point |
| 3 | 3 | 3 | 6 | limit circle |
| 3 | 2 | 2 | 5 | intermediate |
| 3 | 1 | 1 | 4 | intermediate |
| 3 | 0 | 0 | 3 | limit point |

In closing this section we include a rather interesting theorem concerning the eigenvalues of $\mathscr{D}\left(b^{\prime}, \lambda\right)$ as $b^{\prime}$ approaches $b$. It generalizes a theorem of Hinton and Shaw [20, Lemma 2.1].

Theorem 5.5. Let $\mu_{1}\left(b^{\prime}\right) \leqq \cdots \leqq \mu_{n}\left(b^{\prime}\right)$ be the eigenvalues of $\mathscr{D}\left(b^{\prime}, \lambda\right)$. Let there be $m, \quad n \leqq m \leqq 2 n$ solutions of $J Y^{\prime}=(\lambda A+B) Y, \operatorname{Im} \lambda \neq 0$, in $L_{A}^{2}(a, b)$. Then $\mu_{1}\left(b^{\prime}\right), \cdots, \mu_{m-n}\left(b^{\prime}\right)$ remain finite and $\mu_{m-n+1}\left(b^{\prime}\right), \cdots, \mu_{2 n}\left(b^{\prime}\right)$ approach $\infty$ as $b^{\prime}$ approaches $b$.

Proof. Suppose $\mu\left(b^{\prime}\right)<B$ for all $b^{\prime}$. Let $v_{b^{\prime}}$ be a unit eigenvector of $\mathscr{D}\left(b^{\prime}, \lambda\right)$. Setting $\chi_{b^{\prime}}=\phi v_{b^{\prime}}$, we get

$$
2 i \operatorname{Im} \lambda \int_{a}^{b^{\prime}} \chi_{b^{\prime}}^{*} A \chi_{b^{\prime}} d x=\left.v_{b^{\prime}}^{*} \phi^{*} J \phi v_{b^{\prime}}\right|_{a} ^{b^{\prime}}=i \operatorname{sgn}(\operatorname{Im} \lambda) \cdot \mu\left(b^{\prime}\right)
$$

Thus

$$
\int_{a}^{b^{\prime}} \chi_{b^{\prime}}^{*} A \chi_{b^{\prime}} d x \leqq \mu\left(b^{\prime}\right) /|\operatorname{Im} \lambda| \leqq B /|\operatorname{Im} \lambda| .
$$

Choosing a subsequence of ( $v_{b^{\prime}}$ )'s that converge, we find a solution $\chi=\phi v$ in $L_{A}^{2}(a, b)$. Since there are only $m L_{A}^{2}$-solutions and $\chi=\theta+\phi M$ comprises $n$ of these, there can only be $m-n$ such $\chi$ 's and only $m-n$ finite $\mu$ 's.

Niessen [27] has a very similar theorem for proving the existence of square integrable solutions. His theorem depends upon the eigenvalues of

$$
\left(\begin{array}{cc}
\mathscr{A} & \mathscr{B}^{*} \\
\mathscr{B} & \mathscr{D}
\end{array}\right)
$$

instead of those of $\mathscr{D}$.
6. Singular boundary conditions. Unlike regular boundary points, such as $b^{\prime}$, where a regular boundary condition $\left(\beta_{1}, \beta_{2}\right) Y\left(b^{\prime}\right)=0$ is imposed, singular boundary points, such as $b$, require a more careful approach. We define a singular boundary value that is valid on the domain of the maximal operator.

Definition 6.1. We denote by $D_{M}$ those elements $Y$ in $L_{A}^{2}(a, b)$ satisfying

$$
\begin{equation*}
l Y=J Y^{\prime}-B Y=A F \tag{1}
\end{equation*}
$$

exists almost everywhere for some $F$ in $L_{A}^{2}(a, b)$.
Definition 6.2. We define the maximal operator $L_{M}$ by setting $L_{M} Y=F$ for all $Y$ in $D_{M}$.

Theorem 6.3. Let $Y_{j}$ be a solution of $J Y_{j}^{\prime}=(\bar{\lambda} A+B) Y_{j}, \operatorname{Im} \lambda \neq 0$. Then for all $Y$ in $D_{M}$,

$$
B_{b j}(Y)=\lim _{x \rightarrow b} Y_{j}^{*} J Y
$$

exists if and only if $Y_{j}$ is in $L_{A}^{2}(a, b)$.
Proof. Manipulation of

$$
J Y^{\prime}-B Y=A F
$$

and

$$
J Y_{j}^{\prime}-B Y_{j}=\bar{\lambda} A Y_{j}
$$

yields

$$
\left(Y_{j}^{*} J Y\right)^{\prime}=Y_{j}^{*} A[F-\lambda Y] .
$$

Integrating, we get

$$
\left(Y_{j}^{*} J Y\right)(x)=Y_{j}^{*} J Y(a)+\int_{a}^{x} Y_{j}^{*} A[F-\lambda Y] d x
$$

If $Y_{j}$ is in $L_{A}^{2}(a, b)$, then as $x$ approaches $b$, the integral on the right converges, and $\lim _{x \rightarrow b} Y_{j}^{*} J Y(x)$ exists.

Conversely, if the integral on the right converges for all $Y, F$ in $L_{A}^{2}(a, b)$, the Hahn-Banach theorem states that it generates a bounded operator. The Riesz Representation Theorem then affirms that $Y_{j}$ is in $L_{\hat{A}}^{2}(a, b)$.

Definition 6.4. Let $\operatorname{Im} \lambda \neq 0$. Let $M(\bar{\lambda})=\tilde{C}_{0}+\tilde{R}_{0} U R_{0}$ be on the limit circle. Let $\chi(x, \bar{\lambda})=\theta(x, \bar{\lambda})+\phi(x, \bar{\lambda}) M(\bar{\lambda})$ satisfy $(*)$ with $\lambda$ replaced by $\bar{\lambda}$ and be in $L_{A}^{2}(a, b)$. We define the boundary value $B_{\lambda}(Y)$ by setting

$$
B_{\lambda}(Y)=\lim _{x \rightarrow b} \chi(x, \bar{\lambda})^{*} J Y(x)
$$

for all $Y$ in $D_{M}$.
Note that $B_{\lambda}(Y)$ is explicitly written as

$$
B_{\lambda}(Y)=\lim _{x \rightarrow b}\left(I_{n}, M(\bar{\lambda})^{*}\right) \mathscr{Y}(x, \bar{\lambda})^{*} J Y(x) .
$$

Note also that $\bar{\lambda}$ is used in the definition of $B_{\lambda}(Y)$. This is a convenience only. We shall remove the requirement later.
7. The differential operator $\boldsymbol{L}$. We assume that the number of solutions of $(*)$ in $L_{A}^{2}(a, b)$ in either half plane $\operatorname{Im} \lambda>0$ and $\operatorname{Im} \lambda<0$ is the same, $m$, as given by Theorems 5.4 and 5.5. This is certainly true if $A$ and $B$ are real. Using boundary conditions at both $a$ and $b$, we can now define a self-adjoint differential operator on $L_{A}^{2}(a, b)$.

Definition 7.1. We denote by $D$ those elements $Y$ in $L_{A}^{2}(a, b)$ satisfying

$$
\begin{equation*}
l Y=J Y^{\prime}-B Y=A F \tag{2}
\end{equation*}
$$

exists almost everywhere for some $F$ in $L_{A}^{2}(a, b)$,

$$
\begin{gather*}
\left(\alpha_{1}, \alpha_{2}\right) Y(a)=0,  \tag{3}\\
B_{\lambda}(Y)=0 . \tag{4}
\end{gather*}
$$

Definition 7.2. We define the operator $L$ by setting $L Y=F$ for all $Y$ in $D$.
The inverse of $L-\lambda I$ can now be calculated easily. If we solve

$$
J Y^{\prime}=(\lambda A+B) Y+A F
$$

by variation of parameters, the substitution of $Y=\mathscr{Y} C$, where $\mathscr{Y}$ is the fundamental matrix, yields $J \mathscr{Y} C^{\prime}=A F$, so $C^{\prime}=-J \mathscr{Y}^{t} A F$ where we have written $\mathscr{Y}^{t}(x, \lambda)$ for $\mathscr{Y}(x, \bar{\lambda})^{*}$, since if the matrix coefficients $A$ and $B$ are real, $\mathscr{Y}^{t}=\mathscr{Y}^{T}$, the transpose. Integrating, we find

$$
Y=-\mathscr{Y}(x, \lambda) \int_{a}^{x} J \mathscr{Y}^{t}(\xi, \lambda) A(\xi x) F(\xi) d \xi+\mathscr{Y}(x, \lambda) K
$$

where $K$ is constant.
Since

$$
\begin{gathered}
\left(\begin{array}{cc}
\alpha_{1} & \alpha_{2} \\
0 & 0
\end{array}\right) Y(a)=0 \\
0+\left(\begin{array}{cc}
\alpha_{1} & \alpha_{2} \\
0 & 0
\end{array}\right)\left(\begin{array}{rr}
\alpha_{1}^{*} & -\alpha_{2}^{*} \\
\alpha_{2}^{*} & \alpha_{1}^{*}
\end{array}\right) K=0,
\end{gathered}
$$

or

$$
\left(\begin{array}{cc}
I_{n} & 0 \\
0 & 0
\end{array}\right) K=0
$$

Further,

$$
\begin{aligned}
\left(\begin{array}{cc}
0 & 0 \\
I_{n} & M^{t}
\end{array}\right) \mathscr{Y}^{t}(x, \lambda) J Y(x)= & -\left(\begin{array}{cc}
0 & 0 \\
I_{n} & M^{t}
\end{array}\right) \mathscr{Y}^{t}(x, \lambda) J \mathscr{Y}(x, \lambda) \int_{a}^{x} J \mathscr{Y}^{t}(\xi, \lambda) A(\xi) F(\xi) d \xi \\
& +\left(\begin{array}{cc}
0 & 0 \\
I_{n} & M^{t}
\end{array}\right) \mathscr{Y}^{t}(x, \lambda) J \mathscr{Y}(x, \lambda) K .
\end{aligned}
$$

Since $\mathscr{Y}^{\prime}(x, \lambda) J \mathscr{Y}(x, \lambda) \equiv J$ for all $x$,

$$
\begin{aligned}
\left(\begin{array}{cc}
0 & 0 \\
I_{n} & M^{t}
\end{array}\right) \mathscr{Y}^{t}(x, \lambda) J \mathscr{Y}(x)= & \left(\begin{array}{cc}
0 & 0 \\
I_{n} & M^{t}
\end{array}\right) \int_{a}^{x} \mathscr{Y}^{t}(\xi, \lambda) A(t) F(t) d t \\
& +\left(\begin{array}{cc}
0 & 0 \\
I_{n} & M^{t}
\end{array}\right)\left(\begin{array}{cc}
0 & -I_{n} \\
I_{n} & 0
\end{array}\right) K .
\end{aligned}
$$

Letting $x \rightarrow b$,

$$
0=\int_{a}^{b}\left(\begin{array}{cc}
0 & 0 \\
I_{n} & M^{t}
\end{array}\right) \mathscr{Y}^{t}(\xi, \lambda) A(\xi) F(\xi) d \xi+\left(\begin{array}{cc}
0 & 0 \\
M^{t} & -I_{n}
\end{array}\right) K .
$$

Adding

$$
0=\left(\begin{array}{cc}
I_{n} & 0 \\
0 & 0
\end{array}\right) K
$$

to this, we have

$$
0=\int_{a}^{b}\left(\begin{array}{cc}
0 & 0 \\
I_{n} & M^{t}
\end{array}\right) \mathscr{Y}^{t}(\xi, \lambda) A(\xi) F(\xi) d \xi+\left(\begin{array}{cc}
I_{n} & 0 \\
M^{t} & -I_{n}
\end{array}\right) K .
$$

The coefficient of $K$ is its own inverse. Hence

$$
K=\int_{a}^{b}\left(\begin{array}{cc}
0 & 0 \\
I_{n} & M^{t}
\end{array}\right) \mathscr{Y}^{t}(\xi, \lambda) A(\xi) F(\xi) d \xi,
$$

and

$$
\begin{aligned}
Y=\mathscr{Y}(x, \lambda) & \int_{a}^{x}\left(\begin{array}{cc}
0 & I_{n} \\
0 & M^{t}
\end{array}\right) \mathscr{Y}^{t}(\xi, \lambda) A(\xi) F(\xi) d \xi \\
& +\mathscr{Y}(x, \lambda) \int_{x}^{b}\left(\begin{array}{cc}
0 & 0 \\
I_{n} & M^{t}
\end{array}\right) \mathscr{Y}^{t}(\xi, \lambda) A(\xi) F(\xi) d \xi .
\end{aligned}
$$

At this point we note that the Green's function, the kernel of the integral operator, is the limit of Green's functions of regular Sturm-Liouville problems. Since regular problems satisfy

$$
G(\lambda, x, \xi)=G^{*}(\bar{\lambda}, \xi, x)
$$

so does the present Green's function. Comparison of the two sides gives a definition of $M(\lambda)$ in terms of $M(\bar{\lambda})$,

$$
M(\lambda)=M^{t}=M^{*}(\bar{\lambda}),
$$

and $\chi(x, \lambda)=\theta(x, \lambda)+\phi(x, \lambda) M(\lambda)$ is in $L_{A}^{2}(a, b)$. Now from the first integral, the terms

$$
\mathscr{Y}(x, \lambda)\left(\begin{array}{cc}
0 & I_{n} \\
0 & M^{t}
\end{array}\right) \mathscr{Y}^{*}(\xi, \lambda)=\chi(x, \lambda) \phi^{t}(\xi, \lambda) .
$$

From the second, recalling that $M^{t}=M$,

$$
\mathscr{Y}(x, \lambda)\left(\begin{array}{cc}
0 & 0 \\
I_{n} & M^{t}
\end{array}\right) \mathscr{Y}^{t}(\xi, \lambda)=\phi(x, \lambda) \chi^{t}(\xi, \lambda) .
$$

Therefore

$$
Y(x)=\chi(x, \lambda) \int_{a}^{x} \phi(\xi, \bar{\lambda})^{*} A(\xi) F(\xi) d \xi+\phi(x, \lambda) \int_{x}^{b} \chi(\xi, \bar{\lambda})^{*} A(\xi) F(\xi) d \xi
$$

or

$$
Y=\int_{a}^{b} G(\lambda, x, \xi) A(\xi) F(\xi) d \xi
$$

where

$$
\begin{align*}
G(\lambda, x, \xi) & =\chi(x, \lambda) \phi(\xi, \bar{\lambda})^{*}, & & a \leqq \xi \leqq x \leqq b \\
& =\phi(x, \lambda) \chi(\xi, \bar{\lambda})^{*}, & & a \leqq x \leqq \xi \leqq b . \tag{**}
\end{align*}
$$

Theorem 7.3. The parameter $\lambda$, used in defining the boundary condition $B_{\lambda}$, is in the resolvent of $L$,

$$
(L-\lambda I)^{-1}(F(x))=\int_{0}^{b} G(\lambda, x, \xi) A(\xi) F(\xi) d \xi
$$

where $G$ is given by (**).
Theorem 7.4. The operator $L$ is self-adjoint.
Proof. Let $(L-\lambda I) Y=F,\left(L^{*}-\bar{\lambda} I\right) Z=G$. Then

$$
\begin{aligned}
\left\langle(L-\lambda I)^{-1} F, G\right\rangle & =\int_{a}^{b} G^{*}(x) A(x) \int_{a}^{b} G(\lambda, x, \xi) A(\xi) F(\xi) d \xi d x \\
& =\int_{a}^{b}\left[\int_{a}^{b} G^{*}(\lambda, x, \xi) A(x) G(x) d x\right]^{*} A(\xi) F(\xi) d \xi \\
& =\int_{a}^{b}\left[G^{*}(\lambda, \xi, x) A(\xi) G(\xi) d \xi\right]^{*} A(x) F(x) d x \\
& =\int_{a}^{b}\left[\int_{a}^{b} G(\bar{\lambda}, x, \xi) A(\xi) G(\xi) d \xi\right]^{*} A(x) F(x) d x \\
& =\left\langle F,(L-\bar{\lambda} I)^{-1} G\right\rangle
\end{aligned}
$$

since $G(\lambda, x, \xi)=G(\bar{\lambda}, \xi, x)^{*}$. But

$$
\left\langle(L-\lambda)^{-1} F, G\right\rangle=\left\langle F,\left(L^{*}-\bar{\lambda} I\right) G\right\rangle
$$

so $(L-\bar{\lambda} I)^{-1}=\left(L^{*}-\bar{\lambda} I\right)^{-1}$. Taking inverses, $L-\bar{\lambda} I=L^{*}-\bar{\lambda} I$. Canceling $\bar{\lambda} I, L=L^{*}$.
We remark that when $M(\bar{\lambda})$ is on the limit circle, then $\lim _{x \rightarrow b} \chi(x, \bar{\lambda})^{*} J^{\prime}(x, \bar{\lambda})=0$. This is a test for self-adjointness of the singular boundary condition $B_{\lambda}(Y)$. It is the limiting form of $\left(\beta_{1}, \beta_{2}\right) J\left(\beta_{1}, \beta_{2}\right)^{*}=0$, required in the regular case.

Theorem 7.5. The operator $(L-\lambda I)^{-1}$ is a bounded operator.

$$
\left\|(L-\lambda I)^{-1}\right\| \leqq 1 /|\operatorname{Im} \lambda| .
$$

Proof. Let $(L-\lambda I) Y=F$. Then

$$
\langle Y, F\rangle-\langle F, Y\rangle=\langle Y,(L-\lambda I) Y\rangle-\langle(L-\lambda I) Y, Y\rangle=(\lambda-\bar{\lambda})\langle Y, Y\rangle .
$$

Applying Schwarz's inequality to the left,

$$
2|\operatorname{Im} \lambda|\|Y\|^{2} \leqq 2\|Y\|\|F\| .
$$

Canceling $\|Y\|$ yields the result. (This may be found in [1] as well.)
Theorem 7.6. If $J Y^{\prime}-B Y=A F, A Y=0$ implies $Y=0$, then $D$ is dense in $L_{A}^{2}(a, b)$.
Proof. If $D$ is not dense, then there is a $G$ orthogonal to $D$. Let $Y$ be in $D$, and let $Z$ satisfy $Z \in D, J Z^{\prime}-B Z=\bar{\lambda} A Z+A G$ for $\operatorname{Im} \lambda \neq 0$. Then

$$
\begin{aligned}
0=\langle Y, G\rangle & =\int_{a}^{b} G^{*} A Y d x=\int_{a}^{b}\left[J Z^{\prime}-B Z-\bar{\lambda} A Z\right]^{*} Y d x \\
& =\int_{a}^{b} Z^{*}\left[J Y^{\prime}-B Y-\lambda A Y\right] d x
\end{aligned}
$$

Let $J Y^{\prime}-B Y-\lambda A Y=A F$. Then

$$
0=\langle F, Z\rangle=\int_{a}^{b} Z^{*} A F d x
$$

Now $F$ is arbitrary, so let $F=Z$. Thus $\int_{a}^{b} Z^{*} A Z d x=0$ and $A Z=0$. Thus $J Z^{\prime}-B Z=A G$, and $Z=0$. Since $Z=0, A G=0$, and $G=0$ in $L_{A}^{2}(a, b)$.
8. Extension of the boundary conditions. We have chosen $\bar{\lambda}$ to be fixed in generating the boundary condition at $x=b$. We would like to show now that, properly extended, $\chi(x, \lambda)=\theta(x, \lambda)+\phi(x, \lambda) M(\lambda)$ remains in $L_{A}^{2}(a, b)$ and that if $\lim _{x \rightarrow b} \chi(x, \bar{\lambda})^{*} J Y(x)=0$, then for all $\lambda, \operatorname{Im} \lambda \neq 0, \lim _{x \rightarrow b} \chi(x, \bar{\lambda})^{*} J Y(x)=0$. In a sense, the boundary condition is independent of $\lambda$.

In the course of deriving the Green's function, we show that $M(\lambda)=M(\bar{\lambda})^{*}$. As a consequence we find the following theorem holds.

THEOREM 8.1. If $\chi(x, \lambda)=\theta(x, \lambda)+\phi(x, \lambda) M(\lambda)$, then $\lim _{x \rightarrow b} \chi(x, \bar{\lambda})^{*}$. $J \chi(x, \lambda)=0$.

Proof.

$$
\begin{aligned}
\chi(x, \bar{\lambda})^{*} J X(x, \lambda) & =\left(I_{n}, M(\bar{\lambda})^{*}\right) \mathscr{Y}(x, \bar{\lambda})^{*} \operatorname{JY}(x, \lambda)\binom{I_{n}}{M(\lambda)} \\
& =\left(I_{n}, M(\bar{\lambda})^{*}\right) J\binom{I_{n}}{M(\lambda)} \\
& =0,
\end{aligned}
$$

so the limit is zero also.
Corollary 8.2. Let the columns of $\chi(x, \lambda)$ be modified smoothly so that they vanish near $x=a$. Then, so modified, the columns of $\chi(x, \lambda)$ are in $D$.

Theorem 8.3. If $Y$ is in $D$, then $\lim _{x \rightarrow b} \chi(x, \lambda)^{*} J Y(x)=0$.
Proof. Since each column of $\chi(x, \lambda)$, appropriately modified, is in $D$, an application of Green's formula shows the limit is zero.

Definition 8.4. We extend the definition of $\chi(x, \bar{\lambda})$ to other values $\bar{\mu}$ in the same half plane as $\bar{\lambda}$, by

$$
\chi(x, \bar{\mu})=\chi(x, \bar{\lambda})+(\bar{\mu}-\bar{\lambda}) \int_{a}^{b} G(\bar{\lambda}, x, \xi) A(\xi) \chi(\xi, \mu) d \xi .
$$

It is well known that if $|\bar{\mu}-\bar{\lambda}|<|1 / \operatorname{Im} \lambda|$, then with initial estimate $\chi(x, \bar{\lambda})$, a Neumann series may be used to show that the integral equation has a unique solution, analytic in $\bar{\mu}$ and in $L_{A}^{2}(a, b)$. Further, this solution can be extended analytically through the entire half plane containing $\bar{\lambda}$. It is also easy to show that $(L-\bar{\mu}) \chi(x, \bar{\mu})=0$.

A simple calculation shows that $\chi(x, \bar{\mu})=\theta(x, \bar{\mu})+\phi(x, \bar{\mu}) M(\bar{\mu})$, where

$$
M(\bar{\mu})=M(\bar{\lambda})+(\bar{\mu}-\bar{\lambda}) \int_{a}^{b} \chi(x, \bar{\lambda})^{*} A(\xi) \chi(\xi, \bar{\mu}) d \xi
$$

thus extending $M(\bar{\mu})$ as well.
Theorem 8.5. For different parameters $\bar{\lambda}$ and $\bar{\mu}, \lim _{x \rightarrow b} \chi(x, \bar{\lambda})^{*} J \chi(x, \bar{\mu})=0$.
Proof. If $\lim _{x \rightarrow b} \chi(x, \bar{\lambda})^{*} J$ is applied to the integral equation, both terms on the right-hand side have limit zero. Extended analytically in $\bar{\mu}$, this remains zero.

Corollary 8.6. Let the columns of $\chi(x, \bar{\mu})$ be modified smoothly so that they vanish near $x=a$. Then, so modified, the columns of $\chi(x, \bar{\mu})$ are in $D$.

Theorem 8.7. If $Y$ is in $D$, then $\lim _{x \rightarrow b} \chi(x, \bar{\mu})^{*} J Y(x)=0$.

Definition 8.8. We extend the definition of $\chi(x, \mu)$ to other values $\mu$ in the same half plane as $\lambda$ by

$$
\chi(x, \mu)=\chi(x, \lambda)+(\mu-\lambda) \int_{a}^{b} G(\lambda, x, \xi) A(\xi) \chi(\xi, \mu) d \xi
$$

The comments made after Definition 8.4 apply here as well with the conjugate signs removed.

Theorem 8.9. For different parameters $\lambda$ and $\mu, \lim _{x \rightarrow b} \chi(x, \lambda)^{*} J \chi(x, \mu)=0$.
Corollary 8.10. Let the columns of $\chi(x, \mu)$ be modified smoothly so that they vanish near $x=a$. Then, so modified, the columns of $\chi(x, \mu)$ are in $D$.

Proof. Clearly the columns are in $D$, associated with $\lambda$. But $D$, defined by $B_{\lambda}(Y)$, and $D$, defined by $B_{\bar{\lambda}}(Y)$, are the same.

Theorem 8.11. If $Y$ is in $D$, then $\lim _{x \rightarrow b} \chi(x, \mu) J Y(x)=0$.
In summary, we state the following theorem.
Theorem 8.12. Let $Y$ be in $D$. Then, for all $\lambda, \operatorname{Im} \lambda \neq 0, B_{\lambda}(Y)=0$.
Theorem 8.13. For all $\lambda, \operatorname{Im} \lambda \neq 0,(L-\lambda I)^{-1}$ exists and is given by (**).

$$
\left\|(L-\lambda I)^{-1}\right\| \leqq 1 /|\operatorname{Im} \lambda| .
$$

Proof. The previous calculation holds no matter what $\lambda$.
Finally we comment that for all $\mu, \operatorname{Im} \mu \neq 0, \chi(x, \mu)=\theta(x, \mu)+\phi(x, \mu) M(\mu)$ satisfies $\lim _{x \rightarrow b} \chi(x, \mu)^{*} J_{\chi}(x, \mu)=0$. This implies that $M(\mu)$ is on the $\mu$ limit circle; however, its exact relation to the sequence $\left(\beta_{1}, \beta_{2}\right)$ and $U$, used to define $M(\bar{\lambda})$ on the original limit circle, is not clear.
9. The Lagrange bilinear form. Just as $L$ is a restriction of the maximal operator $L_{M}$, all other self-adjoint operators involving the differential equation (*) are also generated by examining other restrictions of $L_{M}$. This can be done by examining Green's formula, a major component of which is the Lagrange bilinear form $Z^{*} J Y$. This must be expressed properly in order to identify those which are self-adjoint. If $Y$ and $Z$ are in $D_{M}$, then a preliminary form of Green's formula is

$$
\int_{a}^{b}\left[Z^{*}\left(J Y^{\prime}-B Y\right)-\left(J Z^{\prime}-B Z\right)^{*} Y\right] d x=\left.Z^{*} J Y\right|_{a} ^{b}
$$

Since $Y$ and $Z$ are in $D_{M}$, they satisfy

$$
J Y^{\prime}-(\lambda A+B) Y=A F, \quad J Z^{\prime}-(\bar{\lambda} A+B) Z=A G
$$

where $\operatorname{Im} \lambda>0$ and $F$ and $G$ are in $L_{A}^{2}(a, b)$. Using the Green's function for $L$ we can write

$$
\begin{aligned}
& Y(x)=\int_{a}^{b} G(\lambda, x, \xi) A(\xi) F(\xi) d \xi+\chi_{b}(x, \lambda) C_{1}+\phi(x, \lambda) C_{2}, \\
& Z(x)=\int_{a}^{b} G(\bar{\lambda}, x, \xi) A(\xi) G(\xi) d \xi+\chi_{b}(x, \bar{\lambda}) D_{1}+\phi(x, \bar{\lambda}) D_{2},
\end{aligned}
$$

where $C_{2}$ and $D_{2}$ are chosen so that $\phi(x, \lambda) C_{2}$ and $\phi(x, \bar{\lambda}) D_{2}$ consists only of $L_{A}^{2}(a, b)$ solutions.

We can solve for $C_{1}, C_{2}, D_{1}, D_{2}$. Since the integral in the formula for $Y$, as well as the term $\chi_{b}(x, \lambda) C_{1}$ satisfy the limit boundary condition, and $\lim _{x \rightarrow b} \chi_{b}(x, \bar{\lambda}) J \phi(x, \lambda)=-I$,

$$
\lim _{x \rightarrow b} \chi_{b}(x, \bar{\lambda})^{*} J Y(x)=-C_{2} .
$$

Further

$$
\lim _{x \rightarrow b} D_{2}^{*} \phi(x, \bar{\lambda})^{*} J Y=\lim _{x \rightarrow b} D_{2}^{*} \phi(x, \bar{\lambda})^{*} J R_{Y}(x)+D_{2}^{*} C_{1},
$$

where

$$
R_{Y}(x)=\int_{a}^{b} G(\lambda, x, \xi) A(\xi) F(\xi) d \xi .
$$

Likewise

$$
\lim _{x \rightarrow b} Z(x)^{*} J_{\chi_{b}}(x, \lambda)=D_{2}^{*}
$$

and

$$
\lim _{x \rightarrow b} Z(x)^{*} J \phi(x, \lambda) C_{2}=\lim _{x \rightarrow b} R_{Z}(x)^{*} J \phi(x, \lambda) C_{2}-D_{1}^{*} C_{2},
$$

where

$$
R_{Z}(x)=\int_{a}^{b} G(\bar{\lambda}, x, \xi) A(\xi) G(\xi) d \xi .
$$

We then compute

$$
\lim _{x \rightarrow b} Z^{*}(x) J Y(x)=\lim _{x \rightarrow b} R_{Z}(x)^{*} J \phi(x, \lambda) C_{2}+\lim _{x \rightarrow b} D_{2}^{*} \phi(x, \bar{\lambda})^{*} J R_{Y}(x)-D_{1}^{*} C_{2}+D_{2}^{*} C_{1},
$$

the other terms cancelling because they satisfy the $\chi$ boundary condition at $b$.
Eliminating the terms $D_{1}^{*} C_{2}$ and $D_{2}^{*} C_{1}$ by substitution, we obtain

$$
\lim _{x \rightarrow b} Z(x)^{*} J Y(x)=\lim _{x \rightarrow b} Z(x)^{*} J \phi(x, \lambda) C_{2}+\lim _{x \rightarrow b} D_{2}^{*} \phi(x, \bar{\lambda})^{*} J Y(x) .
$$

Now the term

$$
\phi(x, \lambda) C_{2}=-\phi(x, \lambda)\left[\lim _{x \rightarrow b} \chi_{b}(x, \bar{\lambda})^{*} J Y(x)\right] .
$$

Let $\phi(x, \lambda)=\left(\phi_{1}, \phi_{2}\right)(x) E_{b}$, where $\phi_{1}(x, \lambda)$ consists of those $m-n$ solutions of (*) in $L_{A}^{2}(a, b)$, and $\phi_{2}(x, \lambda)$ are those not in $L_{A}^{2}(a, b)$. Let

$$
\chi_{b}(x, \bar{\lambda}) E_{b}^{*}=\left(\chi_{1}, \chi_{2}\right)(x, \bar{\lambda}),
$$

where $\chi_{1}$ contains $m-n$ components as well. Then

$$
\phi(x, \lambda) C_{2}=-\phi_{1}(x, \lambda)\left[\lim _{x \rightarrow b} \chi_{1}(x, \bar{\lambda})^{*} J Y(x)\right] .
$$

Likewise, the term

$$
\begin{aligned}
D_{2}^{*} \phi(x, \bar{\lambda})^{*} & =\left[\lim _{x \rightarrow b} Z(x)^{*} J_{\chi_{b}}(x, \lambda)\right] \phi(x, \bar{\lambda})^{*} \\
& =\left[\lim _{x \rightarrow b} Z(x)^{*} J_{\chi_{1}}(x, \lambda)\right] \phi_{1}(x, \bar{\lambda})^{*}
\end{aligned}
$$

where $\phi_{1}(x, \bar{\lambda})$ contains $m-n$ components. The terms

$$
-\phi_{2}(x, \phi)\left[\lim _{x \rightarrow b} \chi_{2}(x, \bar{\lambda})^{*} J Y(x)\right]
$$

and

$$
\left[\lim _{x \rightarrow b} Z(x)^{*} J \chi_{2}(x, \lambda)\right] \phi_{2}(x, \bar{\lambda})^{*}
$$

are not present because $\phi(x, \lambda) C_{2}$ and $\phi(x, \bar{\lambda}) D_{2}$ contain only solutions in $L_{A}^{2}(a, b)$. Therefore, we have the following theorem.

Theorem 9.1. Let $\phi(x, \lambda)=\left(\phi_{1}, \phi_{2}\right)(x, \lambda) E_{b}$, where $\phi_{1}$ consists of all of the $\phi-$ $L_{A}^{2}(a, b)$ solutions of $(*)$. Let $\phi(x, \bar{\lambda})=\left(\phi_{1}, \phi_{2}\right)(x, \bar{\lambda}) \tilde{E}_{b}$, where $\phi_{1}$ consists of all of the $\phi-L_{A}^{2}(a, b)$ solutions of $(*)$ with $\lambda$ replaced by $\bar{\lambda}$. Let $\left(\chi_{1}, \chi_{2}\right)(x, \bar{\lambda})=\chi_{b}(x, \bar{\lambda}) E_{b}^{*}$, and let $\left(\chi_{1}, \chi_{2}\right)(x, \lambda)=\chi_{b}(x, \lambda) \tilde{E}_{b}^{*}$. Then for all $Y$ and $Z$ in $D_{M}$

$$
\lim _{x \rightarrow b} \chi_{2}(x, \bar{\lambda})^{*} J Y(x)=0, \quad \lim _{x \rightarrow b} \chi_{2}(x, \lambda)^{*} J Z(x)=0
$$

Proof. This is the only way to ensure that $\phi_{2}(x, \lambda)$ and $\phi_{2}(x, \bar{\lambda})$ are not present.
The possibility of this occurring was reported to the author by D. B. Hinton several years ago.

Theorem 9.1 explains an apparent discrepancy. It appears that by imposing the conditions $\lim _{x \rightarrow b} \chi(x, \bar{\lambda})^{*} J Y(x)=0$ and $\left(\alpha_{1}, \alpha_{2}\right) Y(a)=0$, that $2 n$ boundary conditions are being required. However, since the deficiency indices at $x=b$ are ( $m, m$ ), only $n+m$ should be imposed.

Theorem 9.1 shows that in fact when $m-n \phi$ combinations are in $L_{A}^{2}(a, b), 2 n-m$ combinations are not, and so there are $2 n-m \chi_{2}$ automatically zero conditions. As a result $\chi$ imposes only $n-(2 n-m)=m$ constraints. With $n$ constraints at $x=a$, the total is $n+m$, not $2 n$.

Returning to $\lim _{x \rightarrow b} Z(x)^{*} J Y(x)$, we find

$$
\begin{aligned}
& \lim _{x \rightarrow b} Z(x)^{*} J Y(x)=\left[\lim _{x \rightarrow b} \phi_{1}(x, \lambda)^{*} J Z(x)\right]^{*}\left[\lim _{x \rightarrow b} \chi_{1}(x, \bar{\lambda})^{*} J Y(x)\right] \\
&-\left[\lim _{x \rightarrow b} \chi_{1}(x, \lambda)^{*} J Z(x)\right]^{*}\left[\lim _{x \rightarrow b} \phi_{1}(x, \bar{\lambda})^{*} J Y(x)\right] .
\end{aligned}
$$

Theorem 9.2. Under the conditions of Theorem 9.1, let

$$
\begin{aligned}
B_{b}(Y) & =\binom{\lim _{x \rightarrow b} \chi_{1}(x, \bar{\lambda})^{*} J Y(x)}{\lim _{x \rightarrow b} \phi_{1}(x, \bar{\lambda})^{*} J Y(x)}, \\
\tilde{B}_{b}(Z) & =\binom{\lim _{x \rightarrow b} \chi_{1}(x, \lambda)^{*} J Z(x)}{\lim _{x \rightarrow b} \phi_{1}(x, \lambda)^{*} J Z(x)}, \\
J_{b} & =\left(\begin{array}{cc}
0 & -I_{m-n} \\
I_{m-n} & 0
\end{array}\right),
\end{aligned}
$$

where $(m, m)$ are the defect indices of $(*)$ at $b$; then

$$
\lim _{x \rightarrow b} Z(x)^{*} J Y(x)=\tilde{B}_{b}(Z)^{*} J_{b} B_{b}(Y)
$$

The symbol ${ }^{\sim}$ indicates $\lambda$ is used instead of $\bar{\lambda}$.
If the end $x=a$ is regular, the computation is a bit easier. Note that

$$
\left[\chi_{b}(x, \lambda), \phi(x, \lambda)\right] J\left[\chi_{b}(x, \bar{\lambda}), \phi(x, \bar{\lambda})\right]^{*}=J .
$$

Therefore

$$
Z^{*}(a) J Y(a)=-Z^{*}(a) J\left[\chi_{b}(a, \lambda), \phi(a, \lambda)\right] J\left[\chi_{b}(a, \bar{\lambda}), \phi(a, \bar{\lambda})\right]^{*} J Y(a)
$$

## Theorem 9.3. Let

$$
\begin{aligned}
B_{a}(Y) & =\binom{\chi_{b}(a, \bar{\lambda})^{*} J Y(a)}{\phi_{b}(a, \bar{\lambda})^{*} J Y(a)}, \\
\tilde{B}_{a}(Z) & =\binom{\chi_{b}(a, \lambda)^{*} J Z(a)}{\phi_{b}(a, \lambda)^{*} J Z(a)}, \\
J & =\left(\begin{array}{cc}
0 & -I_{n} \\
I_{n} & 0
\end{array}\right) ;
\end{aligned}
$$

then

$$
Z^{*}(a) J Y(a)=\tilde{B}_{a}(Z)^{*} J B_{a}(Y) .
$$

The terms $\phi_{b}(a, \bar{\lambda}) J Y(a)$ and $\phi_{b}(a, \lambda) J Z(a)$ are simply $\left(\alpha_{1}, \alpha_{2}\right) Y(a)$ and $\left(\alpha_{1}, \alpha_{2}\right) Z(a)$. The terms $\chi_{b}(a, \bar{\lambda})^{*} J Y(a)$ and $\chi_{b}(a, \lambda)^{*} J Z(a)$ may be replaced by $\theta(a, \bar{\lambda})^{*} J Y(a)$ and $\theta(a, \lambda)^{*} J Z(a)$, and the formula for $Z(a)^{*} J Y(a)$ still holds. $\theta(a, \bar{\lambda})^{*} J Y(a)=\left(-\alpha_{2}, \alpha_{1}\right) Y(a) ; \theta(a, \bar{\lambda})^{*} J Z(a)=\left(-\alpha_{2}, \alpha_{1}\right) Z(a)$ as well. These are complimentary boundary forms.
10. Green's formula. If the pieces from the previous section are assembled together, we have the following theorem.

Theorem 10.1. Let $Y$ and $Z$ be in $D_{M}$. Then

$$
\begin{aligned}
\int_{a}^{b}\left\{Z^{*}\left[J Y^{\prime}-B Y\right]-\left[J Z^{\prime}-B Z\right]^{*} Y\right\} d x & =-\tilde{B}_{a}(Z)^{*} J B_{a}(Y)+\tilde{B}_{b}(Z)^{*} J_{b} B_{b}(Y) \\
& =\left(\tilde{B}_{a}(Z)^{*}, \tilde{B}_{b}(Z)^{*}\right)\left(\begin{array}{cc}
-J & 0 \\
0 & J_{b}
\end{array}\right)\binom{B_{a}(Y)}{B_{b}(Y)} .
\end{aligned}
$$

Let $M$ and $N$ be $r \times 2 n$ and $r \times(2 m-2 n)$ matrices, respectively, where ( $m, m$ ) are the defect indices of $(*)$ at $b$, with rank $(M N)=r, 0 \leqq r \leqq 2 m$. Further, let $P$ and $Q$ be $(2 m-r) \times 2 n$ and $(2 m-r) \times(2 m-2 n)$ matrices such that

$$
\left(\begin{array}{ll}
M & N \\
P & Q
\end{array}\right)
$$

is nonsingular. If $\tilde{M}, \tilde{N}, \tilde{P}, \tilde{Q}$ are $r \times 2 n, r \times(2 m-2 n),(2 m-r) \times 2 n,(2 m-r) \times$ $(2 m-2 n)$ matrices such that

$$
\left(\begin{array}{cc}
\tilde{M}^{*} & \tilde{P}^{*} \\
\tilde{N}^{*} & \tilde{Q}^{*}
\end{array}\right)\left(\begin{array}{cc}
M & N \\
P & Q
\end{array}\right)=\left(\begin{array}{cc}
-J & 0 \\
0 & J_{b}
\end{array}\right),
$$

then inserting this in Green's formula gives it its final form.
Theorem 10.2. (Green's formula.) Let $Y$ and $Z$ be in $D_{M}$. Then

$$
\begin{aligned}
& \int_{a}^{b}\left\{Z^{*}\left[J Y^{\prime}-B Y\right]-\left[J Z^{\prime}-B Z\right]^{*} Y\right\} d x \\
&= {\left[\tilde{M} \tilde{B}_{a}(Z)+\tilde{N} \tilde{B}_{b}(Z)\right]^{*}\left[M B_{a}(Y)+N B_{b}(Y)\right] } \\
&+\left[\tilde{P} \tilde{B}_{a}(Z)+\tilde{Q} \tilde{B}_{b}(Z)\right]^{*}\left[P B_{a}(Y)+Q B_{a}(Y)\right] .
\end{aligned}
$$

Definition 10.3. We denote by $\tilde{D}$ those elements $Y$ in $L_{A}^{2}(a, b)$ satisfying
(1) $Y$ is in $D_{M}$;
(2) $M B_{a}(Y)+N B_{b}(Y)=0$.

Definition 10.4. We denote by $\tilde{L}$ the operator defined by setting $\tilde{L} Y=F$ whenever $J Y^{\prime}-B Y=A F$ and $Y$ is in $\tilde{D}$.

Definition 10.5 . We denote by $\tilde{D}^{*}$ those elements $Z$ in $L_{A}^{2}(a, b)$ satisfying
(1) $Z$ is in $D_{M}$;
(2) $\tilde{P} \tilde{B}_{a}(Z)+\tilde{Q} \tilde{B}_{b}(Z)=0$.

Definition 10.6. We denote by $\tilde{L}^{*}$ the operator defined by setting $\tilde{L}^{*} Z=G$ whenever $J Z^{\prime}-B Z=A G$ and $Z$ is in $\tilde{D}^{*}$.

THEOREM 10.7. The abuse of notation above is correct. The adjoint of $\tilde{L}$ in $L_{A}^{2}(a, b)$ is $\tilde{L}^{*}$. The adjoint of $\tilde{L}^{*}$ in $L_{A}^{2}(a, b)$ is $\tilde{L}$.

Proof. The form of the adjoint of $\tilde{L}$ is well known to be the same as that of $\tilde{L}^{*}$. From Green's formula it is clear that $\tilde{D}^{*}$ is included in domain of the adjoint.

Conversely, again from Green's formula, since $P B_{a}(Y)+Q B_{b}(Y)$ is arbitrary, any element in the adjoint's domain must be in $\tilde{D}^{*}$.

There are parametric boundary conditions as well. Set

$$
M B_{a}(Y)+N B_{b}(Y)=0, \quad P B_{a}(Y)+Q B_{b}(Y)=\Gamma
$$

where $\Gamma$ is arbitrary. Multiply

$$
\left(\begin{array}{ll}
M & N \\
P & Q
\end{array}\right)\binom{B_{a}(Y)}{B_{b}(Y)}=\binom{0}{\Gamma}
$$

by

$$
\left(\begin{array}{cc}
J & 0 \\
0 & -J_{m-n}
\end{array}\right)\left(\begin{array}{cc}
\tilde{M}^{*} & \tilde{P}^{*} \\
\tilde{N}^{*} & \tilde{Q}^{*}
\end{array}\right) .
$$

The result is

$$
B_{a}(Y)=J \tilde{P}^{*} \Gamma, \quad B_{b}(Y)=-J_{b} \tilde{Q}^{*} \Gamma
$$

Likewise, if

$$
\tilde{M} \tilde{B}_{a}(Z)+\tilde{N} \tilde{B}_{b}(Z)=\Delta, \quad \tilde{P} \tilde{B}_{a}(Z)+\tilde{Q} \tilde{B}_{b}(Z)=0
$$

then post-multiply

$$
\left(\tilde{B}_{a}(Z)^{*}, \tilde{B}_{b}^{*}(Z)\right)\left(\begin{array}{cc}
\tilde{M}^{*} & \tilde{P}^{*} \\
\tilde{N}^{*} & \tilde{Q}^{*}
\end{array}\right)=\left(\Delta^{*}, 0\right)
$$

by

$$
\left(\begin{array}{cc}
M & N \\
P & Q
\end{array}\right)\left(\begin{array}{cc}
J & 0 \\
0 & -J_{b}
\end{array}\right)
$$

The result is

$$
\tilde{B}_{a}(Z)=-J M^{*} \Delta, \quad \tilde{B}_{b}(Z)=J_{b} N^{*} \Delta .
$$

Theorem 10.8. The parametric boundary conditions are fully equivalent to the original boundary conditions.
11. Equivalent boundary conditions. The evaluation of $\lim _{x \rightarrow b} Z(x)^{*} J Y(x)$, found in the proof of Theorem 9.1, enables us to establish a number of interesting relationships.

First think of it as defining a boundary condition on $Y$ :

$$
\begin{aligned}
B_{Z}(Y)= & \lim _{x \rightarrow b} Z(x)^{*} J Y(x) \\
= & {\left[\lim _{x \rightarrow b} \phi_{1}(x, \lambda)^{*} J Z(x)\right]^{*}\left[\lim _{x \rightarrow b} \chi_{1}(x, \bar{\lambda})^{*} J Y(x)\right] } \\
& \quad-\left[\lim _{x \rightarrow b} \chi_{1}(x, \lambda) J Z(x)\right]^{*}\left[\lim _{x \rightarrow b} \phi_{1}(x, \bar{\lambda}) J Y(x)\right] .
\end{aligned}
$$

If we let

$$
C=\left[\left\{\lim _{x \rightarrow b} \phi_{1}(x, \lambda) J Z(x)\right\}^{*},\left\{-\lim _{x \rightarrow b} \chi_{1}(x, \lambda)^{*} J Z(x)\right\}^{*}\right]
$$

we have the following theorem.
Theorem 11.1. Let $Z$ be in $D_{M}$; then

$$
B_{Z}(Y)=C B_{b}(Y) .
$$

Since Glazman showed that all self-adjoint boundary conditions can be generated by using appropriate elements from $D_{M}$, this shows that our solution-generated boundary conditions also suffice.

As a special case, let $Z=\chi_{1}(x, \lambda)$.
Theorem 11.2. Let $\tilde{V}_{11}=\left[\lim _{x \rightarrow b} \phi_{1}(x, \lambda)^{*} J_{\chi_{1}}(x, \lambda)\right]^{*}$; then

$$
\left[\lim _{x \rightarrow b} \chi_{1}(x, \lambda)^{*} J Y(x)\right]=\tilde{V}_{11}\left[\lim _{x \rightarrow b} \chi_{1}(x, \bar{\lambda})^{*} J Y(x)\right]
$$

The coefficient

$$
\left.\tilde{V}_{12}=\left[\lim _{x \rightarrow b} \chi_{1}(x, \lambda)^{*} J_{\chi_{1}}(x, \lambda)\right]^{*}\right]
$$

is zero.
Likewise, let $Z=\phi_{1}(x, \lambda)$.
Theorem 11.3. Let

$$
\begin{aligned}
& \tilde{V}_{21}=\left[\lim _{x \rightarrow b} \phi_{1}(x, \lambda)^{*} J \phi_{1}(x, \lambda)\right]^{*}, \\
& \tilde{V}_{22}=\left[\lim _{x \rightarrow b} \chi_{1}(x, \lambda)^{*} J \phi_{1}(x, \lambda)\right]^{*},
\end{aligned}
$$

and $\tilde{V}=\left(\tilde{V}_{i j}\right) ;$ then

$$
\tilde{B}_{b}(Y)=\tilde{V} B_{b}(Y)
$$

Corollary 11.4. There exists a matrix $V$ such that

$$
B_{b}(Y)=V \tilde{B}_{b}(Y)
$$

Note that if $\lambda$ can be chosen to be real, which is frequently the case, then $V=\tilde{V}=I$.

## 12. Self-adjointness.

Theorem 12.1. $\tilde{L}$ is self-adjoint if and only if $r=m$ and

$$
M J M^{*}=N V J_{b} N^{*} .
$$

Proof. Suppose $\tilde{L}$ is self-adjoint. Then $Y$ in $\tilde{D}$ satisfies

$$
M B_{a}(Y)+N B_{b}(Y)=0
$$

and

$$
\tilde{P} \tilde{B}_{a}(Y)+\tilde{Q} \tilde{B}_{b}(Y)=0 .
$$

Since the boundary evaluations at each end must be the same, and $B_{a}(Y)=\tilde{B}_{a}(Y)$, we find $B_{b}(Y)=V \tilde{B}_{b}(Y)$ for all $Y$ in $\tilde{D}$.

Then

$$
\tilde{B}_{a}(Y)=B_{a}(Y)=-J M^{*} \Delta, \quad \tilde{B}_{b}(Y)=V^{-1} B_{b}(Y)=J_{b} N^{*} \Delta .
$$

We have

$$
M\left(-J M^{*} \Delta\right)+N\left(V J_{b} N^{*} \Delta\right)=0, \quad \text { or } \quad\left[-M J M^{*}+N V J_{b} N^{*}\right] \Delta=0 .
$$

Since $\Delta$ may be arbitrary,

$$
M J M^{*}=N V J_{b} N^{*}
$$

Conversely, if

$$
M J M^{*}=N V J_{b} N^{*},
$$

then

$$
(M, N)\binom{-J M}{V J_{b} N^{*}}=0, \quad(M, N)\binom{B_{a}(Y)}{B_{b}(Y)}=0 .
$$

Thus there must exist a nonsingular $\Delta$ such that

$$
\binom{-J M^{*}}{V J_{b} N^{*}} \Delta=\binom{B_{a}(Y)}{B_{b}(Y)}
$$

and $B_{a}(Y)=-J M^{*} \Delta, B_{b}(Y)=V J_{b} N^{*} \Delta$. Hence $\tilde{B}_{a}(Y)=-J M^{*} \Delta, \tilde{B}_{b}(Y)=J_{b} N^{*} \Delta$. This implies

$$
\tilde{P} \tilde{B}_{a}(Y)+\tilde{Q} \tilde{B}_{b}(Y)=0,
$$

and so $Y$ is in $\tilde{D}^{*}$. A symmetric argument then shows $\tilde{D}=\tilde{D}^{*}$, and $\tilde{L}$ is self-adjoint.
13. The spectral resolution of $L$. This section closely follows the lead of Coddington and Levinson [3, Chap. 9].

If we consider the regular boundary value problem on $\left[a, b^{\prime}\right]$,

$$
\begin{gathered}
J Y^{\prime}(\lambda A+B) Y, \\
\left(\alpha_{1} \alpha_{2}\right) Y(a)=0, \quad\left(\beta_{1} \beta_{2}\right) Y\left(b^{\prime}\right)=0,
\end{gathered}
$$

we recall that $\phi$ satisfies the boundary condition at $a$, while for $\operatorname{Im} \lambda \neq 0, \chi_{b^{\prime}}=\theta+\phi M_{b^{\prime}}$ satisfies the boundary condition at $b$ provided

$$
M_{b^{\prime}}=-\left[\left(\beta_{1} \beta_{2}\right) \phi\left(b^{\prime}, b\right)\right]^{-1}\left[\left(\beta_{1} \beta_{2}\right) \theta\left(b^{\prime}, \lambda\right)\right] .
$$

For all $\lambda, M_{b}$, is analytic in $\lambda$ except for real poles, which are eigenvalues for the regular problem on $\left[a, b^{\prime}\right]$. We denote these eigenvalues by $\left\{\lambda_{k}\right\}_{k=1}^{\infty}$. Their corresponding eigenfunctions are $\left\{V_{k}\right\}_{k=1}^{\infty}$. For each $\lambda_{k}$,

$$
V_{k}=\phi\left(x, \lambda_{k}\right) K_{k},
$$

where $K_{k}$ is an $n \times 1$ matrix. We assume that at multiple eigenvalues, the corresponding eigenfunctions have been made orthogonal.

Theorem 13.1. Let $F(x)$ be an arbitrary element in $L_{A}^{2}\left(a, b^{\prime}\right)$. Then

$$
F(x)=\sum_{k=1}^{\infty} \phi_{k}(x) C_{k},
$$

where $\phi_{k}(x)=\phi\left(x, \lambda_{k}\right)$ and

$$
C_{k}=\left[\int_{a}^{b^{\prime}} \phi_{k}^{*} A \phi_{k} d \xi\right]^{-1} \int_{a}^{b^{\prime}} \phi_{k} A F d \xi .
$$

This is, of course, just the standard eigenfunction expansion. Note that $C_{k}$ is an $n \times 1$ matrix.

Theorem 13.2. Let $F(x)$ be an arbitrary element in $L_{A}^{2}\left(a, b^{\prime}\right)$. Then

$$
\int_{a}^{b^{\prime}} F^{*} A F d \xi=\sum_{k=1}^{\infty}\left[\int_{a}^{b^{\prime}} F^{*} A \phi_{k} d \xi\right]\left[\int_{a}^{b^{\prime}} \phi_{k}^{*} A \phi_{k} d \xi\right]^{-1}\left[\int_{a}^{b} \phi_{k}^{*} A F d \xi\right] .
$$

This is Parseval's equality.
Definition 13.3. Let $R_{k}^{2}$ denote the $n \times n$ matrix $\left[\int_{a}^{b^{\prime}} \phi_{k}^{*} A \phi_{k} d \xi\right]^{-1}$.
Definition 13.4. Let

$$
G(\lambda)=\int_{a}^{b^{\prime}} \phi(\xi, \lambda)^{*} A(\xi) F(\xi) d \xi
$$

Definition 13.5. Let $P_{b^{\prime}}(\lambda)$ be an $n \times n$ matrix valued function satisfying
(1) $P_{b^{\prime}}(0+)=0$;
(2) $P_{b^{\prime}}(\lambda)$ is increasing, jumping $R_{k}^{2}$ at $\lambda=\lambda_{k}$, but otherwise constant, continuous from above.

Thus

$$
\begin{aligned}
& P_{b^{\prime}}(\lambda)=\sum_{0<\lambda_{k} \leqq \lambda} R_{k}^{2}, \quad \lambda \geqq 0, \\
& P_{b^{\prime}}(\lambda)=-\sum_{\lambda<\lambda_{k} \leqq 0} R_{k}^{2}, \quad \lambda<0 .
\end{aligned}
$$

Theorem 13.6. (Parseval's equality.) Let $F$ be an arbitrary element of $L_{A}^{2}\left(a, b^{\prime}\right)$. Then

$$
\int_{a}^{b^{\prime}} F^{*} A F d \xi=\int_{-\infty}^{\infty} G^{*}(\lambda) d P_{b^{\prime}}(\lambda) G(\lambda)
$$

This can be extended by the polarization identities to inner products.
Corollary 13.7. Let $F_{1}, F_{2}$ be arbitrary elements in $L_{A}^{2}\left(a, b^{\prime}\right)$. Let $G_{1}(\lambda)$ and $G_{2}(\lambda)$ correspond to them according to Definition 13.4. Then

$$
\int_{a}^{b^{\prime}} F_{2}^{*} A F_{1} d \xi=\int_{-\infty}^{\infty} G_{2}^{*}(\lambda) d P_{b^{\prime}}(\lambda) G_{1}(\lambda) .
$$

We will need this in the theorem that follows.
Theorem 13.8. There exists a nondecreasing $n \times n$ matrix valued function $P(\lambda)$, defined on $(-\infty, \infty)$, such that
(1) $P(0+)=0$,
(2) $P(\lambda)-P(\mu)=\lim _{b^{\prime} \rightarrow b}\left[P_{b^{\prime}}(\lambda)-P_{b^{\prime}}(\mu)\right], \lambda>\mu$.

Proof. Let $M_{b^{\prime}}$ be on the circle $E(M)$, defined by setting $\chi_{b^{\prime}}^{*}\left(b^{\prime}, \lambda\right)(J / i) \chi_{b}\left(b^{\prime}, \lambda\right)=0$. Set $\lambda$ equal to $\lambda_{0}$, and $\chi_{b^{\prime}}\left(x, \lambda_{0}\right)=\theta\left(x, \lambda_{0}\right)+\phi\left(x, \lambda_{0}\right) M_{b^{\prime}}\left(\lambda_{0}\right)$. Then $J_{\chi^{\prime}}^{\prime}=\left(\lambda_{0} A+B\right) \chi_{b^{\prime}}$. Apply Parseval's equality to $\chi_{b^{\prime}}$.

$$
\int_{a}^{b^{\prime}} \chi_{b^{\prime}}^{*} A \chi_{b^{\prime}} d \xi=\int_{-\infty}^{\infty} G(\lambda)^{*} d P_{b^{\prime}}(\lambda) G(\lambda)
$$

where

$$
G(\lambda)=\int_{a}^{b^{\prime}} \phi^{*}(\xi, \lambda) A(\xi) \chi_{b^{\prime}}\left(\xi, \lambda_{0}\right) d \xi .
$$

Now $J_{\chi_{b}^{\prime}}^{\prime}=\left(\lambda_{0} A+B\right) \chi_{b^{\prime}}$ and $J \phi_{k}^{\prime}=\left(\lambda_{k} A+B\right) \phi_{k}$ imply

$$
\left.\phi_{k}^{*} J_{\chi_{b^{\prime}}}\right|_{a} ^{b^{\prime}}=\left(\lambda_{0}-\lambda_{k}\right) \int_{a}^{b^{\prime}} \phi_{k}^{*} A \chi_{b^{\prime}} d \xi .
$$

At $b^{\prime}$ both $\phi_{k}$ and $\chi_{b^{\prime}}$ satisfy $\left(\beta_{1}, \beta_{2}\right) Y\left(b^{\prime}\right)=0$, so the upper limit on the left is 0 . At $x=a$,

$$
\phi_{k}^{*} J_{b^{\prime}}(a)=\left(-\alpha_{2}, \alpha_{1}\right)\left(\begin{array}{cc}
0 & -I_{n} \\
I_{n} & 0
\end{array}\right)\left(\begin{array}{rr}
\alpha_{1}^{*} & -\alpha_{2}^{*} \\
\alpha_{2}^{*} & \alpha_{1}
\end{array}\right)\binom{I_{n}}{M_{b^{\prime}}}=I_{n} .
$$

So

$$
G\left(\lambda_{k}\right)=\int_{a}^{b^{\prime}} \phi_{k}^{*} A \chi_{b^{\prime}} d \xi=\left(\lambda_{k}-\lambda_{0}\right)^{-1} I_{n}
$$

Parseval's equality becomes

$$
\int_{a}^{b^{\prime}} \chi_{b^{\prime}}^{*} A \chi_{b^{\prime}} d \xi=\int_{-\infty}^{\infty}\left|\lambda-\lambda_{0}\right|^{-2} d P_{b^{\prime}}(\lambda) .
$$

An easy calculation using the differential equation for $\chi_{b^{\prime}}$ shows

$$
\int_{a}^{b^{\prime}} \chi_{b^{\prime}}^{*} A \chi_{b^{\prime}} d \xi=\left[M_{b^{\prime}}-M_{b^{\prime}}^{*}\right] /\left(2 i \operatorname{Im} \lambda_{0}\right) .
$$

If $\lambda_{0}=i=\sqrt{-1}$, then

$$
\int_{-\infty}^{\infty}|i-\lambda|^{-2} d P_{b^{\prime}}(\lambda)=\left[M_{b^{\prime}}(i)-M_{b^{\prime}}^{*}(i)\right] /(2 i) .
$$

Since $|i-\lambda|^{2}=\lambda^{2}+1$, we see there is a $K>0$ such that

$$
\int_{-\infty}^{\infty}\left(\lambda^{2}+1\right)^{-1} d P_{b^{\prime}}(\lambda)<K .
$$

This implies for $\mu>0$ that

$$
\int_{-\mu}^{\mu} d P_{b^{\prime}}(\lambda)<K\left[1+\mu^{2}\right] .
$$

This implies since $P_{b^{\prime}}$ is increasing, and $0 \leqq P_{b^{\prime}}(\mu)<K\left[1+\mu^{2}\right]$, then $0 \leqq-P_{b^{\prime}}(-\mu)<$ $K\left[1+\mu^{2}\right]$ for all $\mu \geqq 0$. Therefore $P_{b^{\prime}}(\lambda)$ is uniformly bounded on compact subintervals of the real line. Helly's first theorem [23] shows there is a subsequence that converges "weakly" to $P(\lambda)$ with the properties stated.

Theorem 13.9. If $F$ is in $L_{A}^{2}(a, b)$, there is a function $G(\lambda)$ in $L_{p}^{2}(-\infty, \infty)$, with inner product

$$
(G, H)_{p}=\int_{-\infty}^{\infty} H^{*} d P G
$$

such that if

$$
E(\lambda)=G(\lambda)-\int_{a}^{b^{\prime}} \phi^{*}(\xi, \lambda) A(\xi) F(\xi) d \xi
$$

then

$$
\lim _{b^{\prime} \rightarrow b} \int_{-\infty}^{\infty} E(\lambda)^{*} d P(\lambda) E(\lambda)=0,
$$

and

$$
\int_{a}^{b} F(\xi)^{*} A(\xi) F(\xi) d \xi=\int_{-\infty}^{\infty} G(\lambda)^{*} d P(\lambda) G(\lambda)
$$

Proof. (1) Let $F$ be in $C_{0}^{1}(a, b)$. Then $F$ is in $D$.
If $b^{\prime}$ is large enough,

$$
\int_{a}^{b^{\prime}}(L F)^{*} A(L F)=\int_{a}^{b^{\prime}} H^{*} A H d \xi=\sum_{k=1}^{\infty}\left(\int_{a}^{b} \phi_{k}^{*} A H d \xi\right)^{*} R_{k}^{2}\left(\int_{a}^{b} \phi_{k}^{*} A H d \xi\right)
$$

But

$$
\begin{aligned}
\int_{a}^{b} \phi_{k}^{*} A H d \xi & =\int_{a}^{b^{\prime}} \phi_{k}^{*}\left[J F^{\prime}-B F\right] d \xi=\int_{a}^{b^{\prime}}\left[J \phi_{k}^{\prime}-B \phi_{k}\right]^{*} F d \xi \\
& =\lambda_{k} \int_{a}^{b^{\prime}} \phi_{k}^{*} A F d \xi=\lambda_{k} G\left(\lambda_{k}\right) .
\end{aligned}
$$

Thus

$$
\int_{a}^{b}(L F)^{*} A(L F) d \xi=\int_{-\infty}^{\infty} \lambda^{2} G(\lambda)^{*} d P_{b^{\prime}}(\lambda) G(\lambda)
$$

Let $N>0$. Then

$$
\begin{aligned}
\left(\int_{-\infty}^{-N}+\int_{N}^{\infty}\right) G^{*} d P_{b^{\prime}} G & \leqq \frac{1}{N^{2}}\left(\int_{-\infty}^{-N}+\int_{N}^{\infty}\right) \lambda^{2} G^{*} d P_{b^{\prime}} G \\
& \leqq \frac{1}{N^{2}} \int_{-\infty}^{\infty} \lambda^{2} G^{*} d P_{b^{\prime}} G \leqq \frac{1}{N^{2}} \int_{a}^{b}(L F)^{*} A(L F) d \xi
\end{aligned}
$$

So, since

$$
\begin{aligned}
& \int_{a}^{b} F^{*} A F d \xi=\left(\int_{-\infty}^{-N}+\int_{-N}^{N}+\int_{N}^{\infty}\right) G^{*} d P_{b^{\prime}} G \\
&\left|\int_{a}^{b} F^{*} A F d \xi-\int_{-N}^{N} G^{*} d P_{b^{\prime}} G\right|=\left(\int_{-\infty}^{-N}+\int_{N}^{\infty}\right) G^{*} d P_{b^{\prime}} G \\
& \leqq \frac{1}{N^{2}} \int_{a}^{b}(L F)^{*} A(L F) d \xi .
\end{aligned}
$$

Let $b^{\prime}$ approach $b$. Helly's second theorem [23] implies

$$
\left|\int_{a}^{b} F^{*} A F d \xi-\int_{-N}^{N} G^{*} d P g\right| \leqq \frac{1}{N^{2}} \int_{a}^{b}(L F)^{*} A(L F) d \xi .
$$

Let $N$ approach $\infty$.

$$
\int_{a}^{b} F^{*} A F d \xi=\int_{-\infty}^{\infty} G^{*} d P G,
$$

provided $F$ is in $C_{0}^{1}(a, b)$.
(2) Let $F$ vanish near $b$ but otherwise be arbitrary in $L_{A}^{2}(a, b)$. Choose $\left\{F_{j}\right\}_{j=1}^{\infty}$ in $C_{0}^{1}(a, b)$ such that

$$
\lim _{j \rightarrow \infty} \int_{a}^{b}\left(F_{j}-F\right)^{*} A\left(F_{j}-F\right) d \xi=0
$$

Apply Parseval's equality to $F_{j}-F_{k}$,

$$
\int_{a}^{b}\left(F_{j}-F_{k}\right)^{*} A\left(F_{j}-F_{k}\right) d \xi=\int_{-\infty}^{\infty}\left(G_{j}-G_{k}\right)^{*} d P\left(G_{j}-G_{k}\right)
$$

where

$$
G_{j}=\int_{a}^{b} \phi^{*} A F_{j} d \xi, \quad G_{k}=\int_{a}^{b} \phi^{*} A F_{k} d \xi .
$$

Since $\lim _{j \rightarrow \infty} F_{j}=F,\left\{G_{j}\right\}_{j=1}^{\infty}$ is also a Cauchy sequence in $L_{p}^{2}(-\infty, \infty)$. Thus there is a $G$ in $L_{p}^{2}(-\infty, \infty)$ such that $\lim _{j \rightarrow \infty} G_{j}=G$. Since

$$
\begin{aligned}
\left|G_{j}-\int_{a}^{b^{\prime}} \phi^{*} A F d \xi\right| & =\left|\int_{a}^{b^{\prime}} \phi^{*} A\left(F_{j}-F\right) d \xi\right| \\
& \leqq\left(\int_{a}^{b^{\prime}} \phi^{*} A \phi d \xi\right)^{1 / 2}\left(\int_{a}^{b^{\prime}}\left[F_{j}-F\right]^{*} A\left[F_{j}-F\right] d \xi\right)^{1 / 2}
\end{aligned}
$$

implies $\lim _{j \rightarrow \infty} G_{j}=\int_{a}^{b^{\prime}} \phi^{*} A F d \xi$, which is continuous, we find $G=\int_{a}^{b} \phi^{*} A F d \xi$, almost everywhere. Thus if $F$ vanishes near $x=b$,

$$
\int_{a}^{b} F^{*} A F d \xi=\lim _{j \rightarrow \infty} \int_{a}^{b} F_{j}^{*} A F_{j} d \xi=\lim _{j \rightarrow \infty} \int_{-\infty}^{\infty} G_{j}^{*} d P G_{j}=\int_{-\infty}^{\infty} G^{*} d P G
$$

(3) Finally, if $F$ is arbitrary in $L_{A}^{2}(a, b)$, let

$$
\begin{array}{ll}
F_{b^{\prime}}=F, & x \leqq b^{\prime}, \\
F_{b^{\prime}}=0, & x>b^{\prime} .
\end{array}
$$

Let

$$
G_{b^{\prime}}=\int_{a}^{b} \phi^{*} A F_{b^{\prime}} d \xi=\int_{a}^{b^{\prime}} \phi^{*} A F d \xi
$$

Since

$$
\int_{-\infty}^{\infty}\left(G_{c}-G_{d}\right)^{*} d P\left(G_{c}-G_{d}\right)=\int_{c}^{d} F^{*} A F d \xi
$$

$\left\{G_{b^{\prime}}\right\}$ is a Cauchy sequence as $b^{\prime}$ approaches $b$. Let $\lim _{b^{\prime} \rightarrow b} G_{b^{\prime}}=G$ in $L_{p}^{2}(-\infty, \infty)$. Letting $b^{\prime}$ approach $b$ in the previous result, we get

$$
\int_{a}^{b} F^{*} A F d \xi=\int_{-\infty}^{\infty} G^{*} d P G
$$

(4) Since $G_{b^{\prime}}$ approaches $G$ in $L_{p}^{2}(-\infty, \infty)$,

$$
\lim _{b^{\prime} \rightarrow b} \int_{-\infty}^{\infty}\left[G(\lambda)-\int_{a}^{b^{\prime}} \phi^{*} A F d \xi\right]^{*} d P(\lambda)\left[G(\lambda)-\int_{a}^{b^{\prime}} \phi^{*} A F d \xi\right]=0 .
$$

We remark that if the condition $J Y^{\prime}-B Y=A F, A Y=0$ implies $Y=0$ fails to hold, then the approximation used in the proof of this theorem may hold only on a subspace of $L_{A}^{2}(a, b)$. The subspace may be as small as only one dimension. We will give examples later.

Theorem 13.10. If $G(\lambda)$ is the limit of $\int_{a}^{b^{\prime}} \phi(\xi, \lambda)^{*} A(\xi) F(\xi) d \xi$ in $L_{p}^{2}(-\infty, \infty)$, then

$$
\int_{-\infty}^{\infty} \phi(x, \lambda) d P(\lambda) G(\lambda)=F(x)
$$

in $L_{A}^{2}(a, b)$; that is,

$$
\lim _{I \rightarrow(-\infty, \infty)} \int_{a}^{b}\left[F-\int_{I} \phi d P G\right]^{*} A\left[F-\int_{I} \phi d P G\right] d \xi=0
$$

Proof. Let $I=(\mu, \nu)$, and

$$
F_{I}(x)=\int_{I} \phi(x, \lambda) d P(\lambda) G(\lambda) .
$$

If $b^{\prime}$ is in [ $a, b$ ), then

$$
\begin{aligned}
\int_{a}^{b^{\prime}}\left[F-F_{I}\right]^{*} A F_{I} d \xi & =\int_{a}^{b^{\prime}}\left[F-F_{I}\right]^{*} A\left[\int_{I} \phi d P G\right] d \xi \\
& =\int_{I}\left[\int_{a}^{b^{\prime}}\left[F-F_{I}\right]^{*} A \phi d \xi\right] d P G .
\end{aligned}
$$

Likewise, we have

$$
\int_{a}^{b^{\prime}}\left[F-F_{I}\right]^{*} A F d \xi=\int_{-\infty}^{\infty}\left[\int_{a}^{b^{\prime}}\left[F-F_{I}\right]^{*} A \phi d \xi\right] d P G
$$

Subtracting, we obtain

$$
\int_{a}^{b^{\prime}}\left[F-F_{I}\right]^{*} A\left[F-F_{I}\right] d \xi=\int_{(-\infty, \infty)-I}\left[\int_{a}^{b^{\prime}}\left[F-F_{I}\right]^{*} A \phi d \xi\right] d P G .
$$

Now $\int_{a}^{b^{\prime}} \phi^{*} A\left[F-F_{I}\right] d \xi$ is the transform of a function in $L_{A}^{2}(a, b)$, which vanishes on ( $b^{\prime}, b$ ). Consequently the integral from $a$ to $b^{\prime}$ in brackets is in $L_{p}^{2}(-\infty, \infty)$. Applying Schwarz's inequality,

$$
\begin{aligned}
& \left(\int_{a}^{b^{\prime}}\left[F-F_{I}\right]^{*} A\left[F-F_{I}\right] d \xi\right)^{2} \\
& \quad \leqq\left(\int_{(-\infty, \infty)-I}\left[\int_{a}^{b^{\prime}} \phi^{*} A\left[F-F_{I}\right] d \xi\right]^{*} d P\left[\int_{a}^{b^{\prime}} \phi^{*} A\left[F-F_{I}\right] d \xi\right]\right) \\
& \quad \times\left(\int_{(-\infty, \infty)-I} G^{*} d P G\right) .
\end{aligned}
$$

The first integral on the right is less than or equal to

$$
\int_{a}^{b^{\prime}}\left[F-F_{I}\right]^{*} A\left[F-F_{I}\right] d \xi .
$$

If this is inserted and canceled,

$$
\int_{a}^{b^{\prime}}\left[F-F_{I}\right] A\left[F-F_{I}\right] d \xi \leqq \int_{(-\infty, \infty)-I} G^{*} d P G
$$

Let $b^{\prime}$ approach $b$. Then let $I$ approach $(-\infty, \infty)$. The result is that $F=\lim _{I \rightarrow(-\infty, \infty)} F_{I}$, or

$$
F(x)=\lim _{(\mu, \nu) \rightarrow(-\infty, \infty)} \int_{\mu}^{\nu} \phi(x, \lambda) d P(\lambda) G(\lambda)
$$

in $L_{A}^{2}(a, b)$.
Theorem 13.9 may be extended to involve inner products by use of the polarization identity. The inner product form of Parseval's equality is

$$
\int_{a}^{b} F_{2}(\xi)^{*} A(\xi) F_{1}(\xi) d \xi=\int_{-\infty}^{\infty} G_{2}(\lambda)^{*} d P(\lambda) G_{1}(\lambda)
$$

where

$$
G_{j}(\lambda)=\int_{a}^{b} \phi(\xi, \lambda)^{*} A(\xi) F_{j}(\xi) d \xi, \quad j=1,2 .
$$

Theorems 13.9 and 13.10 may be extended to represent the resolvent operator $\left(L-\lambda_{0} I\right)^{-1}$ when $\lambda_{0}$ is not in the support of $d P(\lambda)$. Parseval's equality is

$$
\int_{a}^{b}\left[\left(L-\lambda_{0} I\right)^{-1} F(\xi)\right]^{*} A(\xi)\left[\left(L-\lambda_{0} I\right)^{-1} F(\xi)\right] d \xi=\int_{-\infty}^{\infty} \frac{G(\lambda)^{*} d P(\lambda) G(\lambda)}{\left|\lambda-\lambda_{0}\right|^{2}}
$$

The resolvent expansion is

$$
\left(L-\lambda_{0} I\right)^{-1} F(x)=\int_{-\infty}^{\infty} \phi(x, \lambda) d P(\lambda) \frac{G(\lambda)}{\lambda-\lambda_{0}} .
$$

14. The converse problem. Again, this section follows closely the lead of Coddington and Levinson [3, Chap. 9].

The preceding section began with choosing an $F$ in $L_{A}^{2}(a, b)$, producing $G$ in $L_{p}^{2}(-\infty, \infty)$, and then showing that $F$ could be recovered from $G$. In this section we begin with $G$, produce $F$, and then recover $G$.

Without the assumption that $J Y^{\prime}-B Y=0, A Y=0$ implies $Y=0, L_{p}^{2}(-\infty, \infty)$ may be too large in the sense that $G \rightarrow F \rightarrow \tilde{G}$, but $\tilde{G}$ may not equal $G$. $\tilde{G}$ may be only in a subspace of $L_{p}^{2}(-\infty, \infty)$.

With the assumption made in the Introduction (let $F=0$ ), there is no difficulty.
Lemma 14.1. Let $G(\lambda)$ be in $L_{p}^{2}(-\infty, \infty)$. Let

$$
F_{I}(x)=\int_{I} \phi(x, \lambda) d P(\lambda) G(\lambda)
$$

Then $\lim _{I \rightarrow(-\infty, \infty)} F_{I}(x)$ exists in $L_{A}^{2}(a, b)$.
Proof. Let $I_{1} \subset I_{2}$. Then

$$
F_{I_{2}}-F_{I_{1}}=\int_{I_{2}-I_{1}} \phi(x, \lambda) d P(\lambda) G(\lambda)=\int_{-\infty}^{\infty} \phi(x, \lambda) d P(\lambda) K_{I_{2}-I_{1}}(\lambda) G(\lambda)
$$

where

$$
\begin{array}{ll}
K_{I_{2}-I_{1}}(\lambda)=1, & \lambda \in I_{2}-I_{1}, \\
K_{I_{2}-I_{1}}(\lambda)=0, & \lambda \notin I_{2}-I_{1} .
\end{array}
$$

Let $F$ be an arbitrary element of $L_{A}^{2}(a, b)$, which vanishes near $b$. Then

$$
\begin{aligned}
\int_{a}^{b} R^{*} A\left[F_{I_{2}}-F_{I_{1}}\right] d \xi & =\int_{a}^{b} R^{*} A\left[\int_{I_{2}-I_{1}} \phi d P G\right] d \xi \\
& =\int_{I_{2}-I_{1}}\left[\int_{a}^{b} \phi^{*} A R d \xi\right]^{*} d P G=\int_{I_{2}-I_{1}} S^{*} d P G
\end{aligned}
$$

where $S$ is the transform of $R: S=\int_{a}^{b} \phi^{*} A R d \xi$. We now let $R=F_{I_{2}}-F_{I_{1}}$ on [ $\left.a, b^{\prime}\right)$, but set $R=0$ near $b$. Then

$$
\begin{aligned}
\int_{a}^{b}\left[F_{I_{2}}-F_{I_{1}}\right]^{*} A\left[F_{I_{2}}-F_{I_{1}}\right] d \xi & =\int_{I_{2}-I_{1}} S^{*} d P G \\
& \leqq\left(\int_{I_{2}-I_{1}} S^{*} d P S\right)^{1 / 2}\left(\int_{I_{2}-I_{1}} G^{*} d P G\right)^{1 / 2} \\
& \leqq\left(\int_{-\infty}^{\infty} S^{*} d P S\right)^{1 / 2}\left(\int_{I_{2}-I_{1}} G^{*} d P G\right)^{1 / 2}
\end{aligned}
$$

But by Parseval's equality

$$
\int_{a}^{b}\left[F_{I_{2}}-F_{I_{1}}\right]^{*} A\left[F_{I_{2}}-F_{I_{1}}\right] d \xi=\int_{-\infty}^{\infty} S^{*} d P S
$$

Take the square root, cancel with the inequality above, and then square.

$$
\int_{a}^{b}\left[F_{I_{2}}-F_{I_{1}}\right]^{*} A\left[F_{I_{2}}-F_{I_{1}}\right] d \xi \leqq \int_{I_{2}-I_{1}} G^{*} d P G
$$

Since the right-hand side is independent of $b^{\prime}$, let $b^{\prime}$ approach $b$. Then $F_{I_{2}}-F_{I_{1}}$ is in $L_{A}^{2}(a, b)$. As $I$ approaches $(-\infty, \infty)$, the inequality also shows that $\left\{F_{I}\right\}$ forms a Cauchy sequence in $L_{A}^{2}(a, b)$, and therefore $\lim _{I \rightarrow(-\infty, \infty)} F_{I}=F$ in $L_{A}^{2}(a, b)$.

Lemma 14.2. Let $G(\lambda)$ be in $L_{p}^{2}(-\infty, \infty)$. Let

$$
\begin{gathered}
F_{I}(x)=\int_{I} \phi(x, \lambda) d P(\lambda) G(\lambda), \\
F(x)=\lim _{I \rightarrow(-\infty, \infty)} \int_{I} \phi(x, \lambda) d P(\lambda) G(\lambda) .
\end{gathered}
$$

Let

$$
\tilde{G}(\lambda)=\int_{a}^{b} \phi^{*}(\xi, \lambda) A(\xi) F(\xi) d \xi
$$

and let

$$
\tilde{F}_{I}(x)=\int_{I} \phi(x, \lambda) d P(\lambda) \tilde{G}(\lambda) .
$$

Then

$$
\lim _{I \rightarrow(-\infty, \infty)} \int_{a}^{b}\left[F_{I}-\tilde{F}_{I}\right]^{*} A\left[F_{I}-\tilde{F}_{I}\right] d \xi=0
$$

Proof. From Theorem 13.10, $F(x)=\lim _{I \rightarrow(-\infty, \infty)} \tilde{F}_{I}(x)$ in $L_{A}^{2}(a, b)$. But by definition, $F(x)=\lim _{I \rightarrow(-\infty, \infty)} F_{I}(x)$. The triangle inequality

$$
\left\|F_{I}-\tilde{F}_{I}\right\|_{A} \leqq\left\|F_{I}-F\right\|_{A}+\left\|F-\tilde{F}_{I}\right\|_{A}
$$

shows that as $I$ approaches $(-\infty, \infty),\left\|F_{I}-\tilde{F}_{I}\right\|_{A}$ approaches zero.
At this point we have, given $G$, that an $F$ exists. $F$ yields $\tilde{G}$ which again yields $F$. And so the process stops. We continue to show $G$ and $\tilde{G}$ coincide.

Lemma 14.3. Let $\lambda_{0}$ be a complex number with positive imaginary part, and let

$$
H_{I}\left(x, \lambda_{0}\right)=\int_{I} \phi(x, \lambda) d P(\lambda)\left[\frac{G(\lambda)-\tilde{G}(\lambda)}{\lambda-\lambda_{0}}\right] .
$$

Then for all fixed $\lambda_{0}, \lim _{I \rightarrow(-\infty, \infty)} H_{I}\left(x, \lambda_{0}\right)=0$.
Proof. $H_{I}$ satisfies

$$
J H_{I}^{\prime}-\left[\lambda_{0} A+B\right] H_{I}=A(x) \int_{I}[\phi(x, \lambda) d P(\lambda)][G(\lambda)-\tilde{G}(\lambda)] .
$$

Further, $H_{I}$ satisfies the boundary condition $\left(\alpha_{1}, \alpha_{2}\right) H_{I}\left(a, \lambda_{0}\right)=0$. Thus

$$
H_{I}(x)=\int_{a}^{b} G\left(\lambda_{0}, x, \xi\right) A(\xi)\left[F_{I}(\xi)-\tilde{F}_{I}(\xi)\right] d \xi+\phi\left(x, \lambda_{0}\right) C,
$$

where here $G\left(\lambda_{0}, x, \xi\right)$ is the Green's function for the singular boundary value problem. As $I$ approaches $(-\infty, \infty)$, the integral approaches zero. So

$$
H\left(x, \lambda_{0}\right)=\lim _{I \rightarrow(-\infty, \infty)} H_{I}\left(x, \lambda_{0}\right)=\phi\left(x, \lambda_{0}\right) C .
$$

But $\lim _{x \rightarrow b} \chi\left(x, \bar{\lambda}_{0}\right)^{*} J H\left(x, \lambda_{0}\right)=0$ because, since $H_{I}$ satisfies the boundary condition as $x$ approaches $b, H$ must satisfy the singular boundary condition as $x$ approaches $b$ as well. Since $\lim _{x \rightarrow b} \chi\left(x, \bar{\lambda}_{0}\right)^{*} J \phi\left(x, \lambda_{0}\right)=M(\lambda)$, which is nonsingular, $C=0$.

Lemma 14.4. $G(\lambda)=\tilde{G}(\lambda)$ in $L_{p}^{2}(-\infty, \infty)$.
Proof. Let $K$ be a constant $2 n \times 1$ matrix; let

$$
Y_{s}(\lambda)=\int_{a}^{s} \phi(\xi, \lambda)^{*} A(\xi) K d \xi .
$$

Then $Y_{s}(\lambda)$ is in $L_{p}^{2}(-\infty, \infty)$, since it is the transform of a function that vanishes near $b$. Then

$$
\int_{a}^{s} K^{*} A(\xi) H_{I}\left(\xi, \lambda_{0}\right) d \xi=\int_{I} Y_{s}(\lambda)^{*} d P(\lambda)\left[\frac{G(\lambda)-\tilde{G}(\lambda)}{\lambda-\lambda_{0}}\right] .
$$

Let $I$ approach $(-\infty, \infty)$. Then

$$
0=\int_{-\infty}^{\infty} Y_{s}(\lambda)^{*} d P(\lambda)\left[\frac{G(\lambda)-\tilde{G}(\lambda)}{\lambda-\lambda_{0}}\right] .
$$

By varying $\mu_{0}$ and $\nu_{0}\left(\lambda_{0}=\mu_{0}+i \nu_{0}\right)$ independently, we see that

$$
0=\int_{-\infty}^{\infty} Y_{s}(\lambda)^{*} d P(\lambda)[G(\lambda)-\tilde{G}(\lambda)]\left[\frac{\nu_{0}}{\left(\lambda-\mu_{0}\right)^{2}+\nu_{0}^{2}}\right] .
$$

If we integrate with respect to $\mu_{0}$ from $\alpha$ to $\beta$, reversing the order of integration, we have

$$
0=\int_{-\infty}^{\infty} Y_{s}(\lambda)^{*} d P(\lambda)[G(\lambda)-\tilde{G}(\lambda)]\left[\tan ^{-1}\left(\frac{\beta-\lambda}{\nu_{0}}\right)-\tan ^{-1}\left(\frac{\alpha-\lambda}{\nu_{0}}\right)\right] .
$$

Letting $\nu_{0}$ approach zero, we get

$$
0=\int_{\alpha}^{\beta} Y_{s}(\lambda)^{*} d P(\lambda)[G(\lambda)-\tilde{G}(\lambda)],
$$

or

$$
0=\int_{a}^{s}\left[\int_{\alpha}^{\beta} K^{*} A(\xi) \phi(\xi, \lambda) d P(\lambda)[G(\lambda)-\tilde{G}(\lambda)]\right] d \xi
$$

Differentiate with respect to $s$ :

$$
0=\int_{\alpha}^{\beta} K^{*} A(x) \phi(x, \lambda) d P(\lambda)[G(\lambda)-\tilde{G}(\lambda)] .
$$

Now apply an extension of the Mean Value Theorem, remembering that the expression is $1 \times 1$ and $\phi$ is analytic in $\lambda$. We find for some $\lambda_{0}$ in $[\alpha, \beta]$

$$
K^{*} A(x) \phi\left(x, \lambda_{0}\right) \int_{\alpha}^{\beta} d P(\lambda)[G(\lambda)-\tilde{G}(\lambda)]=0
$$

Since $A(x) \phi\left(x, \lambda_{0}\right) v$ is only zero for all $x$ when $v=0$, we can choose $K$ appropriately to conclude that

$$
\int_{\alpha}^{\beta} d P(\lambda)[G(\lambda)-\tilde{G}(\lambda)]=0
$$

for all $\alpha, \beta$. We use this to build up integrals involving step functions, dense in $L_{p}^{2}(-\infty, \infty)$, which have as their limit

$$
\int_{-\infty}^{\infty}[G(\lambda)-\tilde{G}(\lambda)]^{*} d P(\lambda)[G(\lambda)-\tilde{G}(\lambda)]=0 .
$$

Hence $G=\tilde{G}$ in $L_{p}^{2}(-\infty, \infty)$.
We summarize in the following theorem.
Theorem 14.5. If $G(\lambda)$ is in $L_{p}^{2}(-\infty, \infty)$, there is a unique $F(x)$ in $L_{p}^{2}(a, b)$ such that

$$
F(x)=\int_{-\infty}^{\infty} \phi(x, \lambda) d P(\lambda) G(\lambda)
$$

and

$$
G(\lambda)=\int_{a}^{b} \phi(\xi, \lambda)^{*} A(\xi) F(\xi) d \xi
$$

15. The relation between $M(\lambda)$ and $P(\lambda)$. The matrix $M(\lambda)$ can frequently be determined by careful inspection of the solutions of $(*)$ to determine appropriate solutions in $L_{A}^{2}(a, b)$. More difficult is the determination of the spectral measure $P(\lambda)$, since its existence follows from Helly's selection theorems. Fortunately, they are intimately connected. Recall the following theorems.

Theorem 15.1. Let $M(\lambda)$ be on the limit circle; let $\chi(x, \lambda)=\theta(x, \lambda)+\phi(x, \lambda) M(\lambda)$ for $\lambda=\mu+i \nu, \nu \neq 0$. Then

$$
\int_{a}^{b} \chi(\xi, \lambda)^{*} A(\xi) \chi(\xi, \lambda) d \xi=\left[M(\lambda)-M(\lambda)^{*}\right] /(2 i \operatorname{Im} \lambda) .
$$

Theorem 15.2. Let $\lambda_{0}=\mu+i \nu, \nu \neq 0$. Then

$$
\int_{a}^{b} \chi\left(\xi, \lambda_{0}\right)^{*} A(\xi) \chi\left(\xi, \lambda_{0}\right) d \xi=\int_{-\infty}^{\infty}\left|\lambda-\lambda_{0}\right|^{-2} d P(\lambda) .
$$

Proof. The theorem is true if $b$ is replaced by $b^{\prime}$. Let $b^{\prime}$ approach $b$.
Theorem 15.3. If $\lambda_{1}$ and $\lambda_{2}$ are real, then

$$
P\left(\lambda_{2}\right)-P\left(\lambda_{1}\right)=\lim _{\nu \rightarrow 0+} \frac{1}{\pi} \int_{\lambda_{1}}^{\lambda_{2}} \operatorname{Im} M(\mu+i \nu) d \mu .
$$

Further, if $\lambda_{1}$ and $\lambda_{2}$ have nonzero imaginary parts, then

$$
M\left(\lambda_{2}\right)-M\left(\lambda_{1}\right)=\int_{-\infty}^{\infty}\left[\left(\lambda-\lambda_{2}\right)^{-1}-\left(\lambda-\lambda_{1}\right)^{-1}\right] d P(\lambda)
$$

Proof. We have $\int_{-\infty}^{\infty}\left|\lambda-\lambda_{0}\right|^{-2} d P(\lambda)=\left[M\left(\lambda_{0}\right)-M\left(\lambda_{0}\right)^{*}\right] / 2 i$ satisfies

$$
\operatorname{Im} M(\mu+i \nu)=\int_{-\infty}^{\infty} \frac{\nu d P(\lambda)}{(\lambda-\mu)^{2}+\nu^{2}}
$$

Integrate both sides from $\lambda_{1}$ to $\lambda_{2}$ with respect to $\mu$.

$$
\begin{aligned}
\int_{\lambda_{1}}^{\lambda_{2}} \operatorname{Im} M(\mu+i \nu) d \mu & =\int_{\lambda_{1}}^{\lambda_{2}} \int_{-\infty}^{\infty} \frac{\nu d P(\lambda)}{(\lambda-\mu)^{2}+\nu^{2}} d \mu \\
& =\int_{-\infty}^{\infty}\left[\tan ^{-1}\left(\frac{\lambda_{2}-\lambda}{\nu}\right)-\tan ^{-1}\left(\frac{\lambda_{1}-\lambda}{\nu}\right)\right] d P(\lambda) .
\end{aligned}
$$

Let $\nu$ approach 0 from above, we obtain

$$
\lim _{\nu \rightarrow 0+} \int_{\lambda_{1}}^{\lambda_{2}} \operatorname{Im} M(\mu+i \nu) d \mu=\pi \int_{\lambda_{1}}^{\lambda_{2}} d P(\lambda)=\pi\left[P\left(\lambda_{2}\right)-P\left(\lambda_{1}\right)\right] .
$$

To validate the second part, note

$$
\begin{aligned}
\operatorname{Im}\left[M\left(\lambda_{0}\right)-M\left(\lambda_{1}\right)\right] & =\int_{-\infty}^{\infty}\left[\frac{\nu_{2}}{\left|\lambda-\lambda_{2}\right|^{2}}-\frac{\nu_{1}}{\left|\lambda-\lambda_{1}\right|^{2}}\right] d P(\lambda) \\
& =\operatorname{Im} \int_{-\infty}^{\infty}\left[\frac{\left(\lambda-\lambda_{2}\right)^{*}}{\left|\lambda-\lambda_{2}\right|^{2}}-\frac{\left(\lambda-\lambda_{1}\right)^{*}}{\left|\lambda-\lambda_{1}\right|^{2}}\right] d P(\lambda) \\
& =\operatorname{Im} \int_{-\infty}^{\infty}\left[\left(\lambda-\lambda_{2}\right)^{-1}-\left(\lambda-\lambda_{1}\right)^{-1}\right] d P(\lambda) .
\end{aligned}
$$

We therefore have two functions, analytic in $\lambda_{1}$ and $\lambda_{2}$, whose imaginary parts are equal. The real parts can only differ by a constant. Letting $\lambda_{2}=\lambda_{1}$ shows this constant to be zero.
16. The spectral resolution. We connect the result of the preceding sections to the representation of the identity as an integral generated by a projection valued measure $E_{\lambda}$. Given

$$
F(x)=\int_{-\infty}^{\infty} \phi(x, \lambda) d P(\lambda) G(\lambda)
$$

where

$$
G(\lambda)=\int_{a}^{b} \phi^{*}(\xi, \lambda) A(\xi) F(\xi) d \xi
$$

we define

$$
E_{\lambda} F(x)=\int_{-\infty}^{\lambda_{+}} \phi(x, \lambda) d P(\lambda) G(\lambda)
$$

Considered the limit of eigenfunction expansions, $E_{\lambda}$ can easily be shown to be a projection. It is continuous from above and satisfies $E_{\lambda_{1}} E_{\lambda_{2}}=E_{\lambda_{1}}$ when $\lambda_{1} \leqq \lambda_{2}$, as well as $E_{-\infty}=O, E_{\infty}=I$. If we let $\left\{\lambda_{j}\right\}_{j=-\infty}^{\infty}$ be a partition of $(-\infty, \infty), \lambda_{i}<\lambda_{j}$ if $i<j$, and

$$
\Delta_{j} E F(x)=\int_{\lambda_{j}}^{\lambda_{j+1}} \phi(x, \lambda) d P(\lambda) G(\lambda),
$$

then $F(x)=\sum_{j=-\infty}^{\infty} \Delta_{j} E F(x)$. As the mesh $\left\{\lambda_{j}\right\}_{j=-\infty}^{\infty}$ becomes finer, we may write

$$
F(x)=\int_{-\infty}^{\infty} d E_{\lambda} F(x)
$$

as the limit of the decomposition above.
If $Y$ is in $D$, it has the representation

$$
Y(x)=\int_{-\infty}^{\infty} \phi(x, \lambda) d P(\lambda) G(\lambda)
$$

where

$$
G(\lambda)=\int_{a}^{b} \phi^{*}(\xi, \lambda) A(\xi) Y(\xi) d \xi
$$

Then

$$
L Y(x)=\int_{-\infty}^{\infty} \lambda \phi(x, \lambda) d P(\lambda) G(\lambda) .
$$

This translates into

$$
L Y(x)=\int_{-\infty}^{\infty} \lambda d E_{\lambda} Y(x)
$$

The resolvent operator also has the standard representation. If $\lambda_{0}$ is complex,

$$
\left(L-\lambda_{0} I\right)^{-1} F(x)=\int_{-\infty}^{\infty} \frac{1}{\lambda-\lambda_{0}} d E_{\lambda} F(x) .
$$

It is apparent that $\lambda_{0}$ is in the spectrum of $L$ if and only if it is in the support of $d E_{\lambda}$ or $d P(\lambda)$.
17. Examples. (1) Consider the two-dimensional system

$$
\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)\binom{y_{1}}{y_{2}}^{\prime}=\left[\lambda\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
0 & \left(x^{2}-1\right)^{-1}
\end{array}\right)\right]\binom{y_{1}}{y_{2}}
$$

on the interval $[0,1)$, together with boundary conditions

$$
O: \quad(1,0)\binom{y_{1}(0)}{y_{2}(0)}=0
$$

or

$$
E: \quad(0,1)\binom{y_{1}(0)}{y_{2}(0)}=0
$$

at $x=0$, and

$$
\lim _{x \rightarrow 1}(1,0)\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)\binom{y_{1}(x)}{y_{2}(x)}=0
$$

at $x=1$.
The differential system is equivalent to the Legendre differential equation. With the $O$ boundary condition, the odd polynomial boundary value problem is generated. With the $E$ boundary condition, the even polynomial boundary value problem arises. The boundary condition at $x=1$ is the one satisfied by the Legendre polynomials. $x=1$ is limit circle.
(2) Consider the four-dimensional system

$$
\left(\begin{array}{rrrr}
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3} \\
y_{4}
\end{array}\right)^{\prime}=\left[\lambda\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)+\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & -2\left(1-x^{2}\right) & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & \left(1-x^{2}\right)^{-2}
\end{array}\right)\right]\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3} \\
y_{4}
\end{array}\right)
$$

on the interval $[0,1)$, together with boundary conditions

$$
O: \quad(1,0,0,0)\left(\begin{array}{l}
y_{1}(0) \\
y_{2}(0) \\
y_{3}(0) \\
y_{4}(0)
\end{array}\right)=0, \quad(0,0,0,1)\left(\begin{array}{l}
y_{1}(0) \\
y_{2}(0) \\
y_{3}(0) \\
y_{4}(0)
\end{array}\right)=0
$$

or

$$
E: \quad(0,1,0,0)\left(\begin{array}{l}
y_{1}(0) \\
y_{2}(0) \\
y_{3}(0) \\
y_{4}(0)
\end{array}\right)=0, \quad(0,0,1,0)\left(\begin{array}{l}
y_{1}(0) \\
y_{2}(0) \\
y_{3}(0) \\
y_{4}(0)
\end{array}\right)=0
$$

at $x=0$, and

$$
\begin{gathered}
\lim _{x \rightarrow 1}\left(\ln (1+x),(1+x)^{-1}, 0,-(1-x)^{2}\right)\left(\begin{array}{rrrr}
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3} \\
y_{4}
\end{array}\right)=0, \\
\lim _{x \rightarrow 1}(1,0,0,0)\left(\begin{array}{rrrr}
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3} \\
y_{4}
\end{array}\right)=0
\end{gathered}
$$

where, at $x=1$, the limit-4 case holds, and for $\lambda=0,(1,0,0,0)^{T}$, and $(\ln (1+x)$, $\left.(1+x)^{-1}, 0,-(1-x)^{2}\right)^{T}$ are $L^{2}$ solutions. The problem with $O$ boundary conditions is again the odd-degree Legendre polynomial boundary value problem. With $E$ boundary conditions, the even-degree Legendre polynomial value problem is the result.
(3) Consider the fourth-order scalar problem $\left(y^{\prime \prime}\right)^{\prime \prime}=\lambda y$ on $[0, \infty)$, together with boundary conditions $y(0)=0, y^{\prime \prime \prime}(0)=0$. $\infty$ is limit point, so no boundary condition at $\infty$ is required.

Let $y_{1}=y, y_{2}=y^{\prime}, y_{3}=-y^{\prime \prime \prime}, y_{4}=y^{\prime \prime}$; then the problem is equivalent to

$$
\left(\begin{array}{rrrr}
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3} \\
y_{4}
\end{array}\right)^{\prime}=\left[\lambda\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)+\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)\right]\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3} \\
y_{4}
\end{array}\right),
$$

with boundary condition

$$
\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3} \\
y_{4}
\end{array}\right)(0)=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right) .
$$

The initial condition for the fundamental matrix is

$$
\left(\begin{array}{rrrr}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0
\end{array}\right)
$$

The components of the four $4 \times 1$ matrices that makes its columns are combinations of $\sinh z_{0} x, \cosh z_{0} x$, and $\cos z_{0} x$, where $z_{0}=\lambda^{1 / 4}$. Multiplying the fundamental matrix by

$$
\binom{I_{2}}{M}
$$

and requiring the result to be in $L_{A}^{2}(0, \infty)$ shows that

$$
M=\left(\begin{array}{cc}
z_{0}^{3}(1+i) / 2 & z_{0}(1-i) / 2 \\
z_{0}(-i+1) / 2 & (1+i) / 2 z_{0}
\end{array}\right) .
$$

As $\lambda=z_{0}^{4}$ approaches the positive real axis,

$$
\operatorname{Im} M \rightarrow\left(\begin{array}{cc}
\lambda^{3 / 4} / 2 & -\lambda^{1 / 4} / 2 \\
-\lambda^{1 / 4} / 2 & 1 / 2 \lambda^{1 / 4}
\end{array}\right)
$$

As $\lambda$ approaches the negative real axis, $\operatorname{Im} M \rightarrow 0$. Consequently,

$$
d P(\lambda)=\frac{1}{\pi}\left(\begin{array}{rc}
\lambda^{3 / 4} / 2 & \lambda^{1 / 4} / 2 \\
-\lambda^{1 / 4} / 2 & 1 / 2 \lambda^{1 / 4}
\end{array}\right) d \lambda, \quad \lambda \geqq 0 .
$$

Elements in $L_{A}^{2}(0, \infty)$ are dependent only on their first component, so $F=$ $(f(x), 0,0,0)^{T}$. Then

$$
\begin{gathered}
G(\lambda)=\frac{1}{2 \lambda^{3 / 4}} \int_{0}^{\infty}\binom{\sin \lambda^{1 / 4} \xi}{-\lambda^{1 / 2} \sin \lambda^{1 / 4} \xi} f(\xi) d \xi, \\
F(x)=\left(\begin{array}{c}
\frac{2}{\pi} \int_{0}^{\infty} \sin \mu x\left[\int_{0}^{\infty} \sin \mu \xi f(\xi) d \xi\right] d \mu \\
0 \\
0 \\
0
\end{array}\right)
\end{gathered}
$$

where we have replaced $\lambda$ by $\mu^{4}$. This is the Fourier sine expansion.
18. Subspace expansions. At the beginning the assumption $J Y^{\prime}-B Y=A F, A Y=0$ implies $Y=0$ was made. We would like to briefly comment on what occurs if the assumption fails to hold.

First $A$ must be singular. Thus if $F$ is in the maximal domain: $J F^{\prime}-B F=A H$, the dimension of $A H$ is less than $2 n$. If function $\gamma_{1}, \cdots, \gamma_{2 n}$ is chosen so that

$$
\left(\gamma_{1}, \cdots, \gamma_{2 n}\right) A=0
$$

then

$$
\left(\gamma_{1}, \cdots, \gamma_{2 n}\right)\left(J F^{\prime}-B F\right)=0
$$

Letting $\left(\gamma_{1}, \cdots, \gamma_{2 n}\right) J=K,\left(\gamma_{1}, \cdots, \gamma_{2 n}\right) B=L$, we have $K_{j} F_{j}^{\prime}-L_{j} F_{j}=0, j=1, \cdots, 2 n$.
Three possibilities occur:
(1) If $K_{j} \neq 0, F_{j}=c_{j} \exp \int_{a}^{x}\left(L_{j} / K_{j}\right) d \xi$.
(2) If $K_{j}=0, L_{j}=0, F_{j}$ is arbitrary.
(3) If $K_{j}=0, L_{j} \neq 0, F_{j}=0$.

Since not all $K_{j}=0, F_{j}$ is restricted and may not be dense in $L_{A}^{2}(a, b)$.
We provide two examples to illustrate. First consider

$$
\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)\binom{y_{1}}{y_{2}}^{\prime}=\lambda\left(\begin{array}{rr}
4 & -1 \\
-1 & 1 / 4
\end{array}\right)\binom{y_{1}}{y_{2}}+\left(\begin{array}{rr}
4 & -1 \\
-1 & 1 / 4
\end{array}\right)\binom{f_{1}}{f_{2}} .
$$

The fundamental matrix is

$$
Y(x, \lambda)=\left(\begin{array}{cc}
1-\lambda x & 1 / 4 \lambda x \\
-4 \lambda x & 1+\lambda x
\end{array}\right) .
$$

Elements in $L_{A}^{2}(0,1)$ have an inner product

$$
\left\langle\binom{ f_{1}}{f_{2}},\binom{g_{1}}{g_{2}}\right\rangle=\int_{0}^{1}\left(\bar{g}_{1}, \bar{g}_{2}\right)\left(\begin{array}{rr}
4 & -1 \\
-1 & 1 / 4
\end{array}\right)\binom{f_{1}}{f_{2}} d \xi ;
$$

an element is zero if $2 f_{1}=\frac{1}{2} f_{2}$.
If boundary conditions

$$
(1,0)\binom{y_{1}}{y_{2}}(0)=0, \quad(0,1)\binom{y_{1}}{y_{2}}(1)=0
$$

are imposed, there is only one eigenvalue $\lambda=-1$ and one eigenfunction

$$
\binom{y_{1}}{y_{2}}=\binom{-(1 / 4) x}{1-x} .
$$

The solution $\phi$ is

$$
\binom{(1 / 4) \lambda x}{1+\lambda x}
$$

so for $F=\binom{f_{1}}{f_{2}}$,

$$
G(\lambda)=\int_{0}^{1}\left(-f_{1}+\frac{1}{4} f_{2}\right) d \xi .
$$

$d P$ is zero unless $\lambda=-1 . d P(-1)=4$. So

$$
F(x)=\binom{-(1 / 4) x}{1-x} \cdot 4 \cdot \int_{0}^{1}\left(-f_{1}+\frac{1}{4} f_{2}\right) d \xi .
$$

Clearly this is one-dimensional. In fact, elements in the maximal domain are of the form $\binom{c}{0}$, where $c$ is constant. Such elements are equivalent to the eigenfunction

$$
\binom{-(1 / 4) x}{1-x}
$$

Only these can be expanded.
Second, consider

$$
\begin{gathered}
\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)\binom{y_{1}}{y_{2}}^{\prime}=\left[\lambda\left(\begin{array}{cc}
e^{-x} & -1 \\
-1 & e^{x}
\end{array}\right)\right]\binom{y_{1}}{y_{2}}+\left(\begin{array}{cc}
e^{-x} & -1 \\
-1 & e^{x}
\end{array}\right)\binom{f_{1}}{f_{2}}, \\
(1,0)\binom{y_{1}}{y_{2}}(0)=0, \quad(0,1)\binom{y_{1}}{y_{2}}(1)=0 .
\end{gathered}
$$

The only eigenvalue is at $\lambda=(1-e)^{-1}$. Its eigenvector is

$$
\binom{\left[e^{x}-1\right] /[1-e]}{\left[1-e e^{-x}\right] /[1-e]} .
$$

If

$$
\binom{f_{1}}{f_{2}}
$$

is an element of $L_{A}^{2}(0,1)$, then

$$
G(\lambda)=\int_{0}^{1}\left(-e^{-\xi} f_{1}+f_{2}\right) d \xi
$$

$d P$ is zero except at $\lambda=(1-e)^{-1}$, where it is $e /(1-e)$. Thus if

$$
F(x)=\binom{f_{1}}{f_{2}}
$$

is in the maximal domain, $D_{M}$,

$$
F(x)=\binom{\left[\left(e^{x}-1\right] /[1-e]\right.}{\left[1-e e^{x}\right] /[1-e]}\binom{e}{1-e} \int_{0}^{1}\left(-e^{-\xi} f_{1}+f_{2}\right) d \xi
$$

A quick calculation shows that elements in $D_{M}$ have the form $\binom{c}{0}$, where $c$ is constant. Arbitrary elements in $L_{A}^{2}(0,1)$ have the form

$$
\binom{f_{1}-e^{x} f_{2}}{0}
$$

so $D_{M}$ is not dense.
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# $M(\lambda)$ THEORY FOR SINGULAR HAMILTONIAN SYSTEMS WITH TWO SINGULAR POINTS* 
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#### Abstract

The $2 n$-dimensional Hamiltonian system $J Y^{\prime}=(\lambda A+B) Y$ on an interval $(a, b)$ is considered, where both $a$ and $b$ are singular points. A Green's function is derived using separated singular boundary conditions, and it is used to show that the singular boundary value problem consisting of the differential equation and boundary conditions is self-adjoint. Then a doubly singular version of Green's formula is derived and all self-adjoint boundary value problems arising from the differential equation are characterized. Finally, the spectral measure, generalized Fourier transform of an arbitrary function and its inverse transform for the original boundary value problem with separated boundary conditions are derived.
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1. Introduction. The present paper follows up on our earlier work [11], which discussed linear Hamiltonian boundary value problems with one singular point. Our purpose here is to state the results for doubly singular problems and to give proofs where necessary. But where verifications closely parallel the single singular point development, we will merely refer to the proofs given in [11].

We refer to [11] or to [4] for a lengthy development of the history of the problem. We would be remiss, however, if we did not mention those works that had the most direct impact on what follows. Kodaira (see [3]) and Coddington and Levinson [3], [10] developed the theory of singular scalar differential operators of $n$th order. Many further details, as well as other results, were worked out by Everitt (see [11]). The notation and general techniques for systems were developed by Atkinson [1]. Following Atkinson's lead, Hinton and Shaw [6]-[8] made major advances. The present work uses the results of these authors extensively throughout. It is virtually impossible to give full credit to them where warranted, because their influence is so widespread. We are sure, however, that those who read on will recognize where their contributions appear. Without them this current version could not have been written.

We follow the footsteps of Atkinson [1] and Hinton and Shaw [6]-[8] by considering the $2 n$-dimensional system $J Y^{\prime}=(\lambda A+B) Y$ over an interval $(a, b)$ where both $a$ and $b$ are singular points. Our procedure is to first consider a problem on [ $a^{\prime}, b^{\prime}$ ] where $a<a^{\prime}<b^{\prime}<b$, then permit $a^{\prime}$ to approach $a, b^{\prime}$ to approach $b$.

The first problem we encounter is the verification of the existence of solutions that are in $L_{A}^{2}(a, c)$ and $L_{A}^{2}(c, b), a<c<b$, where the Hilbert spaces $L_{A}^{2}$ are generated by

$$
\langle Y, Z\rangle=\int Z^{*} A Y d t
$$

For $\operatorname{Im} \lambda \neq 0$ it can be shown that there exist at least $n L_{A}^{2}$-solutions toward $a$ and toward $b$. By using these solutions appropriately, we can construct a Green's function

[^47]with which we can develop a second problem to determine the self-adjointness of a differential operator related to $J Y^{\prime}-B Y$ in $L_{A}^{2}(a, b)$.

Using the Green's function appropriately enables us to develop a singular Green's formula. This in turn permits us to determine other problems, possibly with mixed boundary conditions, that are self-adjoint in $L_{A}^{2}(a, b)$. Finally, employing the regular eigenfunction expansion over an interval [ $a^{\prime}, b^{\prime}$ ], we follow the lead of Coddington and Levinson [3] to develop the spectral resolution for a doubly singular problem with separated boundary conditions. Brauer [2] has developed the broader theory for mixed boundary problems.
2. Notation and definitions. We consider over an interval $(a, b)$ the differential expression

$$
\begin{equation*}
J Y^{\prime}=(\lambda A+B) Y \tag{*}
\end{equation*}
$$

where $Y$ is of dimension $2 n$ (a $2 n \times 1$ matrix),

$$
J=\left\{\begin{array}{cc}
0 & -I_{n} \\
I_{n} & 0
\end{array}\right\}, \quad A=\left\{\begin{array}{ll}
A_{11}(x) & A_{12}(x) \\
A_{21}(x) & A_{22}(x)
\end{array}\right\}, \quad B=\left\{\begin{array}{ll}
B_{11}(x) & B_{12}(x) \\
B_{21}(x) & B_{22}(x)
\end{array}\right\}
$$

are locally integrable $2 n \times 2 n$ matrices, $A=A^{*} \geqq 0, B=B^{*}$. We will assume that both $a$ and $b$ are singular points; that is, either or both $a$ and $b$ may be infinite. Neither $A$ nor $B$ is necessarily integrable in a neighborhood of $a$ or $b$. Our setting is $L_{A}^{2}(a, b)$, the Hilbert space generated by the inner product

$$
\langle Y, Z\rangle=\int_{a}^{b} Z^{*} A Y d t
$$

To ensure that elements of the maximal operator are dense in $L_{A}^{2}(a, b)$, we assume that if $J Y^{\prime}-B Y=A F$ and $A Y=0$, then $Y=0$.

As a preliminary step we consider (*) over a subinterval [ $a^{\prime}, b^{\prime}$ ], $a<a^{\prime}<b^{\prime}<b$, and impose at $a^{\prime}$ and $b^{\prime}$ the separated regular self-adjoint boundary conditions

$$
\left(\alpha_{1}, \alpha_{2}\right) Y\left(a^{\prime}\right)=0, \quad\left(\beta_{1}, \beta_{2}\right) Y\left(b^{\prime}\right)=0,
$$

where $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}$ are $n \times n$ matrices satisfying

$$
\begin{array}{ll}
\operatorname{rank}\left(\alpha_{1}, \alpha_{2}\right)=n, & \operatorname{rank}\left(\beta_{1}, \beta_{2}\right)=n, \\
\alpha_{1} \alpha_{1}^{*}+\alpha_{2} \alpha_{2}^{*}=I_{n}, & \beta_{1} \beta_{1}^{*}+\beta_{2} \beta_{2}^{*}=I_{n}, \\
\alpha_{1} \alpha_{2}^{*}-\alpha_{2} \alpha_{1}^{*}=0, & \beta_{1} \beta_{2}^{*}-\beta_{2} \beta_{1}^{*}=0 .
\end{array}
$$

Equation (*), together with these boundary conditions, defines a regular self-adjoint boundary value problem over $\left[a^{\prime}, b^{\prime}\right]$.

Finally, let $c$ be in $\left[a^{\prime}, b^{\prime}\right]$, and let $\mathscr{Y}(x, \lambda)$ be a fundamental matrix for (*) satisfying $\mathscr{Y}(c, \lambda)=I_{2 n}$. We decompose into $2 n \times n$ matrices $\theta$ and $\phi$ such that $\mathscr{Y}(x, \lambda)=$ $(\theta(x, \lambda), \phi(x, \lambda))$.
3. $M(\lambda)$ functions, limit circles, $L^{\mathbf{2}}$ solutions. If $\operatorname{Im} \lambda \neq 0$, we attempt to satisfy the $b^{\prime}$ boundary condition by $\chi_{b^{\prime}}(x, \lambda)=\theta(x, \lambda)+\phi(x, \lambda) M_{b^{\prime}}(\lambda)$. Insertion into $\left(\beta_{1}, \beta_{2}\right) Y\left(b^{\prime}\right)=0$ shows that

$$
M_{b^{\prime}}(\lambda)=-\left[\left(\beta_{1}, \beta_{2}\right) \phi\left(b^{\prime}, \lambda\right)\right]^{-1}\left[\left(\beta_{1}, \beta_{2}\right) \theta\left(b^{\prime}, \lambda\right)\right] .
$$

The inverse must exist, for otherwise the boundary value problem of (*), the $b^{\prime}$ boundary condition, and the $c$ boundary condition $\left(I_{n}, 0\right) Y(c)=0$ would be self-adjoint, but would have a complex eigenvalue.

The circle equation, satisfied by $M_{b^{\prime}}$, is $\pm \chi_{b^{\prime}}\left(b^{\prime}, \lambda\right)^{*}(J / i) \chi_{b^{\prime}}\left(b^{\prime}, \lambda\right)=0$. If at $b^{\prime}$, we let

$$
\left(\begin{array}{cc}
\mathscr{A} & \mathscr{B}^{*} \\
\mathscr{B} & \mathscr{D}
\end{array}\right)=\begin{aligned}
\mathscr{Y}^{*}(J / i) \mathscr{Y}, & \operatorname{Im} \lambda>0, \\
-Y^{*}(J / i) \mathscr{Y}, & \operatorname{Im} \lambda<0,
\end{aligned}
$$

the circle equation can be written as

$$
\left(I_{n}, M_{b^{*}}^{*}\right)\left(\begin{array}{cc}
\mathscr{A} & \mathscr{B}^{*} \\
\mathscr{B} & \mathscr{D}
\end{array}\right)\binom{I_{n}}{M_{b^{\prime}}}=0 .
$$

Expanded, this is

$$
M_{b^{\prime}}^{*} \mathscr{D} M_{b^{\prime}}+M_{b^{\prime}}^{*} \mathscr{B}+\mathscr{B}^{*} M_{b^{\prime}}+\mathscr{A}=0
$$

It is possible to show that

$$
\begin{aligned}
& \mathscr{A}= \pm \theta^{*}\left(b^{\prime}\right)(J / i) \theta\left(b^{\prime}\right), \\
& \mathscr{B}= \pm \phi^{*}\left(b^{\prime}\right)(J / i) \theta\left(b^{\prime}\right)= \pm\left[2 \operatorname{Im} \lambda \int_{c}^{b^{\prime}} \phi^{*} A \theta d t-i I_{n}\right], \\
& \mathscr{D}= \pm \phi^{*}\left(b^{\prime}\right)(J / i) \phi\left(b^{\prime}\right)= \pm\left[2 \operatorname{Im} \lambda \int_{c}^{b^{\prime}} \phi^{*} A \phi d t\right]
\end{aligned}
$$

If $R_{1}=\mathscr{D}^{-1 / 2}, R_{2}=R_{1}(\bar{\lambda})$, and $C=-\mathscr{D}^{-1} \mathscr{B}$, then $M_{b^{\prime}}=C+R_{1} U_{b} R_{2}$, where $U_{b}$ is any unitary matrix. As $b^{\prime}$ approaches $b, C, R_{1}$, and $R_{2}$ have limits $C_{b}, R_{b}, \tilde{R}_{b}$, giving $M_{b}$.

It is shown in [11] that as $b^{\prime}$ approaches $b, M_{b^{\prime}}$ can be made to approach $M_{b}=C_{b}+R_{b} U_{b} \tilde{R}_{b}$, where

$$
\begin{aligned}
& C_{b}=\lim _{b^{\prime} \rightarrow b}\left[2 \operatorname{Im} \lambda \int_{c}^{b^{\prime}} \phi^{*} A \phi d t\right]^{-1}\left[2 \operatorname{Im} \lambda \int_{c}^{b^{\prime}} \phi^{*} A \theta d t-i I_{n}\right], \\
& R_{b}=\lim _{b^{\prime} \rightarrow b}\left[2|\operatorname{Im} \lambda| \int_{c}^{b} \phi^{*} A \phi d t\right]^{-1 / 2}, \quad \tilde{R}_{b}(\lambda)=R_{b}(\bar{\lambda}),
\end{aligned}
$$

and $U_{b}(\lambda)$ is a unitary matrix.
It is further shown that if $\chi_{b}(x, \lambda)=\theta(x, \lambda)+\phi(x, \lambda) M_{b}(\lambda)$, then

$$
\int_{c}^{b} \chi_{b}^{*} A \chi_{b} d t \leqq\left[M_{b}-M_{b}^{*}\right] / 2 \operatorname{Im} \lambda .
$$

For $\chi_{b}(x, \lambda)$ and $\chi_{b}(x, \mu), \operatorname{Im} \lambda \neq 0, \operatorname{Im} \mu \neq 0$, we have

$$
\lim _{x \rightarrow b} \chi_{b}(x, \mu)^{*} J_{\chi_{b}}(x, \lambda)=0 .
$$

Note that for all $\lambda, \operatorname{Im} \lambda \neq 0$,

$$
\frac{\operatorname{Im} M_{b}}{\operatorname{Im} \lambda}=\frac{M_{b}-M_{b}^{*}}{2 i \operatorname{Im} \lambda}>0 .
$$

Similarly, we attempt to satisfy the $a^{\prime}$ boundary conditions by $\chi_{a^{\prime}}(x, \lambda)=$ $\theta(x, \lambda)+\phi(x, \lambda) M_{a^{\prime}}(\lambda)$. Insertion into $\left(\alpha_{1}, \alpha_{2}\right) Y\left(a^{\prime}\right)=0$ shows that

$$
M_{a^{\prime}}=-\left[\left(\alpha_{1}, \alpha_{2}\right) \phi\left(a^{\prime}\right)\right]^{-1}\left[\left(\alpha_{1}, \alpha_{2}\right) \theta\left(a^{\prime}\right)\right],
$$

where, again, the inverse must exist.

The circle equation, satisfied by $M_{a^{\prime}}$, is $\pm \chi_{a^{\prime}}\left(a^{\prime}, \lambda\right)^{*}(J / i) \chi_{a^{\prime}}\left(a^{\prime}, \lambda\right)=0$. If at $a^{\prime}$, we let

$$
\left(\begin{array}{cc}
\mathscr{A} & \mathscr{B}^{*} \\
\mathscr{B} & \mathscr{D}
\end{array}\right)=-\mathscr{O}^{*}(J / i) \mathscr{Y}, \quad \text { Im } \lambda>0, \quad \begin{array}{ll}
\mathscr{Y}^{*}(J / i) \mathscr{Y}, & \operatorname{Im} \lambda<0,
\end{array}
$$

the circle equation can be rewritten as

$$
\left(I_{n}, M_{a^{\prime}}^{*}\right)\left(\begin{array}{cc}
\mathscr{A} & \mathscr{B} \\
\mathscr{B} & \mathscr{D}
\end{array}\right)\binom{I_{n}}{M_{a^{\prime}}}=0 .
$$

Expanded, this is again

$$
M_{a^{\prime}}^{*} \mathscr{D} M_{a^{\prime}}+M_{a^{\prime}}^{*} \mathscr{B}+\mathscr{B}^{*} M_{a^{\prime}}+\mathscr{A}=0 .
$$

It is possible to show that

$$
\begin{aligned}
& \mathscr{A}= \pm \theta^{*}\left(a^{\prime}\right)(J / i) \theta\left(a^{\prime}\right), \\
& \mathscr{B}= \pm \phi^{*}\left(a^{\prime}\right)\left(J(i) \theta\left(a^{\prime}\right)\right)= \pm\left[2 \operatorname{Im} \lambda \int_{a^{\prime}}^{c} \phi^{*} A \theta d t+i I_{n}\right], \\
& \mathscr{D}= \pm \phi^{*}\left(a^{\prime}\right)\left(J(i) \phi\left(a^{\prime}\right)\right)= \pm\left[2 \operatorname{Im} \lambda \int_{a^{\prime}}^{c} \phi^{*} A \phi d t\right]
\end{aligned}
$$

If $R_{1}=\mathscr{D}^{1 / 2}, R_{2}=R_{1}(\bar{\lambda})$ and $C=-\mathscr{D}^{-1} \mathscr{B}$, then $M_{a^{\prime}}=C+R_{1} U_{a} R_{2}$, where $U_{a}$ is any unitary matrix. As $a^{\prime}$ approaches $a, C, R_{1}$ and $R_{2}$ have limits $C_{a}, R_{a}, \tilde{R}_{a}$, giving $M_{a}$.

As $a^{\prime}$ approaches $a, M_{a^{\prime}}$ can be made to approach $M_{a}=C_{a}+R_{a} U_{a} \tilde{R}_{a}$ where

$$
\begin{aligned}
& C_{a}=\lim _{a^{\prime} \rightarrow a}-\left[2 \operatorname{Im} \lambda \int_{a}^{c} \phi^{*} A \phi d t\right]^{-1}\left[2 \operatorname{Im} \lambda \int_{a^{\prime}}^{c} \phi^{*} A \theta d t+i I_{n}\right], \\
& R_{a}=\lim _{a^{\prime} \rightarrow a}\left[2|\operatorname{Im} \lambda| \int_{a^{\prime}}^{c} \phi^{*} A \phi d t\right]^{-1 / 2}, \quad \tilde{R}_{a}=R_{a}(\bar{\lambda}),
\end{aligned}
$$

and $U_{a}$ is a perhaps different, unitary matrix.
With $\chi_{a}(x, \lambda)=\theta(x, \lambda)+\phi(x, \lambda) M_{a}(\lambda)$, it is also true that

$$
\int_{a}^{c} \chi_{a}^{*} A \chi_{a} d t \leqq\left[M_{a}^{*}-M_{a}\right] / 2 i \operatorname{Im} \lambda .
$$

For $\chi_{a}(x, \lambda)$ and $\chi_{a}(x, \mu), \operatorname{Im} \lambda \neq 0, \operatorname{Im} \mu \neq 0$, we have

$$
\lim _{x \rightarrow a} \chi_{a}(x, \mu)^{*} J_{\chi_{a}}(x, \lambda)=0 .
$$

Note that

$$
\frac{\operatorname{Im} M_{a}}{\operatorname{Im} \lambda}=\frac{M_{a}-M_{a}^{*}}{2 i \operatorname{Im} \lambda}<0 .
$$

We will require some facts concerning $M_{a}(\lambda)$ and $M_{b}(\lambda)$.
Theorem 3.1. For all $\lambda, \operatorname{Im} \lambda \neq 0$,
(a) $M_{a}(\lambda) \neq M_{b}(\lambda),[\operatorname{Im} \lambda]\left[M_{a}(\lambda)-M_{b}(\lambda)\right]<0$;
(b) $M_{a}(\lambda)=M_{a}(\bar{\lambda})^{*}, M_{b}(\lambda)=M_{b}(\bar{\lambda})^{*}$;
(c) $M_{b}(\lambda), M_{b}(\lambda), M_{a}(\lambda)-M_{b}(\lambda)$ are all invertible;
(d) $M_{0}(\lambda)\left[M_{a}(\lambda)-M_{b}(\lambda)\right]^{-1} M_{a}(\lambda)=M_{a}(\lambda)\left[M_{a}(\lambda)-M_{b}(\lambda)\right]^{-1} M_{b}(\lambda)$.

Proof. The second part follows from the statements

$$
\begin{aligned}
& \lim _{x \rightarrow a} \chi_{a}(x, \mu)^{*} J_{\chi_{a}}(x, \lambda)=0, \\
& \lim _{x \rightarrow b} \chi_{b}(x, \mu)^{*} J_{\chi_{b}}(x, \lambda)=0,
\end{aligned}
$$

letting $\mu=\bar{\lambda}$. The third follows from noting that for any matrices $M=A+i B$, with $M^{*}=A-i B$, we have $A=\left(M+M^{*}\right) / 2$ and $B=(M-M)^{*} / 2 i$. If $B>0$ or $B<0$, then $M$ is nonsingular. Suppose $M$ is singular. Then there exists an eigenvector $v$ such that $M v=0$. This implies $0=v^{*} M v=v^{*} A v+i v^{*} B v$. Since $B>0$ or $B<0$, $i v^{*} B v$ is imaginary, while $v^{*} A v$ is real. This is impossible.

The fourth is an easy computation.
4. The differential operator. From an extension of a theorem of Everitt [5], we know that the number of solutions of $(*)$ in $L_{A}^{2}(a, b)$ is invariant provided $\operatorname{Im} \lambda>0$ or $\operatorname{Im} \lambda<0$. It is possible, however, for the deficiency indices to be unequal. Only when both ends $a$ and $b$ are limit circle (all solutions in $L_{A}^{2}(a, b)$ for all $\lambda$ ), or when $A$ and $B$ are real, are they guaranteed to be equal. Here we must assume the deficiency indices are equal.

Definition 4.1. We denote by $D_{M}$ those elements $Y$ in $L_{A}^{2}(a, b)$ satisfying

$$
\begin{equation*}
l Y=J Y^{\prime}-B Y=A F \tag{1}
\end{equation*}
$$

exists almost everywhere for some $F$ in $L_{A}^{2}(a, b)$.
Definition 4.2. We define the maximal operator $L_{M}$ by setting $L_{M} Y=F$ for all $Y$ in $D_{M}$.

Theorem 4.3. Let $Y_{j}$ be a solution of

$$
J Y_{j}^{\prime}=(\bar{\lambda} A+B) Y_{j}, \quad \operatorname{Im} \lambda \neq 0 .
$$

Then for all $Y$ in $D_{M}$,

$$
B_{a_{j}}(Y)=\lim _{x \rightarrow a} Y_{j}^{*} J Y
$$

exists if and only if $Y_{j}$ is in $L_{A}^{2}(a, c)$,

$$
B_{b_{j}}(Y)=\lim _{x \rightarrow b} Y_{j}^{*} J Y
$$

exists if and only if $Y_{j}$ is in $L_{A}^{2}(c, b)$.
Definition 4.4. Let $\operatorname{Im} \lambda \neq 0$. Let $M_{a}(\bar{\lambda})=\tilde{C}_{a}+\tilde{R}_{a} U_{a} R_{a}$ be on the limit circle at a. Let $\chi_{a}(x, \bar{\lambda})=\theta(x, \bar{\lambda})+\phi(x, \bar{\lambda}) M_{a}(\bar{\lambda})$ satisfy $(*)$ with $\lambda$ replaced by $\bar{\lambda}$ and be in $L_{A}^{2}(a, c)$. Let $M_{b}(\bar{\lambda})=\tilde{C}_{b}+\tilde{R}_{b} U_{b} R_{b}$ be on the limit circle at $b$. Let $\chi_{b}(x, \bar{\lambda})=$ $\theta(x, \bar{\lambda})+\phi(x, \bar{\lambda}) M_{b}(\bar{\lambda})$ satisfy (*) with $\lambda$ replaced by $\bar{\lambda}$ and be in $L_{A}^{2}(c, b)$. We define the boundary values $B_{a}(Y)$ and $B_{b}(Y)$ by setting

$$
\begin{aligned}
& B_{a}(Y)=\lim _{x \rightarrow a} \chi_{a}(x, \bar{\lambda})^{*} J Y(x), \\
& B_{b}(Y)=\lim _{x \rightarrow b} \chi_{b}(x, \bar{\lambda})^{*} J Y(x),
\end{aligned}
$$

for all $Y$ in $D_{M}$.
Note that $\bar{\lambda}$ is used in the definition. This is for convenience only and will be removed later.

Definition 4.5. We denote by $D$ those elements $Y$ in $L_{A}^{2}(a, b)$ satisfying (1) $l(Y)=J Y^{\prime}-B Y=A F$ exists almost everywhere for some $F$ in $L_{A}^{2}(a, b) ;(2) B_{a}(Y)=0$; (3) $B_{b}(Y)=0$, for some fixed $\lambda, \operatorname{Im} \lambda \neq 0$.

Definition 4.6. We define the operator $L$ by setting $L Y=F$ for all $Y$ in $D$.
5. The resolvent, the Green's function. The inverse of $(L-\lambda I)$ can be calculated with ease. We solve (*) together with the two boundary conditions. If we set $Y=\mathscr{Y} C$, variation of parameters shows $C^{\prime}=-J \mathscr{Y}^{*} A F$, where $\mathscr{Y}^{t}(x, \lambda)=\mathscr{Y}(x, \bar{\lambda})^{*}$. Thus

$$
Y(x)=-\mathscr{Y}(x, \lambda) \int_{c}^{x} J \mathscr{Y}^{t}(\xi, \lambda) A(\xi) F(\xi) d \xi+\mathscr{Y}(x, \lambda) K
$$

We multiply by

$$
\binom{\chi_{b}^{t}}{0} J
$$

so

$$
\binom{\chi_{b}^{t}}{0} J Y(x)=-\binom{\chi_{b}^{t}}{0} J Y \int_{c}^{x} J Y^{t} A F d \xi+\binom{\chi_{b}^{t}}{0} J Y K .
$$

Now

$$
\binom{\chi_{b}^{t}}{0} J Y
$$

is constant. At $x=c$,

$$
\binom{\chi_{b}^{t}}{0} J Y=\left(\begin{array}{cc}
M_{b}^{t} & -I_{n} \\
0 & 0
\end{array}\right)
$$

Thus

$$
\binom{\chi_{b}^{t}}{0} J Y(x)=\int_{c}^{x}\binom{\chi_{b}^{t}}{0} A F d \xi+\left(\begin{array}{cc}
M_{b}^{t} & -I_{n} \\
0 & 0
\end{array}\right) K .
$$

Letting $x \rightarrow b$, we get

$$
0=\int_{c}^{b}\binom{\chi_{b}^{t}}{0} A F d \xi+\left(\begin{array}{cc}
M_{b} & -I_{n} \\
0 & 0
\end{array}\right) K .
$$

Note that the integral exists since $\chi_{b}$ is in $L_{A}^{2}(c, b)$.
Now return to $Y$ and multiply by

$$
\binom{0}{\chi_{a}^{\prime}} J .
$$

Then

$$
\binom{0}{\chi_{a}^{\prime}} J Y(x)=\binom{0}{\chi_{a}^{\prime}} J \mathscr{Y} \int_{x}^{c} J \mathscr{y} A F d \xi+\binom{0}{\chi_{a}^{\prime}} J \mathscr{Y} K .
$$

Now

$$
\binom{0}{\chi_{a}^{\prime}} J \mathscr{O}
$$

is constant. At $x=c$

$$
\binom{0}{\chi_{a}^{t}} J \mathscr{Y}=\left(\begin{array}{cc}
0 & 0 \\
M_{a}^{t} & -I_{n}
\end{array}\right) .
$$

Thus

$$
\binom{0}{\chi_{a}^{t}} J Y(x)=-\int_{x}^{c}\binom{0}{\chi_{a}^{t}} A F d \xi+\left(\begin{array}{cc}
0 & 0 \\
M_{a}^{\prime} & -I_{n}
\end{array}\right) K .
$$

Letting $x \rightarrow a$, we get

$$
0=-\int_{a}^{c}\binom{0}{\chi_{a}^{t}} A F d \xi+\left(\begin{array}{cc}
0 & 0 \\
M_{a}^{t} & -I_{n}
\end{array}\right) K .
$$

Again the integral exists since $\chi_{a}$ is in $L_{A}^{2}(a, c)$.

Add the two limit equations together to get

$$
0=\int_{c}^{b}\binom{\chi_{b}^{t}}{0} A F d \xi-\int_{a}^{c}\binom{0}{\chi_{a}^{t}} A F d \xi+\left[\begin{array}{cc}
M_{b}^{t} & -I_{n} \\
M_{a}^{t} & -I_{n}
\end{array}\right] K .
$$

The coefficient of $K$ is nonsingular, yielding

$$
\begin{aligned}
K= & {\left[\begin{array}{cc}
\left(M_{a}-M_{b}\right)^{-1} & -\left(M_{a}-M_{b}\right)^{-1} \\
M_{a}\left(M_{a}-M_{b}\right)^{-1} & -M_{b}\left(M_{a}-M_{b}\right)^{-1}
\end{array}\right] \int_{c}^{b^{\prime}}\left[\begin{array}{cc}
I_{n} & M_{b}^{t} \\
0 & 0
\end{array}\right] \mathscr{Y}^{t} A F d \xi } \\
& \quad-\left[\begin{array}{cc}
\left(M_{a}-M_{b}\right)^{-1} & -\left(M_{a}-M_{b}\right)^{-1} \\
M_{a}\left(M_{a}-M_{b}\right)^{-1} & -M_{b}\left(M_{a}-M_{b}\right)^{-1}
\end{array}\right] \int_{a}^{c}\left(\begin{array}{cc}
0 & 0 \\
I_{n} & M_{a}^{t}
\end{array}\right) \mathscr{Y}^{t} A F d \xi .
\end{aligned}
$$

Inserting this in $Y$, we obtain

$$
\begin{aligned}
& Y(x)=\mathscr{Y}\left(\begin{array}{cc}
I_{n} & 0 \\
M_{b} & 0
\end{array}\right)\left(\begin{array}{cc}
0 & \left(M_{a}-M_{b}\right)^{-1} \\
\left(M_{a}-M_{b}\right)^{-1} & 0
\end{array}\right) \int_{a}^{x}\left(\begin{array}{cc}
0 & 0 \\
I_{n} & M_{a}^{t}
\end{array}\right) \mathscr{Y}^{t} A F d \xi \\
&+\mathscr{Y}\left(\begin{array}{cc}
0 & I_{n} \\
0 & M_{a}
\end{array}\right)\left(\begin{array}{cc}
0 & \left(M_{a}-M_{b}\right)^{-1} \\
\left(M_{a}-M_{b}\right)^{-1} & 0
\end{array}\right) \int_{x}^{b}\left(\begin{array}{cc}
I_{n} & M_{b}^{t} \\
0 & 0
\end{array}\right) \mathscr{Y}^{t} A F d \xi .
\end{aligned}
$$

Further computation shows this can be written as

$$
\begin{aligned}
& Y(x)=\chi_{b}(x, \lambda)\left(M_{a}(\lambda)-M_{b}(\lambda)\right)^{-1} \int_{a}^{x} \chi_{a}(\xi, \bar{\lambda})^{*} A(\xi) F(\xi) d \xi \\
&+\chi_{a}(x, \lambda)\left(M_{a}(\lambda)-M_{b}(\lambda)\right)^{-1} \int_{x}^{b} \chi_{b}(\xi, \bar{\lambda})^{*} A(\xi) F(\xi) d \xi
\end{aligned}
$$

Theorem 5.1. $(L-\lambda I)^{-1}$ is given by

$$
(L-\lambda I)^{-1} F(x)=\int_{a}^{b} G(\lambda, x, \xi) A(\xi) F(\xi) d \xi
$$

where

$$
\begin{array}{ll}
G(\lambda, x, \xi)=\chi_{b}(x, \lambda)\left(M_{a}(\lambda)-M_{b}(\lambda)\right)^{-1} \chi_{a}(\xi, \bar{\lambda})^{*}, & a<\xi<x<b, \\
G(\lambda, x, \xi)=\chi_{a}(x, \lambda)\left(M_{a}(\lambda)-M_{b}(\lambda)\right)^{-1} \chi_{b}(\xi, \bar{\lambda})^{*}, & a<x<\xi<b .
\end{array}
$$

Theorem 5.2. G is symmetric

$$
G(\lambda, x, \xi)=G(\bar{\lambda}, \xi, x)^{*} .
$$

Theorem 5.3. $(L-\lambda I)^{-1}$ is bounded

$$
\left\|(L-\lambda I)^{-1}\right\| \leqq 1 /|\operatorname{Im} \lambda| .
$$

Theorem 5.4. L is self-adjoint.
6. Parameter independence of the domain. It appears that $D$ is dependent on the parameter $\lambda$ used in the boundary conditions. Indeed, the Green's function was only calculated for $\lambda$. As shown in [11], however, we can demonstrate that $\lambda$ may vary with impunity so long as $\operatorname{Im} \lambda \neq 0$.

Theorem 6.1. Let $Y$ be in $D$. Then for all $\lambda, \operatorname{Im} \lambda \neq 0, B_{a}(Y)=0, B_{b}(Y)=0$.
Theorem 6.2. For all $\lambda, \operatorname{Im} \lambda \neq 0,(L-\lambda I)^{-1}$ exists and is given by $(* *)$

$$
\left\|(L-\lambda)^{-1}\right\| \leqq 1 /|\operatorname{Im} \lambda| .
$$

7. Green's formula. Only minor modifications in the technique used in [11] are needed to express the Lagrange bilinear form $Z^{*} J Y$ properly for insertion into Green's formula. Using the Green's function for the doubly singular problem, we get

$$
\begin{array}{ll}
G(\lambda, x, \xi)=\chi_{b}(x, \lambda)\left[M_{a}(\lambda)-M_{b}(\lambda)\right]^{-1} \chi_{a}(\xi, \bar{\lambda})^{*}, & a \leqq \xi<x \leqq b, \\
G(\lambda, x, \xi)=\chi_{a}(x, \lambda)\left[M_{a}(\lambda)-M_{b}(\lambda)\right]^{-1} \chi_{b}(\xi, \bar{\lambda})^{*}, & a \leqq x<\xi \leqq b ;
\end{array}
$$

instead of the one for the previous problem [11]. We set

$$
R_{Y}(x)=\int_{a}^{b} G(\lambda x, \xi) A(\xi) F(\xi) d \xi .
$$

The previous calculation [11] then goes through without change.
Assume that for $\operatorname{Im} \lambda \neq 0$ there are $m$ solutions of (*) in $L_{A}^{2}(c, b), a<c<b$. Since $n$ of these are represented by $\chi_{b}$, the other $m-n$ are linear combinations of columns of $\phi$.

Theorem 7.1. Let $\phi(x, \lambda)=\left(\phi_{1}, \phi_{2}\right)(x, \lambda) E_{b}$, where $\phi_{1}$ consists of all of the $\phi-$ $L_{A}^{2}(c, b)$ solutions of $(*)$. Let $\phi(x, \bar{\lambda})=\left(\phi_{1}, \phi_{2}\right)(x, \bar{\lambda}) \tilde{E}_{b}$, where $\phi_{1}$ consists of all of the $\phi-L_{A}^{2}(c, b)$ solutions of $(*)$ with $\lambda$ replaced by $\bar{\lambda}$. Let $\left(\chi_{1}, \chi_{2}\right)(x, \bar{\lambda})=\chi_{b}(x, \bar{\lambda}) E_{b}^{*}$ and let $\left(\chi_{1}, \chi_{2}\right)(x, \lambda)=\chi_{b}(x, \lambda) \tilde{E}_{b}^{*}$. Then for all $Y$ and $Z$ in $D_{M}$,

$$
\lim _{x \rightarrow b} \chi_{2}(x, \bar{\lambda})^{*} J Y(x)=0, \quad \lim _{x \rightarrow b} \chi_{2}(x, \lambda)^{*} J Z(x)=0 .
$$

Returning to $\lim _{x \rightarrow b} Z(x)^{*} J Y(x)$, we find

$$
\begin{aligned}
\lim _{x \rightarrow b} Z(x)^{*} J Y(x)= & {\left[\lim _{x \rightarrow b} \phi_{1}(x, \lambda)^{*} J Z(x)\right]^{*}\left[\lim _{x \rightarrow b} \chi_{1}(x, \bar{\lambda})^{*} J Y(x)\right] } \\
& -\left[\lim _{x \rightarrow b} \chi_{1}(x, \lambda)^{*} J Z(x)\right]^{*}\left[\lim _{x \rightarrow b} \phi_{1}(x, \bar{\lambda})^{*} J Y(x)\right] .
\end{aligned}
$$

Hence we formulate the following theorem.
Theorem 7.2. Under the conditions of Theorem 7.1, let

$$
\begin{aligned}
& B_{b}(Y)=\binom{\lim _{x \rightarrow b} \chi_{1}(x, \bar{\lambda})^{*} J Y(x)}{\lim _{x \rightarrow b} \phi_{1}(x, \bar{\lambda})^{*} J Y(x)}, \\
& \tilde{B}_{b}(Z)=\binom{\lim _{x \rightarrow b} \chi_{1}(x, \lambda)^{*} J Z(x),}{\lim _{x \rightarrow b} \phi_{1}(x, \lambda)^{*} J Z(x)}, \\
& J_{b}=\left(\begin{array}{cc}
0 & -I_{m-n} \\
I_{m-n} & 0
\end{array}\right),
\end{aligned}
$$

where $(m, m)$ are the defect indices of $(*)$ at $b$. Then

$$
\lim _{x \rightarrow b} Z(x)^{*} J Y(x)=\tilde{B}_{b}(Z)^{*} J_{b} B_{b}(Y) .
$$

The symbol ${ }^{\sim}$ indicates $\lambda$ is used instead of $\bar{\lambda}$.
Assume that for $\operatorname{Im} \lambda \neq 0$, there are $p$ solutions of (*) in $L_{A}^{2}(a, c), a<c<b$. Since $n$ of these are represented by $\chi_{a}$, the other $p-n$ are linear combinations of $\phi$.

Theorem 7.3. Let $\phi(x, \lambda)=\left(\phi_{1}, \phi_{2}\right)(x, \lambda) E_{a}$, where $\phi_{1}$ consists of all of the $\phi-$ $L_{A}^{2}(a, c)$ solutions of $(*)$. Let $\phi(x, \bar{\lambda})=\left(\phi_{1}, \phi_{2}\right)(x, \lambda) \tilde{E}_{a}$, where $\phi_{1}$ consists of all the $\phi-L_{A}^{2}(a, c)$ solutions of $(*)$ with $\lambda$ replaced by $\bar{\lambda}$. Let $\left(\chi_{1}, \chi_{2}\right)(x, \bar{\lambda})=\chi_{a}(x, \bar{\lambda}) E_{a}^{*}$, and let $\left(\chi_{1}, \chi_{2}\right)(x, \lambda)=\chi_{a}(x, \lambda) \tilde{E}_{a}^{*}$. Then for all $Y$ and $Z$ in $D_{M}$,

$$
\lim _{x \rightarrow a} \chi_{2}(x, \bar{\lambda})^{*} J Y(x)=0, \quad \lim _{x \rightarrow a} \chi_{2}(x, \lambda)^{*} J Z(x)=0
$$

Theorem 7.4. Under the conditions of Theorem 7.3, let

$$
\begin{aligned}
& B_{a}(Y)=\binom{\lim _{x \rightarrow a} \chi_{1}(x, \bar{\lambda})^{*} J Y(x)}{\lim _{x \rightarrow a} \phi_{1}(x, \bar{\lambda})^{*} J Y(x)}, \\
& \tilde{B}_{a}(Z)=\binom{\lim _{x \rightarrow a} \chi_{1}(x, \lambda)^{*} J Z(x)}{\lim _{x \rightarrow a} \phi_{1}(x, \lambda)^{*} J Z(x)}, \\
& J_{a}=\left(\begin{array}{cc}
0 & -I_{p-n} \\
I_{p-n} & 0
\end{array}\right),
\end{aligned}
$$

where $(p, p)$ are the defect indices of $(*)$ at $a$; then

$$
\lim _{x \rightarrow a} Z^{*}(x) J Y(x)=\tilde{B}_{a}(Z)^{*} J_{a} B_{a}^{*}(Y)
$$

Again the symbol ${ }^{\sim}$ indicates $\lambda$ is used instead of $\bar{\lambda}$.
The pieces now can be put together to yield

$$
\int_{a}^{b}\left\{Z^{*}\left[J Y^{\prime}-B Y\right]-\left[J Z^{\prime}-B Z\right]^{*} Y\right\} d x=\left(\tilde{B}_{a}(Z)^{*}, \tilde{B}_{b}(Z)^{*}\right)\left(\begin{array}{cc}
-J_{a} & 0 \\
0 & J_{b}
\end{array}\right)\binom{B_{a}(Y)}{B_{b}(Y)} .
$$

If $M, N, P, Q$ are $r \times(2 p-2 n), r \times(2 m-2 n),(2 m+2 p-4 n-r) \times(2 p-2 n)$, and $(2 m+2 p-4 n-r) \times(2 m-2 n)$ matrices, $0 \leqq r \leqq 2 m+2 p$, and $\tilde{M}, \tilde{N}, \tilde{P}, \tilde{Q}$ are chosen so that

$$
\left(\begin{array}{ll}
\tilde{M}^{*} & \tilde{P}^{*} \\
\tilde{N}^{*} & \tilde{Q}^{*}
\end{array}\right)\left(\begin{array}{ll}
M & N \\
P & Q
\end{array}\right)=\left(\begin{array}{cc}
-J_{a} & 0 \\
0 & J_{b}
\end{array}\right)
$$

We finally have the following theorem.
Theorem 7.5 (Green's formula). Let $Y$ and $Z$ be in $D_{M}$. Then

$$
\begin{aligned}
\int_{a}^{b}\{ & \left.Z^{*}\left[J Y^{\prime}-B Y\right]-\left[J Z^{\prime}-B Z\right]^{*} Y\right\} d x \\
= & {\left[\tilde{M} \tilde{B}_{a}(Z)+\tilde{N} B_{b}(Z)\right]^{*}\left[M B_{a}(Y)+N B_{b}(Y)\right] } \\
& +\left[\tilde{P} \tilde{B}_{a}(Z)+\tilde{Q} B_{b}(Z)\right]^{*}\left[P B_{a}(Y)+Q B_{b}(Y)\right] .
\end{aligned}
$$

Definition 7.6. We denote by $\tilde{D}$ those elements $Y$ in $L_{A}^{2}(a, b)$ satisfying
(1) $Y$ is in $D_{M}$;
(2) $M B_{a}(Y)+N B_{b}(Y)=0$.

Definition 7.7. We denote by $\tilde{L}$ the operator defined by setting $\tilde{L} Y=F$ whenever $J Y^{\prime}-B Y=A F$ and $Y$ is in $\tilde{D}$.

Definition 7.8. We denote by $\tilde{D}^{*}$ those elements $Z$ in $L_{A}^{2}(a, b)$ satisfying
(1) $Z$ is in $D_{M}$;
(2) $\tilde{P} \tilde{B}_{a}(Z)+\tilde{Q} \tilde{B}_{b}(Z)=0$.

Definition 7.9. We denote by $\tilde{L}^{*}$ the operator defined by setting $\tilde{L}^{*} Z=G$ whenever $J Z^{\prime}-B Z=A G$ and $Z$ is in $\tilde{D}^{*}$.

Theorem 7.10. The abuse of notation above is correct. The adjoint of $\tilde{L}$ in $L_{A}^{2}(a, b)$ is $\tilde{L}^{*}$. The adjoint of $\tilde{L}^{*}$ in $L_{A}^{2}(a, b)$ is $\tilde{L}$.

The proof is almost the same as that with only one singular point.
8. Self-adjoint problems. In [11] it was shown that every boundary condition at $b$ can be written as a linear combination of terms from

$$
B_{b}(Y)=\left[\begin{array}{l}
\lim _{x \rightarrow b} \chi_{1}(x, \bar{\lambda})^{*} J Y(x) \\
\lim _{x \rightarrow b} \phi_{1}(x, \bar{\lambda})^{*} J Y(x)
\end{array}\right]
$$

In particular $\tilde{B}_{b}(Y)$ has the representation

$$
B_{b}(Y)=V \tilde{B}_{b}(Y)
$$

where

$$
V_{b}=\left(\begin{array}{cc}
V_{11} & 0 \\
V_{21} & V_{22}
\end{array}\right)
$$

is nonsingular. If $\lambda$ can be made real, then $V_{b}=I$.
This same sort of representation also holds at $a$ :

$$
B_{a}(Y)=V_{a} \tilde{B}_{a}(Y)
$$

As an immediate consequence, we find the following theorem holds.
Theorem 8.1. $\tilde{L}$ is self-adjoint if and only if $r=m+p-2 n$ and

$$
M V_{a} J_{a} M^{*}=N V_{b} J_{b} N^{*}
$$

9. The spectral resolution of $L$. The operator $L$ was defined in $\S 4$. Restricted to a finite regular subinterval ( $a^{\prime}, b^{\prime}$ ), the resulting operator has a well-known spectral resolution that is an eigenfunction expansions: if $\left\{\lambda_{k}\right\}_{k=1}^{\infty}$ are the eigenvalues with $\chi_{k}=\theta\left(x, \lambda_{k}\right) S_{k}+\phi\left(x, \lambda_{k}\right) T_{k}, k=1, \cdots$, the associated normalized eigenfunctions, then

$$
\chi_{k}=\mathscr{Y}\left(x, \lambda_{k}\right)\binom{S_{k}}{T_{k}}
$$

and we have the following theorem.
Theorem 9.1. For all $F$ in $L_{A}^{2}\left(a^{\prime}, b^{\prime}\right)$,

$$
F(x)=\sum_{k=1}^{\infty} \mathscr{Y}\left(x, \lambda_{k}\right)\binom{S_{k}}{T_{k}}\left(S_{k}^{*}, T_{k}^{*}\right) \int_{a^{\prime}}^{b^{\prime}} \mathscr{Y}\left(\xi, \lambda_{k}\right)^{*} A(\xi) F(\xi) d \xi .
$$

Parseval's equality also holds.
Theorem 9.2. For all $F$ in $L_{A}^{2}\left(a^{\prime}, b^{\prime}\right)$,

$$
\int_{a^{\prime}}^{b^{\prime}} F^{*} A F d \xi=\left[\int_{a^{\prime}}^{b^{\prime}} \mathscr{Y}\left(\xi, \lambda_{k}\right)^{*} A F d \xi\right]^{*}\left(\begin{array}{ll}
S_{k} S_{k}^{*} & S_{k} T_{k}^{*} \\
T_{k} S_{k}^{*} & T_{k} T_{k}^{*}
\end{array}\right)\left[\int_{a^{\prime}}^{b^{\prime}} \mathscr{Y}\left(\xi, \lambda_{k}\right)^{*} A F d \xi\right] .
$$

Definition 9.3. Let $R_{k}^{2}$ denote the $2 n \times 2 n$ matrix

$$
\left(\begin{array}{ll}
S_{k} S_{k}^{*} & S_{k} T_{k}^{*} \\
T_{k} S_{k}^{*} & T_{k} T_{k}^{*}
\end{array}\right)
$$

Definition 9.4. Let

$$
\begin{aligned}
G_{I}(\lambda) & =\int_{a^{\prime}}^{b^{\prime}} \mathscr{Y}(\xi, \lambda)^{*} A F d \xi, \\
& =\int_{a^{\prime}}^{b^{\prime}}\binom{\theta(\xi, \lambda)^{*}}{\phi(\xi, \lambda)^{*}} A F d \xi .
\end{aligned}
$$

Definition 9.5. Let $P_{I}(\lambda)$ be a $2 n \times 2 n$ matrix-valued function satisfying
(1) $P_{I}(0+)=0$;
(2) $P_{I}(\lambda)$ is increasing, jumping $R_{k}^{2}$ at $\lambda=\lambda_{k}$, but otherwise constant, continuous from above.

Thus

$$
\begin{aligned}
& P_{I}(\lambda)=\sum_{0<\lambda \leqq \lambda} R_{k}^{2}, \quad \lambda \geqq 0, \\
& P_{I}(\lambda)=-\sum_{\lambda<\lambda \leqq 0} R_{k}^{2}, \quad \lambda<0 .
\end{aligned}
$$

Theorem 9.6 (Parseval's equality). Let $F$ be an arbitrary element in $L_{A}^{2}\left(a^{\prime}, b^{\prime}\right)$. Then

$$
\int_{a^{\prime}}^{b^{\prime}} F^{*} A F d \xi=\int_{-\infty}^{\infty} G_{I}^{*}(\lambda) d P_{I}(\lambda) G_{I}(\lambda)
$$

This can be extended by the polarization identities.
Corollary 9.7. Let $F_{1}, F_{2}$ be arbitrary elements in $L_{A}^{2}\left(a^{\prime}, b^{\prime}\right)$. Let $G_{I 1}, G_{I 2}$ correspond to them according to Definition 9.4. Then

$$
\int_{a^{\prime}}^{b^{\prime}} F_{2}^{*} A F_{1} d \xi=\int_{-\infty}^{\infty} G_{12}(\lambda)^{*} d P_{I}(\lambda) G_{I 1}(\lambda) .
$$

Theorem 9.8. There exists a nondecreasing $2 n \times 2 n$ matrix-valued function $P(\lambda)$, defined on $(-\infty, \infty)$ satisfying
(1) $P(0+)=0$;
(2) $P(\lambda)-P(\mu)=\lim _{I \rightarrow(a, b)}\left[P_{I}(\lambda)-P_{I}(\mu)\right], \lambda>\mu$.

The proof consists of showing that if

$$
\begin{array}{ll}
H(x)=\chi_{b^{\prime}}(x, \lambda)\left[M_{a^{\prime}}-M_{b^{\prime}}\right]^{-1} \chi_{a^{\prime}}(c, \bar{\lambda})^{*}, & c<x, \\
H(x)=\chi_{a^{\prime}}(x, \lambda)\left[M_{a^{\prime}}-M_{b^{\prime}}\right]^{-1} \chi_{b^{\prime}}(c, \bar{\lambda})^{*}, & c>x .
\end{array}
$$

Then $\int_{a^{\prime}}^{b^{\prime}} H^{*} A H d x<K$. This ultimately yields

$$
\int_{-\mu}^{\mu} d P_{I}(\lambda)<K\left(1+\mu^{2}\right) .
$$

Helly's first convergence theorem can then be applied. See [10].
Theorem 9.9. If $F$ is in $L_{A}^{2}(a, b)$ there is a function $G(\lambda)$ in $L_{p}^{2}(-\infty, \infty)$, with inner product

$$
(G, H)_{p}=\int_{-\infty}^{\infty} H^{*} d P G
$$

such that if

$$
E(\lambda)=G(\lambda)-\int_{a^{\prime}}^{b^{\prime}} \mathscr{Y}(\xi, \lambda)^{*} A(\xi) F(\xi) d \xi
$$

then

$$
\lim _{\left(a^{\prime}, b^{\prime}\right) \rightarrow(a, b)} \int_{-\infty}^{\infty} E(\lambda)^{*} d P(\lambda) E(\lambda)=0
$$

and

$$
\int_{a}^{b} F(\xi)^{*} A(\xi) F(\xi) d \xi=\int_{-\infty}^{\infty} G(\lambda)^{*} d P(\lambda) G(\lambda)
$$

Theorem 9.10. If $G(\lambda)$ is the limit of $\int_{a^{\prime}}^{b^{\prime}}$ Y $(\xi, \lambda)^{*} A(\xi) F(\xi) d \xi$ in $L_{p}^{2}(-\infty, \infty)$, then

$$
\int_{-\infty}^{\infty} \mathscr{Y}(x, \lambda) d P(\lambda) G(\lambda)=F(x)
$$

in $L_{A}^{2}(a, b)$, that is,

$$
\lim _{I \rightarrow(-\infty, \infty)} \int_{a}^{b}\left[F-\int_{I} \mathscr{Y} d P G\right]^{*} A\left[F-\int_{I} \mathscr{Y} d P G\right] d \xi=0 .
$$

Theorem 9.9 may be extended to involve inner products by use of the polarization identity. The inner product form of Parseval's equality is

$$
\int_{a}^{b} F_{2}(\xi)^{*} A(\xi) F_{I}(\xi) d \xi=\int_{-\infty}^{\infty} G_{2}(\lambda)^{*} d P(\lambda) G_{1}(\lambda),
$$

where

$$
G_{j}(\lambda)=\int_{a}^{b} \mathscr{Y}(\xi, \lambda)^{*} A(\xi) F_{j}(\xi) d \xi, \quad j=1,2 .
$$

Theorems 9.9 and 9.10 may be extended to represent the resolvent operator $\left(L-\lambda_{0} I\right)^{-1}$ when $\lambda_{0}$ is not in the support of $d P(\lambda)$. Parseval's equality is

$$
\int_{a}^{b}\left[\left(L-\lambda_{0} I\right)^{-1} F(\xi)\right]^{*} A(\xi)\left[\left(L-\lambda_{0} I\right)^{-1} F(\xi)\right] d \xi=\int_{-\infty}^{\infty} \frac{G(\lambda)^{*} d P(\lambda) G(\lambda)}{\left|\lambda-\lambda_{0}\right|^{2}} .
$$

The resolvent expansion is

$$
\left(L-\lambda_{0} I\right)^{-1} F(x)=\int_{-\infty}^{\infty} \mathscr{Y}(x, \lambda) d P(\lambda) \frac{G(\lambda)}{\lambda-\lambda_{0}} .
$$

10. The converse problem. The preceding section began with choosing an $F$ in $L_{A}^{2}(a, b)$, producing a $G$ in $L_{p}^{2}(-\infty, \infty)$, and then showing that $F$ could be recovered from $G$. In this section we begin with $G$, produce $F$, and then recover $G$.

Without the assumption that $J Y^{\prime}-B Y=0, A Y=0$ implies $Y=0, L_{p}^{2}(-\infty, \infty)$ may be too large in the sense that $G \rightarrow F \rightarrow \tilde{G}$, but $\tilde{G}$ may not equal $G$. $\tilde{G}$ may be only in a subspace of $L_{p}^{2}(-\infty, \infty)$.

With the assumption made in the Introduction (i.e., let $F=0$ ), there is no such difficulty.

Theorem 10.1. If $G(\lambda)$ is in $L_{p}^{2}(-\infty, \infty)$, there is a unique $F(x)$ in $L_{A}^{2}(a, b)$ such that

$$
F(x)=\int_{-\infty}^{\infty} \mathscr{Y}(x, \lambda) d P(\lambda) G(\lambda)
$$

and

$$
G(\lambda)=\int_{a}^{b} \mathscr{Y}(\xi, \lambda)^{*} A(\xi) F(\xi) d \xi .
$$

11. The relation between $M_{a}, M_{b}$, and $P(\boldsymbol{\lambda})$. The matrices $M_{a}$ and $M_{b}$ can frequently be determined by a careful inspection of the solutions of (*) to determine appropriate $L_{A}^{2}$ solutions. More difficult is the determination of the spectral matrix $P(\lambda)$, since its existence follows from Helly's selection theorems. Fortunately, they are intimately connected.

Theorem 11.1. Let

$$
M=\left(\begin{array}{ll}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{array}\right),
$$

where

$$
\begin{aligned}
& M_{11}=\left(M_{a}-M_{b}\right)^{-1}-\left(M_{a}^{*}-M_{b}^{*}\right)^{-1}=2 i \operatorname{Im}\left(M_{a}-M_{b}\right)^{-1}, \\
& M_{12}=\frac{1}{2}\left(M_{a}-M_{b}\right)^{-1}\left(M_{a}+M_{b}\right)-\frac{1}{2}\left(M_{a}^{*}-M_{b}^{*}\right)^{-1}\left(M_{a}^{*}+M_{b}^{*}\right), \\
& M_{21}=-\frac{1}{2}\left(M_{a}+M_{b}\right)\left(M_{a}-M_{b}\right)^{-1}+\frac{1}{2}\left(M_{a}^{*}+M_{b}^{*}\right)\left(M_{a}^{*}-M_{b}^{*}\right)^{-1}=-M_{12}^{*}, \\
& M_{22}=M_{a}\left(M_{a}-M_{b}\right)^{-1} M_{b}-M_{b}^{*}\left(M_{a}^{*}-M_{b}^{*}\right)^{-1} M_{a}^{*}=2 i \operatorname{Im} M_{a}\left(M_{a}-M_{b}\right)^{-1} M_{b} .
\end{aligned}
$$

If $\lambda_{1}$ and $\lambda_{2}$ are real, then

$$
P\left(\lambda_{2}\right)-P\left(\lambda_{1}\right)=\lim _{v \rightarrow 0+} \frac{1}{2 \pi i} \int_{\lambda_{1}}^{\lambda_{2}} M(\mu+i v) d \mu
$$

12. The spectral resolution. We connect these results to the classic representation of the identity as an integral generated by a projection valued measure $E_{\lambda}$. Given

$$
F(x)=\int_{-\infty}^{\infty} \mathscr{Y}(x, \lambda) d P(\lambda) G(\lambda)
$$

where

$$
G(\lambda)=\int_{a}^{b} \mathscr{Y} *(\xi, \lambda) A(\xi) F(\xi) d \xi
$$

we define

$$
E_{\lambda} F(x)=\int_{-\infty}^{\lambda+} \mathscr{Y}(x, \lambda) d P(\lambda) G(\lambda) .
$$

Considered as the limit of eigenfunction expansions, $E_{\lambda}$ can easily be shown to be a projection that is continuous from above and satisfies $E_{\lambda_{1}} E_{\lambda_{2}}=E_{\lambda_{1}}$ when $\lambda_{1} \leqq \lambda_{2}$, as well as $E_{-\infty}=0, E_{\infty}=I$. If we let $\left\{\lambda_{j}\right\}_{j=-\infty}^{\infty}$ be a partition of $(-\infty, \infty), \lambda_{i}<\lambda_{j}$ if $i<j$, and

$$
\Delta_{j} E F(x)=\int_{\lambda_{j}}^{\lambda_{j+1}} \mathscr{Y}(x, \lambda) d P(\lambda) G(\lambda),
$$

then $F(x)=\sum_{j=-\infty}^{\infty} \Delta_{j} E F(x)$. As $\left\{\lambda_{j}\right\}_{j=-\infty}^{\infty}$ becomes finer, we may write

$$
F(x)=\int_{-\infty}^{\infty} d E_{\lambda} F(x)
$$

as the limit of the decomposition above.
If $Y$ is in $D$, it has the representation

$$
Y(x)=\int_{-\infty}^{\infty} \mathscr{Y}(x, \lambda) d P(\lambda) G(\lambda),
$$

where

$$
G(\lambda)=\int_{a}^{b} \mathscr{Y}^{*}(\xi, \lambda) A(\xi) Y(\xi) d \xi
$$

Then

$$
L Y=\int_{-\infty}^{\infty} \lambda \mathscr{Y}(x, \lambda) d P(\lambda) G(\lambda),
$$

which is equivalent to

$$
L Y(x)=\int_{-\infty}^{\infty} \lambda d E_{\lambda} Y(x) .
$$

The resolvent operator also has the standard representation. If $\lambda_{0}$ is complex,

$$
\left(L-\lambda_{0} I\right)^{-1} F(x)=\int_{-\infty}^{\infty} \frac{1}{\lambda-\lambda_{0}} d E_{\lambda} F(x) .
$$

It is apparent that $\lambda_{0}$ is in the spectrum of $L$ if and only if it is in the support of $d E_{\lambda}$ or $d P(\lambda)$.

Example. (The Legendre Squared Problem.) The square of the Legendre operator is

$$
L y=\left[\left(1-x^{2}\right)^{2} y^{\prime \prime}\right]^{\prime \prime}-2\left[\left(1-x^{2}\right) y^{\prime}\right]^{\prime} .
$$

We put this in system format by setting $y_{1}=y, y_{2}=y^{\prime}, y_{3}=-\left(\left(1-x^{2}\right)^{2} y^{\prime \prime}\right)^{\prime}-2\left(1-x^{2}\right) y^{\prime}$, $y_{4}=\left(1-x^{2}\right) y^{\prime \prime}$. Then $(L-\lambda) y=0$ becomes

$$
\left(\begin{array}{rrrr}
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3} \\
y_{4}
\end{array}\right)^{\prime}=\left[\lambda\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)+\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 2\left(1-x^{2}\right) & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 /\left(1-x^{2}\right)^{2}
\end{array}\right)\right]\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3} \\
y_{4}
\end{array}\right) .
$$

With $\lambda=0$ there are four solutions, all of which are square integrable over $(-1,1)$. They are

$$
Y_{1}=\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right), \quad Y_{2}=\left(\begin{array}{c}
\ln (1+x) \\
(1+x)^{-1} \\
0 \\
-(1-x)^{-2}
\end{array}\right), \quad Y_{3}=\left(\begin{array}{c}
\ln (1-x) \\
-(1-x)^{-1} \\
0 \\
-(1+x)^{-2}
\end{array}\right)
$$

and $Y_{4}$, whose initial component is

$$
y_{1}=\int^{x}(1-t)^{-1} \int^{t}\left[\ln (1-s) /(1+s)^{2}\right] d s d t,
$$

but nonetheless is square integrable. Each generates boundary conditions at $\pm 1$. We content ourselves with displaying those satisfied by the Legendre polynomials. They are in terms of scalar $y$,

$$
\begin{aligned}
& \lim _{x \rightarrow-1}\left[\left(1-x^{2}\right)^{2} y^{\prime \prime \prime}-4 x\left(1-x^{2}\right) y^{\prime \prime}-2\left(1-x^{2}\right) y^{\prime}\right]=0, \\
& \lim _{x \rightarrow-1}(1+x)^{2}\left(-y^{\prime}+(1-x) y^{\prime \prime}\right)=0, \\
& \lim _{x \rightarrow 1}\left[-\left(1-x^{2}\right)^{2} y^{\prime \prime \prime}+4 x\left(1-x^{2}\right) y^{\prime \prime}+2\left(1-x^{2}\right) y^{\prime}\right]=0, \\
& \lim _{x \rightarrow 1}(1-x)^{2}\left(y^{\prime}+(1+x) y^{\prime \prime}\right)=0 .
\end{aligned}
$$

For system $Y$, they are, of course, $\lim Y_{j}^{*} J Y$, where $j=1,2$ as $x \rightarrow 1, j=1,3$ as $x \rightarrow-1$.
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#### Abstract

Existence and uniqueness theorems for third-order boundary value problems are studied. The methods used are the Leray-Schauder continuation theorem and Wirtinger-type inequalities.


Key words. third-order boundary value problems, Leray-Schauder continuation theorem, Wirtinger-type inequalities, sandwich beam

AMS(MOS) subject classifications. 34B10, 34B15

1. Introduction. The existence and uniqueness of third-order boundary value problems deserve a good deal of attention, since they occur in a wide variety of applications. For example, a three-layer beam is formed by parallel layers of different materials. For an equally loaded beam of this type, Krajcinovic [6] has shown that the deflection $\psi$ is governed by an ordinary third-order linear differential equation

$$
\psi^{\prime \prime \prime}-K^{2} \psi^{\prime}+a=0
$$

where $K^{2}$ and $a$ are physical parameters depending on the elasticity of the layers. The condition of zero moment at the free ends implies the boundary conditions,

$$
\psi^{\prime}(0)=\psi^{\prime}(1)=0,
$$

and symmetry yields the third boundary condition

$$
\psi(1 / 2)=0
$$

For recent results concerning third-order boundary value problems, we refer the readers to $[1]-[5],[8]-[10]$.

The purpose of this paper is to study existence and uniqueness results for nonlinear third-order boundary value problems

$$
\begin{align*}
& u^{\prime \prime \prime}+f\left(u^{\prime}\right) u^{\prime \prime}=g\left(x, u, u^{\prime}, u^{\prime \prime}\right)+e(x)  \tag{1.1}\\
& u^{\prime}(0)=u^{\prime}(1)=u(\eta)=0, \quad 0 \leq \eta \leq 1 \tag{1.2}
\end{align*}
$$

and

$$
\begin{align*}
& u^{\prime \prime \prime}=g\left(x, u, u^{\prime}, u^{\prime \prime}\right)+e(x)  \tag{1.3}\\
& u^{\prime}(0)=u^{\prime \prime}(1)=u(\eta)=0, \quad 0 \leq \eta \leq 1 \tag{1.4}
\end{align*}
$$

[^48]where $f \in C(R, R)$ and $g:[0,1] \times R^{3} \rightarrow R$ satisfies Carathéodory's conditions, that is
(1) for almost everywhere $x \in[0,1]$, the function $u \in R^{3} \rightarrow g(x, u) \in R$ is continuous;
(2) for every $u \in R^{3}$, the function $x \in[0,1] \rightarrow g(x, u) \in R$ is measurable;
(3) for every $r>0$, there is a real valued function $g_{r}(x) \in L^{1}[0,1]$ such that for almost everywhere $x \in[0,1],|g(x, u)| \leq g_{r}(x)$ wherever $\|u\| \leq r$.

The boundary value problems (1.1), (1.2) and (1.3), (1.4) are in the form of operator equations

$$
L u+N u=w, \quad \text { where } \quad L: D(L) \subset X \rightarrow Y
$$

is a linear operator, $N: X \rightarrow Y$ is a nonlinear operator and $X, Y$ are suitably Banach spaces in duality (denoted by (, )). Clearly the linear operator $L$ in (1.1), (1.2) or (1.3), (1.4) is given by

$$
L u=u^{\prime \prime \prime}
$$

where the boundary conditions (1.2) or (1.3) are used to define the domain, $D(L)$, of $L$. Our study is motivated by the observation that although it is not possible to obtain necessary a priori estimates to use Leray-Schauder continuation theorem using ( $L u, u$ ), it is possible to obtain the necessary a priori estimates using ( $L u, u^{\prime}$ ). In fact, we use ( $L u, u^{\prime}$ ) and Wirtinger-type inequalities to obtain the needed a priori estimates to apply Leray-Schauder continuation theorem. Accordingly, we believe that our methods to study the boundary value problems (1.1), (1.2) and (1.3), (1.4) are natural and different than those used in [1]-[5], [8]-[10].

In $\S \S 2$ and 3 we present some existence and uniqueness results for problems (1.1), (1.2) and (1.3), (1.4), and in $\S 4$ we compare our results with the results given in [3], [10]. First we present some results, which help to simplify the proofs of our main results. Let us define

$$
\|u\|_{\infty}=\sup _{0 \leq x \leq 1}|u(x)|, \quad \text { and } \quad\|u\|_{2}^{2}=\int_{0}^{1} u^{2}(x) d x
$$

Lemma 1.1. If $u(x) \in C^{1}[0,1]$ and $u(0)=0$, then $\|u\|_{2}^{2} \leq\left(4 / \pi^{2}\right)\left\|u^{\prime}\right\|_{2}^{2}$.
Lemma 1.2. If $u(x) \in C^{1}[0,1]$ and $u(0)=u(1)=0$, then $\|u\|_{2}^{2} \leq\left(1 / \pi^{2}\right)\left\|u^{\prime}\right\|_{2}^{2}$.
Lemma 1.3. Let $M_{\eta}=\max \{\eta, 1-\eta\}, 0 \leq \eta \leq 1$. If $u(\eta)=0$, then

$$
\|u\|_{2}^{2} \leq \frac{4}{\pi^{2}} M_{\eta}^{2}\left\|u^{\prime}\right\|_{2}^{2}
$$

Proof. Since $u(\eta)=0$, then by Lemma 1.1,

$$
\int_{0}^{\eta} u^{2}(x) d x \leq \frac{4}{\pi^{2}} \eta^{2} \int_{0}^{\eta}\left[u^{\prime}(x)\right]^{2} d x
$$

and

$$
\int_{\eta}^{1} u^{2}(x) d x \leq \frac{4}{\pi^{2}}(1-\eta)^{2} \int_{\eta}^{1}\left[u^{\prime}(x)\right]^{2} d x .
$$

Thus

$$
\int_{0}^{1} u^{2}(x) d x \leq \frac{4}{\pi^{2}} \eta^{2} \int_{0}^{\eta}\left[u^{\prime}(x)\right]^{2} d x+\frac{4}{\pi^{2}}(1-\eta)^{2} \int_{\eta}^{1}\left[u^{\prime}(x)\right]^{2} d x
$$

or

$$
\|u\|_{2}^{2} \leq \frac{4}{\pi^{2}} M_{\eta}^{2}\left\|u^{\prime}\right\|_{2}^{2}
$$

Lemma 1.4. If $u(0)=u(1)=0$, then

$$
\|u\|_{\infty} \leq \frac{1}{2} \int_{0}^{1}\left|u^{\prime}(x)\right| d x
$$

Let us define the space $H^{3}(0,1)$ by

$$
H^{3}(0,1)=\left\{\begin{array}{ll}
u \in[[0,1], R]: \frac{d^{j} u}{d x^{j}} & \text { is absolutely continuous on }[0,1] \\
& \text { for } j=0,1,2, \text { and } \frac{d^{3} u}{d x^{3}} \in L^{2}([0,1])
\end{array}\right\}
$$

with the usual inner product and the corresponding norm $|\cdot|_{H^{3}}$. We define a linear operator

$$
L: D(L) \subset C^{2}[0,1] \rightarrow L^{1}[0,1]
$$

by setting

$$
D(L)=\left\{u \in H^{3}(0,1): u \quad \text { satisfies }(1.2) \text { or }(1.4)\right\}
$$

and for $u \in D(L)$,

$$
L u=\frac{d^{3} u}{d x^{3}} .
$$

Lemma 1.5. ker $L=\{0\}$.
2. Existence results. In this section we apply the results of $\S 1$ and the version of Leray-Schauder continuation theorem given by Mawhin in Corollary IV. 7 [7] to obtain the existence of a solution for the boundary value problems (1.1), (1.2) and (1.3), (1.4).

TheOrem 2.1. Let $g:[0,1] \times R^{3} \rightarrow R$ satisfy Carathéodory's conditions, and $f \in C(R, R)$. Assume that
(i) There exist functions $a(x) \in C^{1}[0,1], b(x), c(x) \in C[0,1], d(x) \in L^{1}[0,1]$, and real numbers $a_{0}, b_{0}, c_{0} \in R$ such that

$$
a^{\prime}(x) \leq a_{0}, \quad b(x) \geq-b_{0}, \quad c(x) \geq-c_{0} \quad \text { for a.e. } x \in[0,1]
$$

and for every $u, v, w \in R$, a.e. $x \in[0,1]$

$$
g(x, u, v, w) v \geq a(x) v w+b(x) v^{2}+c(x)|u v|+d(x)|v|
$$

(ii) There exist $\alpha \in C\left[[0,1] \times R^{2}, R\right]$ and $\beta \in L^{1}[0,1]$ such that

$$
|g(x, u, v, w)| \leq|\alpha(x, u, v) \| w|^{2}+\beta(x)
$$

for every $u, v, w \in R$, and a.e. $x \in[0,1]$.
Then for every $e(x) \in L^{1}[0,1]$, the problem (1.1) with (1.2) has at least one solution if

$$
\left(a_{0}+2 b_{0}\right) \pi+4 M_{\eta} c_{0}<2 \pi^{3},
$$

where $M_{\eta}=\max (\eta, 1-\eta)$.
Proof. Let $X$ denote the Banach space $C^{2}[0,1]$ and $Y$ denote the Banach space $L^{1}[0,1]$ with its usual norm. Also for $u \in X, v \in L^{1}[0,1]$ let

$$
(u, v)=\int_{0}^{1} u(x) v(x) d x
$$

denote the duality pairing. We define a linear mapping $L: D(L) \subset X \rightarrow Y$ by setting

$$
D(L)=\left\{\begin{aligned}
u \in X \mid u^{\prime \prime} & \text { absolutely continuous on }[0,1] \\
& \text { and } u^{\prime}(0)=u^{\prime}(1)=u(\eta)=0
\end{aligned}\right\}
$$

and for $u \in D(L)$,

$$
L u=u^{\prime \prime \prime}
$$

We also define a nonlinear mapping $N: X \rightarrow Y$ by setting

$$
(N u)(x)=f\left(u^{\prime}(x)\right) u^{\prime \prime}(x)-g\left(x, u(x), u^{\prime}(x), u^{\prime \prime}(x)\right)
$$

We note that $N$ is a bounded, continuous mapping. Next, it is easy to see that the linear mapping $L: D(L) \subset X \rightarrow Y$, defined above, is a one-to-one mapping. Also the linear mapping $K: Y \rightarrow X$, defined, for $y \in Y$, by

$$
(K y)(x)=\int_{\eta}^{x} \int_{0}^{t} \int_{0}^{s} y(\tau) d \tau d s d t+\frac{\left(\eta^{2}-x^{2}\right)}{2} \int_{0}^{1} \int_{0}^{t} y(\tau) d \tau d t
$$

is such that for $y \in Y, K y \in D(L)$ and $L K y=y$ and for $u \in D(L), K L u=u$. Furthermore, it follows easily by using the Arzela-Ascoli theorem that $K$ maps a bounded subset of $Y$ into relatively compact subsets of $X$. Hence, $K N: X \rightarrow X$ is a compact mapping.

We next note that $u \in C^{2}[0,1]$ is a solution of the boundary value problem (1.1), (1.2) if and only if $u$ is a solution of the operator equation

$$
L u+N u=e
$$

Now, the operator equation $L u+N u=e$ is equivalent to the equation

$$
u+K N u=K e
$$

We now apply the Leray-Schauder continuation theorem (see, e.g., [7, Cor. IV.7]) to obtain the existence of a solution for $u+K N u=K e$ or equivalently to the boundary value problem (1.1) and (1.2).

To do this it is suffices to verify that the set of all possible solutions of the family of equations

$$
\begin{cases}u^{\prime \prime \prime}+\lambda f\left(u^{\prime}\right) u^{\prime \prime}=\lambda g\left(x, u, u^{\prime}, u^{\prime \prime}\right)+\lambda e(x), & x \in(0,1)  \tag{2.1}\\ u(\eta)=u^{\prime}(0)=u^{\prime}(1)=0, & 0 \leq \eta \leq 1\end{cases}
$$

is, a priori, bounded in $C^{2}[0,1]$ by a constant independent of $\lambda \in[0,1]$.

Let $u(x)$ be a possible solution of $(2.1)$ for some $\lambda \in[0,1]$. Since $u^{\prime}(0)=u^{\prime}(1)=0$, then by Lemma 1.2,

$$
\left\|u^{\prime}\right\|_{2}^{2} \leq \frac{1}{\pi^{2}}\left\|u^{\prime \prime}\right\|_{2}^{2}
$$

and from Lemma 1.4

$$
\left\|u^{\prime}\right\|_{\infty} \leq \frac{1}{2}\left\|u^{\prime \prime}\right\|_{2}
$$

From $u(\eta)=0$ and Lemma 1.3, we have

$$
\|u\|_{2}^{2} \leq \frac{4}{\pi^{2}} M_{\eta}^{2}\left\|u^{\prime}\right\|_{2}^{2} \leq \frac{4}{\pi^{4}} M_{\eta}^{2}\left\|u^{\prime \prime}\right\|_{2}^{2}
$$

On multiplying the equation (2.1) by $u^{\prime}$ and integrating from zero to 1 , we have

$$
\int_{0}^{1} u^{\prime} u^{\prime \prime \prime} d x+\lambda \int_{0}^{1} f\left(u^{\prime}\right) u^{\prime} u^{\prime \prime} d x=\lambda \int_{0}^{1} g\left(x, u, u^{\prime}, u^{\prime \prime}\right) u^{\prime} d x+\lambda \int_{0}^{1} e(x) u^{\prime} d x
$$

Since $u^{\prime}(0)=u^{\prime}(1)=0$, it follows that

$$
\int_{0}^{1} f\left(u^{\prime}\right) u^{\prime} u^{\prime \prime} d x=0
$$

and then from the condition (i), we have

$$
\begin{aligned}
-\int_{0}^{1}\left[u^{\prime \prime}(x)\right]^{2} d x \geq \lambda & \int_{0}^{1} a(x) u^{\prime} u^{\prime \prime} d x+\lambda \int_{0}^{1} b(x)\left[u^{\prime}(x)\right]^{2} d x+\lambda \int_{0}^{1} c(x)\left|u u^{\prime}\right| d x \\
& +\lambda \int_{0}^{1} d(x)\left|u^{\prime}\right| d x+\lambda \int_{0}^{1} e(x) u^{\prime} d x \\
-\int_{0}^{1}\left[u^{\prime \prime}(x)\right]^{2} d x \geq & -\frac{\lambda}{2} \int_{0}^{1} a^{\prime}(x)\left[u^{\prime}(x)\right]^{2} d x+\lambda \int_{0}^{1} b(x)\left[u^{\prime}(x)\right]^{2} d x \\
& +\lambda \int_{0}^{1} c(x)\left|u u^{\prime}\right| d x+\lambda \int_{0}^{1} d(x)\left|u^{\prime}\right| d x+\lambda \int_{0}^{1} e(x) u^{\prime} d x
\end{aligned}
$$

or

$$
\left\|u^{\prime \prime}\right\|_{2}^{2} \leq \lambda\left[\left(\frac{a_{0}}{2}+b_{0}\right)\left\|u^{\prime}\right\|_{2}^{2}+c_{0}\|u\|_{2}\left\|u^{\prime}\right\|_{2}+\|d\|_{1}\left\|u^{\prime}\right\|_{\infty}+\|e\|_{1}\left\|u^{\prime}\right\|_{\infty}\right] .
$$

Hence from the estimates following (2.1), we obtain

$$
\left\|u^{\prime \prime}\right\|_{2} \leq \frac{\pi^{3}\left(\|d\|_{1}+\|e\|_{1}\right)}{2 \pi^{3}-\pi\left(a_{0}+2 b_{0}\right)-4 M_{\eta} c_{0}}=\rho .
$$

Thus

$$
\left\|u^{\prime}\right\|_{\infty} \leq \rho \quad \text { and } \quad\|u\|_{\infty} \leq \rho .
$$

Now, let us assume that

$$
M_{\rho}=\max |f(v)|, \quad v \in[-\rho, \rho]
$$

then

$$
\left|u^{\prime \prime \prime}\right| \leq\left|f\left(u^{\prime}\right) \| u^{\prime \prime}\right|+\left|g\left(x, u, u^{\prime}, u^{\prime \prime}\right)\right|+|e(x)|
$$

and using condition (ii) we have

$$
\begin{aligned}
\left\|u^{\prime \prime \prime}\right\|_{1} & \leq M_{\rho}\left\|u^{\prime \prime}\right\|_{2}+\int_{0}^{1}\left|g\left(x, u, u^{\prime}, u^{\prime \prime}\right)\right| d x+\|e\|_{1} \\
& \leq M_{\rho} \rho+\int_{0}^{1}\left|\alpha\left(x, u, u^{\prime}\right)\left\|\left.u^{\prime \prime}\right|^{2} d x+\right\| \beta\left\|_{1}+\right\| e \|_{1}\right. \\
& \leq \rho M_{\rho}+\rho^{2} K_{\rho}+\|\beta\|_{1}+\|e\|_{1}=\rho_{1}
\end{aligned}
$$

where

$$
K_{\rho}=\max |\alpha(x, u, v)| \quad \text { on } \quad[0,1] \times[-\rho, \rho] \times[-\rho, \rho] .
$$

Further, since $u^{\prime}(0)=u^{\prime}(1)=0$, there is an $\xi \in[0,1]$ such that $u^{\prime \prime}(\xi)=0$ and $u^{\prime \prime}(x)=\int_{\xi}^{x} u^{\prime \prime \prime}(t) d t$, for $x \in[0,1]$. It follows that

$$
\left\|u^{\prime \prime}\right\|_{\infty} \leq\left\|u^{\prime \prime \prime}\right\|_{1} \leq \rho_{1}
$$

All of these considerations imply that there is a constant $C$, independent of $\lambda \in$ $[0,1]$ such that

$$
\|u\|_{C^{2}[0,1]} \leq C
$$

This completes the proof of this theorem.
Essentially the same reasoning establishes Theorem 2.2.
THEOREM 2.2. Suppose all conditions of Theorem 2.1 hold true, except in condition (i) we assume that $a(x) \in C[0,1]$ and $a(x) \geq-a_{0}$, and

$$
v . g(x, u, v, w) \geq a(x)|v w|+b(x) v^{2}+c(x)|u v|+d(x)|v|
$$

then problem (1.1), (1.2) has at least one solution provided

$$
a_{0} \pi^{2}+b_{0} \pi+2 c_{0} M_{\eta}<\pi^{3}
$$

Remark 2.1. Theorems 2.1 and 2.2 give the solvability of problem (1.1), (1.2) for every given $e(x)$ in $L^{1}[0,1]$, it is obvious that Theorem 2.1 also gives the solvability of the equation (1.1) with inhomogeneous boundary conditions

$$
u^{\prime}(0)=A_{1}, \quad u^{\prime}(1)=A_{2}, \quad u(\eta)=A_{3} .
$$

COROLLARY 2.1. Let $g:[0,1] \times R^{3} \rightarrow R$ satisfy Carathéodory's conditions, $f: R \rightarrow R$ be continuous and assume that for almost everywhere $x \in[0,1]$, the function $g(x, u, v, w)$ is continuously differentiable with respect to $u$, $v$, and $w$. Suppose that there exist real numbers $a_{0}, b_{0}$, and $c_{0}$ with $a_{0} \pi^{2}+b_{0} \pi+2 c_{0} M_{\eta}<\pi^{3}$ such that

$$
\begin{equation*}
\frac{\partial g}{\partial u}(x, u, v, w) \geq-c_{0}, \quad \frac{\partial g}{\partial v}(x, 0, v, w) \geq-b_{0} \quad\left|\frac{\partial g}{\partial w}(x, 0,0, w)\right| \leq a_{0} \tag{2.2}
\end{equation*}
$$

for almost everywhere $x \in[0,1]$ and all $u, v, w \in R$. Suppose further that there exists a continuous function $\alpha:[0,1] \times R^{2} \rightarrow R$ and $\beta(x) \in L^{1}[0,1]$ such that

$$
\begin{equation*}
|g(x, u, v, w)| \leq|\alpha(x, u, v)||w|^{2}+\beta(x) \tag{2.3}
\end{equation*}
$$

for every $u, v, w \in R$ and for almost everywhere $x \in[0,1]$.
Then for every given $e(x) \in L^{1}[0,1]$ the boundary value problem (1.1), (1.2) has a solution.

We can use the same method as in Theorem 2.1 to prove the following theorem for the boundary value problem (1.3), (1.4).

THEOREM 2.3. Let $g:[0,1] \times R^{3} \rightarrow R$ satisfy Carathéodory's conditions. Assume that
(i) There exist functions $a(x), b(x)$, and $c(x) \in C[0,1], d(x) \in L^{1}[0,1]$, and real numbers $a_{0}, b_{0}, c_{0} \in R$ such that for every $x \in[0,1]$

$$
a(x) \geq-a_{0}, \quad b(x) \geq-b_{0}, \quad c(x) \geq-c_{0}
$$

and for every $u, v, w \in R$, almost everywhere $x \in[0,1]$

$$
g(x, u, v, w) v \geq a(x)|v w|+b(x) v^{2}+c(x)|u v|+d(x)|v|
$$

(ii) There exist $\alpha \in C\left[[0,1] \times R^{2}, R\right]$ and $\beta \in L^{1}[0,1]$ such that

$$
|g(x, u, v, w)| \leq|\alpha(x, u, v) \| w|^{2}+\beta(x)
$$

for every $u, v, w \in R$, almost everywhere $x \in[0,1]$.
Then for every $e(x) \in L^{1}[0,1]$, problem (1.3)-(1.4) has at least one solution if

$$
2 \pi^{2} a_{0}+4 \pi b_{0}+8 M_{\eta} c_{0}<\pi^{3}
$$

where $M_{\eta}=\max (\eta, 1-\eta)$.
Corollary 2.2. Suppose that all conditions of Corollary 2.1 hold true, except that the condition $a_{0} \pi^{2}+b_{0} \pi+2 c_{0} M_{\eta}<\pi^{3}$ is replaced by

$$
2 \pi^{2} a_{0}+4 \pi b_{0}+8 M_{\eta} c_{0}<\pi^{3}
$$

then boundary value problem (1.3), (1.4) has a solution.
3. Uniqueness results. In this section we discuss existence of a unique solution for the boundary value problems

$$
\begin{align*}
& u^{\prime \prime \prime}+A u^{\prime \prime}=g\left(x, u, u^{\prime}, u^{\prime \prime}\right)+e(x)  \tag{3.1}\\
& u(\eta)=u^{\prime}(0)=u^{\prime}(1)=0, \tag{3.2}
\end{align*}
$$

and

$$
\begin{align*}
& u^{\prime \prime \prime}=g\left(x, u, u^{\prime}, u^{\prime \prime}\right)+e(x)  \tag{3.3}\\
& u(\eta)=u^{\prime}(0)=u^{\prime \prime}(1)=0 \tag{3.4}
\end{align*}
$$

where $A$ is a constant and $g(x, u, v . w)$ satisfies Carathéodory's conditions, and $e(x) \in$ $L^{1}[0,1]$.

Theorem 3.1. Let $g:[0,1] \times R^{3} \rightarrow R$ satisfy Carathéodory's conditions, and $A$ be a constant. Assume there exist functions $a(x) \in C^{1}[0,1], b(x), c(x) \in C[0,1]$, and constants $a_{0}, b_{0}, c_{0} \in R$ such that for almost everywhere $x \in[0,1]$

$$
a^{\prime}(x) \leq a_{0}, b(x) \geq-b_{0}, c(x) \geq-c_{0}
$$

and for every $u_{i}, v_{i}, w_{i} \in R, i=1,2$, and almost everywhere $x \in[0,1]$

$$
\begin{aligned}
\left(g\left(x, u_{1}, v_{1}, w_{1}\right)-g\left(x, u_{2}, v_{2}, w_{2}\right)\right)\left(v_{1}-v_{2}\right) & \geq a(x)\left(w_{1}-w_{2}\right)\left(v_{1}-v_{2}\right) \\
& +b(x)\left(v_{1}-v_{2}\right)^{2}+c(x)\left|u_{1}-u_{2} \| v_{1}-v_{2}\right|
\end{aligned}
$$

Then for every $e(x) \in L^{1}[0,1]$, problem (3.1), (3.2) has a unique solution provided

$$
\left(a_{0}+2 b_{0}\right) \pi+4 c_{0} M_{\eta}<2 \pi^{3}
$$

Proof. Let us assume that $u_{1}$ and $u_{2}$ are two solutions of (3.1)-(3.2), then

$$
\begin{equation*}
\left(u_{1}-u_{2}\right)^{\prime \prime \prime}+A\left(u_{1}-u_{2}\right)^{\prime \prime}=g\left(x, u_{1}, u_{1}^{\prime}, u_{1}^{\prime \prime}\right)-g\left(x, u_{2}, u_{2}^{\prime}, u_{2}^{\prime \prime}\right) \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(u_{1}-u_{2}\right)(\eta)=0, \quad\left(u_{1}-u_{2}\right)^{\prime}(0)=0, \quad\left(u_{1}-u_{2}\right)^{\prime}(1)=0 \tag{3.6}
\end{equation*}
$$

On multiplying (3.5) by $\left(u_{1}-u_{2}\right)^{\prime}$ and integrating for 0 to 1 , we have

$$
-\int_{0}^{1}\left[\left(u_{1}-u_{2}\right)^{\prime \prime}\right]^{2} d x=\int_{0}^{1}\left[g\left(x, u_{1}, u_{1}^{\prime}, u_{1}^{\prime \prime}\right)-g\left(x, u_{2}, u_{2}^{\prime}, u_{2}^{\prime \prime}\right)\right]\left(u_{1}-u_{2}\right)^{\prime} d x
$$

Let $y=u_{1}-u_{2}$, then from the condition (i)

$$
\begin{aligned}
-\int_{0}^{1}\left[y^{\prime \prime}\right]^{2} d x & \geq \int_{0}^{1} a(x) y^{\prime \prime} y^{\prime} d x+\int_{0}^{1} b(x)\left[y^{\prime}\right]^{2} d x+\int_{0}^{1} c(x)\left|y \| y^{\prime}\right| d x \\
& \geq-\frac{1}{2} \int_{0}^{1} a^{\prime}(x)\left(y^{\prime}\right)^{2} d x+\int_{0}^{1} b(x)\left(y^{\prime}\right)^{2} d x+\int_{0}^{1} c(x)\left|y \| y^{\prime}\right| d x
\end{aligned}
$$

or

$$
\begin{aligned}
\int_{0}^{1}\left(y^{\prime \prime}\right)^{2} d x & \leq\left(\frac{1}{2} a_{0}+b_{0}\right) \int_{0}^{1}\left(y^{\prime}\right) 2 d x+c_{0}\left[\int_{0}^{1} y^{2} d x\right]^{1 / 2}\left[\int_{0}^{1}\left(y^{\prime}\right)^{2} d x\right]^{1 / 2} \\
& \leq \frac{a_{0} / 2+b_{0}}{\pi^{2}} \int_{0}^{1}\left(y^{\prime \prime}\right)^{2} d x+\frac{2 M_{\eta} c_{0}}{\pi^{3}} \int_{0}^{1}\left(y^{\prime \prime}\right)^{2} d x
\end{aligned}
$$

or $\left\|y^{\prime \prime}\right\|_{2}{ }^{2} \leq 0$. From Lemma 1.2 , it follows that $\left\|y^{\prime}\right\|_{2}^{2} \leq 0$. Since

$$
\|y\|_{\infty} \leq\left\|y^{\prime}\right\|_{2} \leq 0
$$

then $y(x)=0$, and hence $u_{1}(x)=u_{2}(x)$ for almost everywhere $x \in[0,1]$. But $H^{3}(0,1) \subset C^{2}[0,1]$, which implies $u_{1}(x)=u_{2}(x)$ for every $x \in[0,1]$. The proof is complete.

ThEOREM 3.2. Let $g:[0,1] \times R \rightarrow R$ satisfy Carathéodory's conditions, and $A$ be a constant. Assume there exist functions $a(x), b(x), c(x) \in C[0,1]$, and constants $a_{0}, b_{0}, c_{0}, \in R$ such that for almost everywhere $x \in[0,1]$

$$
a(x) \geq-a_{0}, \quad b(x) \geq-b_{0}, c(x) \geq-c_{0}
$$

and for every $u_{i}, v_{i}, w_{i} \in R, i=1,2$ and almost everywhere $x \in[0,1]$

$$
\begin{aligned}
\left(g\left(x, u_{1}, v_{1}, w_{1}\right)-g\left(x, u_{2}, v_{2}, w_{2}\right)\right)\left(v_{1}-v_{2}\right) & \geq a(x)\left|w_{1}-w_{2}\right|\left|v_{1}-v_{2}\right| \\
& +b(x)\left(v_{1}-v_{2}\right)^{2}+c(x)\left|u_{1}-u_{2}\right|\left|v_{1}-v_{2}\right|
\end{aligned}
$$

Then for every $e(x) \in L^{1}[0,1]$, the problem (3.1), (3.2) has a unique solution provided

$$
a_{0} \pi^{2}+b_{0} \pi+2 c_{0} M_{\eta}<\pi^{3}
$$

THEOREM 3.3. Let $g:[0,1] \times R^{3} \rightarrow R$ satisfies Carathéodory's conditions. Assume there exist functions $a(x), b(x), c(x) \in C[0,1]$ and constants $a_{0}, b_{0}, c_{0} \in R$ such that for almost everywhere $x \in[0,1]$

$$
a(x) \geq-a_{0}, \quad b(x) \geq-b_{0},|c(x)| \leq c_{0}
$$

and for every $u_{i}, v_{i}, w_{i} \in R, i=1,2$, and almost everywhere $x \in[0,1]$,

$$
\begin{aligned}
\left(g\left(x, u_{1}, v_{1}, w_{1}\right)-g\left(x, u_{2}, v_{2}, w_{2}\right)\right)\left(v_{1}-v_{2}\right) & \geq a(x)\left|w_{1}-w_{2} \| v_{1}-v_{2}\right| \\
& +b(x)\left(v_{1}-v_{2}\right)^{2}+c(x)\left|u_{1}-u_{2} \| v_{1}-v_{2}\right| .
\end{aligned}
$$

Then for every $e(x) \in L^{1}[0,1]$ the problem (3.3), (3.4) has a unique solution if

$$
2 \pi^{2} a_{0}+4 \pi b_{0}+8 M_{\eta} c_{0}<\pi^{3}
$$

Remark 3.1. We remark that Theorems 3.1-3.3 give uniqueness results for the boundary value problems (3.1), (3.2) and (3.3), (3.4). To obtain existence and uniqueness results for (3.1), (3.2) and (3.3), (3.4) we only need to combine the theorems of $\S \S 2$ and 3.
4. Examples and comparisons. From Theorem 2.2 it is easy to prove the following corollary.

Corollary 4.1. Suppose all conditions of Theorem 2.2 hold true except condition (ii) which we replace by
(ii)' There exist $\alpha \in C\left[[0,1] \times R^{2}, R\right], \gamma \in C\left[[0,1] \times R^{3}, R\right]$, and $\beta \in L^{1}[0,1]$ such that

$$
|g(x, u, v, w)| \leq \alpha(x, u, v)|w|^{2}+\gamma(x, u, v, w)+\beta(x)
$$

for every $u, v, w \in R$ and almost everywhere $x \in[0,1]$, where $\gamma(x, u, v, w)$ is bounded when $(x, u, v)$ varies in a bounded set in $[0,1] \times R^{2}$. Then the problem (1.1), (1.2) has a solution provided

$$
a_{0} \pi^{2}+b_{0} \pi+2 c_{0} M_{\eta}<\pi^{3} .
$$

Aftabizadeh and Wiener [1] studied problem (1.1), (1.2) when $f \equiv 0$ and $\eta=0$. Granas, Guenther, and Lee [3] discussed the existence of solutions of boundary value problem (1.3) ((1.2), or (1.4)) where $g=\varphi+\psi$, they proved the following [3].

The boundary value problem

$$
u^{\prime \prime \prime}=\varphi\left(x, u, u^{\prime}, u^{\prime \prime}\right)+\psi\left(x, u, u^{\prime}, u^{\prime \prime}\right), \quad u(0)=u^{\prime}(0)=u^{\prime}(1)=0
$$

has at least one solution provided the functions $\varphi$ and $\psi$ are continuous and
(a) $\varphi \cdot v \geq 0$ on $[0,1] \times R^{3}$
(b) $|\psi| \leq B\left(1+|u|^{\alpha}+|v|^{\beta}+|w|^{\gamma}\right)$, where $B<\infty, 0 \leq \alpha, \beta, \gamma<1$.
(c) $\varphi(x, u, v, w)$ is bounded when $(x, u, v)$ in a bounded set $[0,1] \times R^{2}$.

Corollary 4.1 covers this results. Indeed it is clear that (b) implies there exists $B^{\prime}<\infty$, such that for every $u, v, w \in R, x \in[0,1]$

$$
\begin{equation*}
|\psi(x, u, v, w)| \leq|u|+|v|+|w|+B . \tag{4.1}
\end{equation*}
$$

Then from (a) we have

$$
\begin{equation*}
(\varphi+\psi) \cdot v \geq \psi \cdot v \geq-|\psi| \cdot|v| \geq-|u v|-v^{2}-|v w|-B^{\prime}|v| . \tag{4.2}
\end{equation*}
$$

Also from (4.1) we have

$$
|\varphi+\psi| \leq|\varphi|+|\psi| \leq|w|^{2}+\left[|\varphi|+|u|+|v|+B^{\prime}+1\right] .
$$

Hence, if we take $f \equiv 0, e \equiv 0$ and $g=\varphi+\psi$ in Corollary 4.1 with $\eta=0$, then the result of [3] follows.

O'Regan [10] proved the following theorem.
Theorem O. Let $g:[0,1] \times R^{3} \rightarrow R$ be continuous.
(a) Suppose there is a constant $M \geq 0$ such that

$$
p g(x, u, p, 0) \geq 0 \quad \text { for } \quad|p|>M \quad \text { and } \quad(x, u) \in[0,1] \times R .
$$

(b) Suppose that

$$
|g(x, u, p, q)| \leq A(x, u, p) q^{2}+B(x, u, p)
$$

where $A(x, u, p), B(x, u, p) \geq 0$ are functions bounded on bounded ( $x, u, p$ ) sets. Then the boundary value problem

$$
u^{\prime \prime \prime}=g\left(x, u, u^{\prime}, u^{\prime \prime}\right), \quad u(\eta)=u^{\prime}(0)=u^{\prime}(1)=0, \quad x \in[0,1]
$$

has at least one solution in $C^{3}[0,1]$.
In general this theorem covers more class of differential equations than our Theorem 2.1 if $f \equiv 0$. Condition (a) is weaker than condition (i) of Theorem 2.1. If
the function $g(x, u, v, w)$ is independent of $w$, then our results are stronger, as the following example shows.

Example. (Sandwich beam). Consider the differential equation

$$
\psi^{\prime \prime \prime}=k^{2}(x, \psi) \psi^{\prime}-a(x, \psi), \quad x \in[0,1],
$$

with the boundary conditions

$$
\psi^{\prime}(0)=\psi^{\prime}(1)=\psi(1 / 2)=0 .
$$

O'Regan [10] assumed that $k^{2}(x, \psi)$ and $a(x, \psi)$ are continuous functions on $[0,1] \times R$. In addition, suppose there exists a constant $L<\infty$ such that

$$
\left|\frac{a(x, \psi)}{k^{2}(x, \psi)}\right| \leq L \quad \text { for } \quad(x, \psi) \in[0,1] \times R .
$$

Then $\psi^{\prime} g(x, \psi, \psi)=\psi^{\prime}\left(k^{2} \psi^{\prime}-a\right)>0$ for $\left|\psi^{\prime}\right|>L$ and $(x, \psi) \in[0,1] \times R$, and so Theorem O implies that the boundary value problem has at least one solution in $C^{3}[0,1]$.

Now we make the following assumptions on $k$ and $a$.
Suppose $k^{2}(x, \psi) \equiv 1$ and $a(x, \psi)=a(x) \psi+b(x)$ then Theorem O does not guarantee this problem has a solution while Theorem 2.1 implies the boundary value problem has a solution. More generally, if we suppose that $k, a \in C[[0,1] \times R, R]$ and there exists functions $c(x) \in C[0,1], d(x) \in L^{1}[0,1]$ such that $c(x)>-\pi^{3}$ and

$$
\psi^{\prime} \cdot a(x, \psi) \leq c(x)\left|\psi \cdot \psi^{\prime}\right|+d(x)\left|\psi^{\prime}\right|
$$

then Theorem 2.1 guarantees this boundary value problem has at least one solution in $C^{3}[0,1]$.
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#### Abstract

Birth and death process polynomials with symmetric quadratic rates are studied. They provide two generalizations of the continuous dual Hahn polynomials. Generating functions and explicit representations are derived. The asymptotic behavior and weight functions of the polynomials under consideration are also determined.
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1. Introduction. A birth and death process with birth rates $\left\{\lambda_{n}\right\}$ and death rates $\left\{\mu_{n}\right\}$ gives rise to a set of polynomials $\left\{p_{n}(x)\right\}$ defined recursively by

$$
\begin{gather*}
p_{0}(x)=1, p_{1}(x)=\left(\lambda_{0}+\mu_{0}-x\right) / \mu_{1},  \tag{1.1}\\
-x p_{n}(x)=\mu_{n+1} p_{n+1}(x)+\lambda_{n-1} p_{n-1}(x)-\left(\lambda_{n}+\mu_{n}\right) p_{n}(x) . \tag{1.2}
\end{gather*}
$$

It is assumed that

$$
\begin{equation*}
\lambda_{n}>0, \quad \mu_{n+1}>0, \quad n \geqq 0, \quad \mu_{0} \geqq 0 . \tag{1.3}
\end{equation*}
$$

The $p_{n}$ 's are orthogonal with respect to a probability measure $d \psi$ with finite moments. The orthogonality relation is

$$
\begin{equation*}
\int_{0}^{\infty} p_{m}(x) p_{n}(x) d \psi(x)=\pi_{n} \delta_{m, n}, \tag{1.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\pi_{0}=1, \quad \pi_{n}=\lambda_{0} \lambda_{1}, \cdots, \lambda_{n-1} / \mu_{1} \mu_{2}, \cdots, \mu_{n}, \quad n>0 . \tag{1.5}
\end{equation*}
$$

Karlin and McGregor [8], [9] proved that the transition probability $p_{m n}(t)$, the probability that the system moves from state $m$ to state $n$ in time $t$, is given by

$$
\pi_{n} p_{m n}(t)=\int_{0}^{\infty} e^{-x t} p_{m}(x) p_{n}(x) d \psi(x)
$$

Such a measure $d \psi$ is called a spectral measure of the birth and death process.
Birth and death processes with polynomial rates $\left\{\lambda_{n}\right\},\left\{\mu_{n}\right\}$ arise in many fields [5], but there seem to be very few cases known where the polynomials and the spectral measures are known explicitly. A complete analysis of the cases when both $\lambda_{n}$ and $\mu_{n+1}, n \geqq 0$ are linear in $n$ was completed only recently [4], [7], [20]. The polynomials are associated Laguerre and associated Meixner polynomials.

We will study symmetric birth and death process polynomials with quadratic rates

$$
\begin{equation*}
\lambda_{n}=(n+a)(n+b), \quad n \geqq 0, \quad \mu_{n}=(n+\alpha)(n+\beta), \quad n>0, \quad \mu_{0}=0 \text { or } \mu_{0}=\alpha \beta . \tag{1.6}
\end{equation*}
$$

[^49]When $\alpha$ or $\beta=0$ the polynomials reduce to the dual Hahn polynomials in Askey's tableaux; see [1], [3], and [10]. This case has also been treated in [11]. The cases $a b=0$ are in [12]. We will call these polynomials the associated continuous dual Hahn polynomials. In § 2 we find generating functions for the polynomials and for the numerator polynomials of the corresponding $J$ fraction. We also apply Darboux's asymptotic method to these generating functions and determine the main term in the asymptotic expansion of the polynomials under consideration. In § 3 we find the continued fraction whose denominators are the associated continuous dual Hahn polynomials. The spectral measure in this case turns out to be unique, so the continued fraction is the Stieltjes transform of the spectral measure. The Stieltjes transform is then inverted and the spectral measure is found. In $\S 4$ we obtain explicit representations for our polynomials and use the symmetry of the polynomials in the parameters $\alpha, \beta$ to obtain transformation formulas involving double sums.

We follow the notation, terminology, and methodology in [2] and [14]. In particular, if a sequence of orthogonal polynomials $\left\{r_{n}(x)\right\}$ satisfies a three-term recurrence relation

$$
r_{n+1}(x)=\left(a_{n} x+b_{n}\right) r_{n}(x)-d_{n} r_{n-1}(x),
$$

then the associated polynomials $\left\{r_{n}(x ; c)\right\}$ are given initially by

$$
r_{0}(x ; c)=1, r_{1}(x ; c)=a_{c} x+b_{c}
$$

and are defined recursively by

$$
r_{n+1}(x ; c)=\left(a_{n+c} x+b_{n+c}\right) r_{n}(x ; c)-d_{n+c} r_{n}(x ; c), \quad n>0
$$

provided that the coefficients $a_{n+c}, b_{n+c}, d_{n+c}$ are well defined and $r_{n}(x ; c)$ has precise degree $n$. The interesting cases arise when $c$ is not a positive integer. For references on associated polynomials, see [2] and [4]. Recently Wimp [19] made a detailed study of the associated Jacobi polynomials, applying the approach used in [4].

We will follow the standard hypergeometric function notation as in [6], [15], and [17] and the terminology of asymptotic analysis as in Olver [13].
2. Generating functions. We will treat two distinct cases according to whether or not $\mu_{0}$ vanishes. For convenience we introduce an auxiliary parameter $\eta$ in the following way.

$$
\text { Case I: } \eta=0 \text { and } \mu_{0}=0 \quad \text { Case II: } \eta=1 \text { and } \mu_{0}=\alpha \beta .
$$

Let $\left\{P_{n}(x)\right\}$ (or $\left\{P_{n}(x ; a, b, \alpha, \beta, \eta)\right\}$ ) be the corresponding orthogonal polynomials and set

$$
\begin{equation*}
G(x, w)=\sum_{0}^{\infty} P_{n}(x) w^{n} . \tag{2.1}
\end{equation*}
$$

Multiplying the recurrence relation (1.2) by $w^{n+1}$ and applying the initial conditions (1.1), we derive the differential equation

$$
\begin{align*}
w(1-w)^{2} G^{\prime \prime} & +(1-w)[1+\alpha+\beta-(a+b+1) w] G^{\prime} \\
& +[x+(w-1)(a b-\alpha \beta / w)] G=\alpha \beta(1-w)^{\eta} / w, \tag{2.2}
\end{align*}
$$

where ' denotes differentiation with respect to $w$. We then observe that the singularities of the above differential equation are $w=0,1, \infty$ and that all three are regular singular points. This means that if $H$ is a solution of the homogeneous equation corresponding
to (2.2) then we can find parameters $\mu$ and $\nu$ such that the function $F(w)=$ $w^{-\mu}(1-w)^{-\nu} H(w)$ satisfies the hypergeometric differential equation

$$
\begin{equation*}
w(1-w) F^{\prime \prime}+[C-(1+A+B) w] F^{\prime}-A B F=0 . \tag{2.3}
\end{equation*}
$$

We make the choices

$$
\begin{equation*}
\mu=-\beta, \quad \nu=\gamma-\left(\gamma^{2}-x\right)^{1 / 2} \quad \text { where } \gamma=(1+\alpha+\beta-a-b) / 2, \tag{2.4}
\end{equation*}
$$

and find

$$
\begin{equation*}
A=-\left(\gamma^{2}-x\right)^{1 / 2}+(1+\alpha-\beta+b-a) / 2, \quad B=A+a-b, \quad C=1+\alpha-\beta . \tag{2.5}
\end{equation*}
$$

At this stage the square root appearing in $\nu$ in (2.4) has no particular branch associated with it. Later we will choose the branch that makes $\operatorname{Re}\left(\gamma^{2}-x\right)^{1 / 2}>0$. Two linearly independent solutions of the homogeneous differential equation corresponding to (2.2) are given by the functions $G_{1}$ and $G_{2}$ defined below.

$$
\begin{array}{ll}
G_{1}^{\alpha, \beta}(w)=w^{-\beta}(1-w)^{\gamma-\left(\gamma^{2}-x\right)^{1 / 2}} & { }_{2} F_{1}(A, B ; C ; w) \\
G_{2}^{\alpha, \beta}(w)=G_{1}^{\beta, \alpha}(w) . &
\end{array}
$$

The Wronskian of $G_{1}$ and $G_{2}$ is $C_{1} w^{-\alpha-\beta-1}(1-w)^{\alpha+\beta-a-b}, C_{1}$ being a constant. Therefore the solution of (2.2), which is analytic at $w=0$ and $G(x, 0)=1$, is given by

$$
\begin{align*}
G(x, w)= & \frac{\alpha \beta}{\alpha-\beta} \int_{0}^{w} u^{\alpha+\beta-1}(1-u)^{\eta-2 \gamma-1}\left[G_{1}^{\alpha, \beta}(w) G_{2}^{\alpha, \beta}(u)\right. \\
& \left.-G_{1}^{\alpha, \beta}(u) G_{2}^{\alpha, \beta}(w)\right] d u . \tag{2.6}
\end{align*}
$$

We next determine the main term in the asymptotic development of $P_{n}(x)$ using the asymptotic method of Darboux which states that if

$$
f(z)=\sum_{0}^{\infty} f_{n} z^{n} \text { and } g(z)=\sum_{0}^{\infty} g_{n} z^{n}
$$

are analytic in $|z|<r$, and $f(z)-g(z)$ is continuous on $|z|=r$ then $f_{n}=g_{n}+o\left(r^{-n}\right)$ as $n \rightarrow \infty$. Thus the asymptotics of the coefficients in the Taylor series expansion of a function $f(z)$ analytic in a neighborhood of $z=0$ are determined by the main term in the singular part of $f(z)$ at the closest singularities to the origin. For details see Olver [13] and Szegö [18]. It is clear that the ${ }_{2} F_{1}$ 's appearing in (2.6) are defined when their argument equals unity if $\operatorname{Re}\left\{\left(\gamma^{2}-x\right)^{1 / 2}\right\}>0$. Therefore in this case

$$
(1-w)^{-\gamma+\sqrt{\gamma^{2}-x}} G(x, w)
$$

is an analytic function of $w$ in $|w| \leqq 1$. Let $\mathscr{A}$ denote the limit of the above function as $w \rightarrow 1$. The smallest exponent of $1-w$ in the expansion of $G(x, w)$ around $w=1$ is $\gamma-\left(\gamma^{2}-x\right)^{1 / 2}$. We now apply Darboux's asymptotic method. Thus the dominant term in the asymptotic expansion of $P_{n}(x)$ equals the coefficient of $w^{n}$ in $\mathscr{A}(1-w)^{\gamma-\sqrt{\gamma^{2}-x}}$. We then use the binomial theorem to find the latter coefficient to be

$$
\mathscr{A} \frac{\Gamma\left(n-\gamma+\sqrt{\gamma^{2}-x}\right)}{\Gamma\left(\sqrt{\gamma^{2}-x}-\gamma\right) \Gamma(n+1)}
$$

which is asymptotic to $n^{-\gamma-1+\sqrt{\gamma^{2}-x}} / \Gamma\left(-\gamma+\sqrt{\gamma^{2}-x}\right)$. This establishes the asymptotic
formula

$$
\begin{aligned}
P_{n}(x) \approx & \frac{\alpha \beta n^{-1-\gamma-\left(\gamma^{2}-x\right)^{1 / 2}}}{(\beta-\alpha) \Gamma\left\{\left(\gamma^{2}-x\right)^{1 / 2}-\gamma\right\}} \int_{0}^{1}(1-u)^{\eta-\gamma-1-\sqrt{\gamma^{2}-x}} \\
& \cdot\left[u^{\alpha-1} \frac{\Gamma(1+\beta-\alpha) \Gamma\left(2\left(\gamma^{2}-x\right)^{1 / 2}\right)}{\Gamma(1-A) \Gamma(1-B)}{ }_{2} F_{1}\left(\left.\begin{array}{c}
A+\beta-\alpha, B+\beta-\alpha \\
1+\alpha-\beta
\end{array} \right\rvert\, u\right)\right.
\end{aligned}
$$

-a similar term with $\alpha$ and $\beta$ interchanged $] d u$,
when $x \notin R$. The integrand in the above asymptotic formula can be greatly simplified by using the connection relation [6, § 2.9, (33)]

$$
\begin{aligned}
& (1-z)^{h-f-g}{ }_{2} F_{1}\left(\left.\begin{array}{c}
h-f, h-g \\
1+h-f-g
\end{array} \right\rvert\, 1-z\right) \\
& \quad=\frac{\Gamma(1+h-f-g) \Gamma(1-h)}{\Gamma(1-f) \Gamma(1-g)}{ }_{2} F_{1}\left(\left.\begin{array}{c}
f, g \\
h
\end{array} \right\rvert\, z\right) \\
& \quad+\frac{\Gamma(1+h-f-g) \Gamma(h-1)}{\Gamma(h-f) \Gamma(h-g)} z^{1-h}{ }_{2} F_{1}\left(\left.\begin{array}{c}
1+f-h, 1+g-h \mid z) . \\
2-h
\end{array} \right\rvert\, z\right)
\end{aligned}
$$

The result is

$$
\begin{aligned}
P_{n}(x) \approx & \frac{\alpha \beta n^{-1-\gamma-\left(\gamma^{2}-x\right)^{1 / 2}}}{2\left(\gamma^{2}-x\right)^{1 / 2} \Gamma\left\{\left(\gamma^{2}-x\right)^{1 / 2}-\gamma\right\}} \int_{0}^{1} u^{\beta-1}(1-u)^{\eta-1-\gamma+\sqrt{\gamma^{2}-x}} \\
& \cdot{ }_{2} F_{1}\left(\left.\begin{array}{c|c}
1-A, 1-B \\
1+2\left(\gamma^{2}-x\right)^{1 / 2}
\end{array} \right\rvert\, 1-u\right) d u,
\end{aligned}
$$

valid for nonreal $x$. We now apply the Euler type integral representation [15, § 49]

$$
{ }_{3} F_{2}\left(\left.\begin{array}{c}
a_{1}, a_{2}, a_{3}  \tag{2.7}\\
b_{1}, b_{2}
\end{array} \right\rvert\, z\right)=\frac{\Gamma\left(b_{2}\right)}{\Gamma\left(b_{2}-a_{3}\right) \Gamma\left(a_{3}\right)} \int_{0}^{1} t^{a_{3}-1}(1-t)^{b_{2}-a_{3}-1}{ }_{2} F_{1}\left(\begin{array}{c|c}
a_{1}, a_{2} & z t) d t ~ \\
b_{1} & z t
\end{array}\right.
$$

and obtain the asymptotic relationship

$$
\begin{align*}
P_{n}(x) \approx & \frac{\alpha \beta n^{\sqrt{\gamma^{2}-x}-1-\gamma} \Gamma(\beta) \Gamma\left(\eta-\gamma+\sqrt{\gamma^{2}-x}\right)}{2 \sqrt{\gamma^{2}-x} \Gamma\left(\sqrt{\gamma^{2}-x}-\gamma\right) \Gamma\left[\eta+\sqrt{\gamma^{2}-x}+(a+b+\beta-\alpha-1) / 2\right]} \\
& \cdot{ }_{3} F_{2}\left(\left.\begin{array}{c}
a_{1}, a_{2}, a_{3} \\
b_{1}, b_{2}
\end{array} \right\rvert\, 1\right) \tag{2.8}
\end{align*}
$$

where

$$
\begin{aligned}
& a_{1}=(1+a-b+\beta-\alpha) / 2+\sqrt{\gamma^{2}-x}, \\
& a_{2}=\sqrt{\gamma^{2}-x}+(1+b-a+\beta-\alpha) / 2, \\
& a_{3}=\sqrt{\gamma^{2}-x}+\eta+(a+b-\alpha-\beta-1) / 2, \\
& b_{1}=1+2 \sqrt{\gamma^{2}-x}, \\
& b_{2}=\sqrt{\gamma^{2}-x}+\eta+(a+b+\beta-\alpha-1) / 2,
\end{aligned}
$$

as $n \rightarrow \infty$ and fixed $x$ with $\operatorname{Im}\{x\} \neq 0$.
3. The spectral measures. The orthonormal polynomials $\left\{\omega_{n}(x)\right\}$ are given by

$$
\omega_{n}(x)=\left[\mu_{1} \mu_{2}, \cdots, \mu_{n} / \lambda_{0} \lambda_{1}, \cdots, \lambda_{n-1}\right]^{1 / 2} P_{n}(x) .
$$

Therefore

$$
\omega_{n}(x) \approx[\Gamma(a) \Gamma(b) / \Gamma(\alpha+1) \Gamma(\beta+1)] n^{\alpha+\beta+2-a-b} P_{n}(x), \quad \text { as } n \rightarrow \infty .
$$

It easily follows from (2.8) and the above asymptotic relationship that the series

$$
\sum_{0}^{\infty}\left|\omega_{n}(x)\right|^{2}
$$

diverges for some complex $x$. Now Theorem 2.9 [16, p. 50] implies that the corresponding moment problem is determined, i.e., the spectral measure is unique.

The numerators $\left\{q_{n}(x)\right\}$ of the continued fraction whose partial denominators are the $p_{n}$ 's (of (1.1) and (1.2)) satisfy the recursion (1.2) and the initial conditions

$$
\begin{equation*}
q_{0}(x)=0, \quad q_{1}(x)=-1 / \mu_{1} . \tag{3.1}
\end{equation*}
$$

Clearly, $q_{n}(x)$ is a polynomial of degree $n-1$. Let $\sigma$ denote the support of the spectral measure $d \psi$. The determinacy of the moment problem ensures the uniform convergence of $q_{n}(x) / p_{n}(x)$ to $\int_{\sigma}(x-t)^{-t} d \psi(x)$ on compact subsets of the complex $x$-plane cut along $\sigma$ [16, Thm. 2.9, p. 50]. At this stage we need to exhibit the dependence of the polynomials on the parameters involved, so we will use $P_{n}(x ; a, b, \alpha, \beta, \eta)$ instead of just $P_{n}(x)$ to denote our polynomials and will use a similar notation for the $q_{n}$ 's. We can easily see that

$$
\begin{align*}
q_{n}(x ; a, b, \alpha, \beta, \eta)= & {[-(\alpha+1)(\beta+1)]^{-1} } \\
& \cdot P_{n-1}(x ; a+1, b+1, \alpha+1, \beta+1,0), \quad \eta=0,1, \tag{3.2}
\end{align*}
$$

follows from (1.1), (1.2), and (3.1). Set

$$
\begin{equation*}
X_{\eta}(x)=\lim _{n \rightarrow \infty} q_{n}(x ; a, b, \alpha, \beta, \eta) / P_{n}(x ; a, b, \alpha, \beta, \eta) . \tag{3.3}
\end{equation*}
$$

We are now in a position to prove the following theorem.
Theorem 1. The functions $X_{\eta}(x)$ are given by

$$
\left.X_{\eta}(x)=\frac{\alpha^{-1}{ }_{3} F_{2}\left(\left.\begin{array}{c}
1-A, 1-B, \sqrt{\gamma^{2}-x}-\gamma  \tag{3.4}\\
1+2 \sqrt{\gamma^{2}-x}, b-A+1
\end{array} \right\rvert\, 1\right)}{\left[\gamma-\sqrt{\gamma^{2}-x}+\beta(\eta-1)\right]_{3} F_{2}\left(\left.\begin{array}{c}
1-A, 1-B, \sqrt{\gamma^{2}-x}-\gamma+\eta \\
1+2 \sqrt{\gamma^{2}-x}, b-A+\eta
\end{array} \right\rvert\, 1\right.}\right), \eta=0,1 .
$$

Proof. The theorem follows from (3.2), (3.3), and (2.8).
The next step is to invert the Stieltjes transforms $X_{\eta}(x)$ and find the measures $d \psi$ explicitly via the following inversion formula, which holds when the support of $d \psi$ is contained in a half line

$$
\begin{align*}
& \int_{-\infty}^{\infty} \frac{d \psi(t)}{x-t}=F(x), \quad x \notin \operatorname{supp}\{d \psi\} \\
& \quad \text { iff } \psi\left(t_{2}\right)-\psi\left(t_{1}\right)=\lim _{\varepsilon \rightarrow 0^{+}} \int_{t_{1}}^{t_{2}} \frac{F(t-i \varepsilon)-F(t+i \varepsilon)}{2 \pi i} d t . \tag{3.5}
\end{align*}
$$

The inversion formula (3.5) is usually referred to as the Perron-Stieltjes inversion formula. We now state a technical lemma needed in the inversion of the Stieltjes transforms of the measures $d \psi(x)$.

Lemma 2. Assume that $\operatorname{Re}\{d-a-b\}>0$ and $\operatorname{Re}\{a+b+c-d-e\}>0$. Then

$$
\lim _{z \rightarrow 1^{-}}(1-z)^{a+b+c-d-e} F_{2}\left(\left.\begin{array}{c}
a, b, c  \tag{3.6}\\
d, e
\end{array} \right\rvert\, z\right)=\frac{\Gamma(d) \Gamma(e) \Gamma(a+b+c-d-e)}{\Gamma(a) \Gamma(b) \Gamma(c)}
$$

Proof. Applying the Pfaff-Kummer transformation [15]

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ; z)=(1-z)^{-a}{ }_{2} F_{1}(a, c-b ; c ; z /(z-1)) \tag{3.7}
\end{equation*}
$$

to the ${ }_{2} F_{1}$ in (2.7), then replacing $t$ by $1-t$ we get

$$
\begin{aligned}
{ }_{3} F_{2}\left(\left.\begin{array}{c}
a, b, c \\
d, e
\end{array} \right\rvert\, z\right)= & \frac{\Gamma(e)(1-z)^{d-a-b}}{\Gamma(c) \Gamma(e-c)} \int_{0}^{1} t^{e-c-1}(1-t)^{c-1} \\
& \cdot\left\{1-\frac{z t}{z-1}\right\}^{d-a-b}{ }_{2} F_{1}\left(\left.\begin{array}{c}
d-a, d-b \\
d
\end{array} \right\rvert\, z(1-t)\right) d t \\
= & \frac{\Gamma(e)(1-z)^{d-a-b} \infty}{\Gamma(c) \Gamma(e-c)} \sum_{0}^{\infty} \frac{(d-a)_{n}(d-b)_{n}}{n!(d)_{n}} z^{n} \int_{0}^{1} t^{e-c-1}(1-t)^{n+c-1} \\
& \cdot\left(1-\frac{z t}{z-1}\right)^{d-a-b} d t \\
= & \frac{\Gamma(e)(1-z)^{d-a-b} \infty}{\Gamma(c) \Gamma(e-c)} \sum_{0}^{\infty} \frac{(d-a)_{n}(d-b)_{n}}{n!(d)_{n}} z^{n}{ }_{2} F_{1}\left(\begin{array}{c}
e-c, a+b-d \\
e+n
\end{array} \frac{z}{z-1}\right) .
\end{aligned}
$$

In the last step we also used the Euler integral representation for ${ }_{2}{ }_{2} F_{1}$, i.e., (2.7) with $a_{1}$ equal to $b_{1}$. Next apply the transformation (3.7) to the ${ }_{2} F_{1}$ in the last sum to obtain

$$
\begin{align*}
(1-z)^{a+b+c-d-e} F_{3}\left(\left.\begin{array}{c}
a, b, c \\
d, e
\end{array} \right\rvert\, z\right)= & \frac{\Gamma(e)}{\Gamma(c)} \sum_{0}^{\infty} \frac{(d-a)_{n}(d-b)_{n} \Gamma(n+c)}{n!(d)_{n} \Gamma(e+n)} \\
& \cdot{ }_{2} F_{1}\binom{e-c, n+d+e-a-b \mid z}{e+n} . \tag{3.8}
\end{align*}
$$

We then let $z \rightarrow 1^{-}$in (3.8) and use Gauss's theorem [15]

$$
{ }_{2} F_{1}(\alpha, \beta ; \gamma ; 1)=\Gamma(\gamma) \Gamma(\gamma-\alpha-\beta) /\{\Gamma(\gamma-\alpha) \Gamma(\gamma-\beta)\}, \quad \operatorname{Re}(\gamma-\alpha-\beta)>0 .
$$

It is easy to justify interchanging the limiting and summation processes. The result is that the right-hand side of (3.8) reduces to

$$
\frac{\Gamma(e)}{\Gamma(c)} \sum_{0}^{\infty} \frac{(d-a)_{n}(d-b)_{n} \Gamma(a+b+c-d-e)}{n!(d)_{n} \Gamma(a+b-d)}
$$

which can be summed by Gauss's theorem. This completes the proof of the lemma.
We now discuss the inversion of the Stieltjes transforms $X_{\eta}(x), \eta=0,1$, and find the measures with respect to which our polynomials are orthogonal. Let

$$
\begin{equation*}
X_{\eta}(x)=\int_{0}^{\infty}(x-t)^{-1} d \psi(t ; \eta) \tag{3.9}
\end{equation*}
$$

We can easily see from (3.5) that

$$
\begin{equation*}
2 \pi i \psi^{\prime}(t ; \eta)=X_{\eta}\left(t-i 0^{+}\right)-X_{\eta}\left(t+i 0^{+}\right) . \tag{3.10}
\end{equation*}
$$

It readily follows from (3.10) that $\psi^{\prime}$ vanishes identically on $\left(-\infty, \gamma^{2}\right)$ because $X_{\eta}(x)$ is single-valued in the complex plane cut along $\left(-\infty, \gamma^{2}\right)$. Clearly,

$$
\begin{equation*}
\sqrt{\gamma^{2}-t \pm i 0^{+}}= \pm i \sqrt{t-\gamma^{2}}, \quad t \in\left[\gamma^{2}, \infty\right) . \tag{3.11}
\end{equation*}
$$

Define

$$
\begin{equation*}
D=-i \sqrt{t-\gamma^{2}}+\frac{1}{2}(1+a+b+\beta-\alpha), \quad E=i \sqrt{t-\gamma^{2}}+\frac{1}{2}(1+a+b+\beta-\alpha) . \tag{3.12}
\end{equation*}
$$

It is easy to see from (3.4), (3.11), and (3.12) that

$$
X_{0}(t-i 0)-X_{0}(t+i 0)
$$

$$
=\frac{{ }_{3} F_{2}\left(\left.\begin{array}{c}
D-a, D-b, D-\alpha-1  \tag{3.13}\\
1-2 i \sqrt{t-\gamma^{2}}, D
\end{array} \right\rvert\, 1\right)}{\alpha(D-1)_{3} F_{2}\left(\left.\begin{array}{c}
D-a, D-b, D-\alpha-1 \\
1-2 i \sqrt{t-\gamma^{2}}, D-1
\end{array} \right\rvert\, 1\right)} \text { complex conjugate. }
$$

We then apply (4.4.3) in Slater [17] and obtain

$$
\begin{aligned}
& \alpha\left[t-\gamma^{2}+\{(a+b+\beta-\alpha-1) / 2\}^{2}\right]\left\{t-\gamma^{2}\right\}^{-1 / 2}\left\{X_{0}(t-i 0)-X_{0}(t+i 0)\right\} \\
&=\lim _{z \rightarrow 1^{-}} \frac{(1-z)^{a+b+\beta+1-D-E}{ }_{3} F_{2}\left(\left.\begin{array}{c}
a, b, \beta+1 \\
D, E
\end{array} \right\rvert\, z\right)}{\left|{ }_{3} F_{2}\left(\left.\begin{array}{c}
D-a, D-b, D-\alpha-1 \\
1-2 i \sqrt{t-\gamma^{2}}, D-1
\end{array} \right\rvert\, z\right)\right|^{2}}
\end{aligned}
$$

Lemma 2 shows that the limit of the numerator on the right-hand side of the above formula is $\Gamma(E) \Gamma(D) \Gamma(a+b+\beta+1-D-E) /\{\Gamma(1+\beta) \Gamma(a) \Gamma(b)\}$. This fact, when combined with (3.10) establishes, after some simplification, the following result.

Theorem 3. The weight function $\psi^{\prime}(t ; 0)$ is supported on $\left[\gamma^{2}, \infty\right)$ where it is given by

$$
\begin{align*}
& \psi^{\prime}(t ; 0)=\frac{\Gamma(\alpha) \sqrt{t-\gamma^{2}}}{\pi \alpha \Gamma(a) \Gamma(b) \Gamma(\beta+1)}  \tag{3.14}\\
& \cdot \left\lvert\, \frac{\Gamma\left(i \sqrt{t-\gamma^{2}}+\frac{1}{2}(a+b-1+\beta-\alpha)\right)}{{ }_{3} F_{2}\left(\left.\begin{array}{c}
i \sqrt{t-\gamma^{2}}+\frac{1}{2}(a-b+1+\beta-\alpha), i \sqrt{t-\gamma^{2}}+\frac{1}{2}(b-a+1+\beta-\alpha), i \sqrt{t-\gamma^{2}}+\frac{1}{2}(a+b-1-\alpha-\beta), \\
1+2 i \sqrt{t-\gamma^{2}}, i \sqrt{t-\gamma^{2}}+\frac{1}{2}(a+b+\beta-\alpha-1)
\end{array}\right|_{1} ^{2} .\right.}\right.
\end{align*}
$$

It is clear from (1.1), (1.2), and (1.6) that the dual Hahn polynomials remain invariant if we interchange $a$ and $b$, or interchange $\alpha$ and $\beta$. Therefore $\psi^{\prime}(t, \eta)$ must also be invariant under the same operations. The right-hand side of formula (3.14) is symmetric in $a$ and $b$ but does not exhibit the symmetry of $\psi^{\prime}(t ; 0)$ in $\alpha$ and $\beta$. The more symmetric form
$\pi \Gamma(a) \Gamma(b) \Gamma(\alpha+1) \Gamma(\beta+1) \psi^{\prime}(t ; 0)$

$$
\begin{align*}
& =\sqrt{t-\gamma^{2}}\left|\frac{\Gamma\left\{\frac{1}{2}(3+\alpha+\beta-a-b)+i \sqrt{t-\gamma^{2}}\right\} \Gamma\left\{\frac{1}{2}(a+b+\beta-\alpha-1)+i \sqrt{t-\gamma^{2}}\right\}}{\Gamma\left(1+2 i \sqrt{t-\gamma^{2}}\right)}\right|^{2}  \tag{3.15}\\
& \cdot\left|{ }_{3} F_{2}\left(\left.\begin{array}{c}
a-1, \quad b-1, \quad \frac{1}{2}(1+\alpha+\beta-a-b)+i \sqrt{t-\gamma} \\
\frac{1}{2}(a+b+\alpha-\beta-1)+i \sqrt{t-\gamma^{2}}, \frac{1}{2}(a+b+\beta-\alpha-1)+i \sqrt{t-\gamma^{2}}
\end{array} \right\rvert\, 1\right)\right|^{2},
\end{align*}
$$

for $t \in\left[\gamma^{2}, \infty\right)$ can be obtained from the transformation

$$
{ }_{3} F_{2}\left(\left.\begin{array}{c}
\mathbf{A}, \mathbf{B}, \mathbf{C} \\
\mathbf{D}, \mathbf{E}
\end{array} \right\rvert\, 1\right)=\frac{\Gamma(\mathbf{E}) \Gamma(\mathbf{S})}{\Gamma(\mathbf{E}-\mathbf{C}) \Gamma(\mathbf{S}+\mathbf{C})}{ }_{3} F_{2}\left(\left.\begin{array}{c}
\mathbf{D}-\mathbf{A}, \mathbf{D}-\mathbf{B}, \mathbf{C} \\
\mathbf{D}, \mathbf{S}+\mathbf{C}
\end{array} \right\rvert\, 1\right),
$$

with $\mathbf{S}=\mathbf{D}+\mathbf{E}-\mathbf{A}-\mathbf{B}-\mathbf{C}$.
One can treat the case $\eta=1$ similarly, that is $\mu_{0}=0$. In this case we need the following lemma.

Lemma 4. The ${ }_{3} F_{2}$ 's satisfy the contiguous relation

$$
Z_{3} F_{2}\left(\begin{array}{c|c}
X, Y, Z+1  \tag{3.16}\\
U, V & 1
\end{array}\right)=(V-1)_{3} F_{2}\left(\left.\begin{array}{c}
X, Y, Z \\
U, V-1
\end{array} \right\rvert\, 1\right)+(1+Z-V)_{3} F_{2}\left(\left.\begin{array}{c}
X, Y, Z \\
U, V
\end{array} \right\rvert\, 1\right) .
$$

Proof. This lemma follows from

$$
Z(Z+1)_{n}=(Z)_{n}(Z+n)=(Z)_{n}\{(Z-V+1)+(V+n-1)\} .
$$

Remark. Lemma 4 is known but is not easily accessible.
Using the notation

$$
\begin{aligned}
& X=\frac{1}{2}(a-b+\beta-\alpha+1)-i \sqrt{t-\gamma^{2}}, \quad Y=\frac{1}{2}(1+b-a+\beta-\alpha)-i \sqrt{t-\gamma^{2}}, \\
& U=1-2 i \sqrt{t-\gamma^{2}}, \\
& V=\frac{1}{2}(1+a+b-\beta-\alpha)-i \sqrt{t-\gamma^{2}}, \quad Z=\frac{1}{2}(a+b-1-\beta-\alpha)-i \sqrt{t-\gamma^{2}},
\end{aligned}
$$

together with (3.4), (3.9), and (3.10) we find

$$
\begin{aligned}
& \left.\left.\alpha\left|\gamma-i \sqrt{t-\gamma^{2}}\right|^{2}\left\{X_{1}(t+i 0)-X_{1}(t-i 0)\right\}\right|_{3} F_{2}\left(\left.\begin{array}{c}
X, Y, Z+1 \\
U, V
\end{array} \right\rvert\, 1\right)\right|^{2} \\
& =Z_{3} F_{2}\left(\left.\begin{array}{c}
X, Y, Z+1 \\
U, V
\end{array} \right\rvert\, 1\right)_{3} F_{2}\left(\left.\begin{array}{c}
\bar{X}, \bar{Y}, \bar{Z} \\
\bar{U}, \bar{V}
\end{array} \right\rvert\, 1\right)-\text { complex conjugate } \\
& =(V-1)_{3} F_{2}\left(\begin{array}{c|c}
X, Y, Z & 1 \\
U, V-1
\end{array}\right){ }_{3} F_{2}\left(\left.\begin{array}{c}
\bar{X}, \bar{Y}, \bar{Z} \\
\bar{U}, \bar{V}
\end{array} \right\rvert\,\right) \\
& +(1+Z-V)\left|{ }_{3} F_{2}\left(\begin{array}{c|c}
X, Y, Z & 1 \\
U, V
\end{array}\right)\right|^{2}-\text { complex conjugate, }
\end{aligned}
$$

which, since $1+Z-V$ is real, simplifies to

$$
(V-1)_{3} F_{2}\left(\left.\begin{array}{c}
X, Y, Z \\
U, V-1
\end{array} \right\rvert\, 1\right)_{3} F_{2}\left(\begin{array}{c}
\bar{X}, \bar{Y}, \bar{Z} \\
\bar{U}, \bar{V}
\end{array} 1\right) \text { - complex conjugate. }
$$

The above quantity appeared earlier in the inversion of $X_{0}(x)$ and was simplified using (4.4.3) in Slater [15]. This enables us to find the absolutely continuous component of the measure $d \psi(t ; 1)$. When we combine this result with (3.14) we obtain the following theorem.

Theorem 5. Let $\gamma=(1+\alpha+\beta-a-b) / 2$ (as in (2.4)). The weight functions $\psi^{\prime}(t ; \eta)$ when $\eta=0,1$, are given by

$$
\begin{align*}
\psi^{\prime}(t ; \eta)= & \frac{t^{-\eta} \sqrt{t-\gamma^{2}}\left|\Gamma\left\{1-\eta+\gamma+i \sqrt{t-\gamma^{2}}\right\}\right|^{2}}{\pi \Gamma(a) \Gamma(b) \Gamma(\alpha+1) \Gamma(\beta+1)\left|\Gamma\left\{1+2 i \sqrt{t-\gamma^{2}}\right\}\right|^{2}} \\
& \cdot\left|\frac{\Gamma\left\{\eta+\alpha-\gamma-i \sqrt{t-\gamma^{2}}\right\} \Gamma\left\{\eta+\beta-\gamma+i \sqrt{t-\gamma^{2}}\right\}}{{ }_{3} F_{2}\left(\left.\begin{array}{c}
a+\eta-1, b+\eta-1, \eta-\gamma+i \sqrt{t-\gamma^{2}} \\
\eta+\alpha-\gamma+i \sqrt{t-\gamma^{2}}, \eta+\beta-\gamma+i \sqrt{t-\gamma^{2}}
\end{array} \right\rvert\, 1\right)}\right|^{2} \tag{3.17}
\end{align*}
$$

valid for $t \in\left(\gamma^{2}, \infty\right)$.
The isolated jumps of $\psi$ coincide with poles of its Stieltjes transform. We believe, but have been unable to prove, that the functions appearing in the denominators of $X_{\eta}(x), \eta=0,1$ do not vanish for real values of $x$ if $\alpha$ and $\beta$ are positive when $\mu_{0}=\alpha \beta$, or $\alpha>-1$ and $\beta>-1$ when $\mu_{0}=0$.
4. Explicit and transformation formulas. We first derive the explicit formula

$$
\begin{align*}
P_{n}(x ; a, b, \alpha, \beta, \eta)=\sum_{j=0}^{n} & \frac{\left(\gamma+a-i \sqrt{x-\gamma^{2}}\right)_{j}\left(\gamma+b-i \sqrt{x-\gamma^{2}}\right)_{j}\left(-\gamma+i \sqrt{x-\gamma^{2}}\right)_{n-j}}{(n-j)!(\alpha+1)_{j}(\beta+1)_{j}} \\
& \cdot{ }_{3} F_{2}\left(\left.\begin{array}{c}
\alpha, \beta, \gamma-\eta-i \sqrt{x-\gamma^{2}} \\
\gamma+a-i \sqrt{x-\gamma^{2}}, \gamma+b-i \sqrt{x-\gamma^{2}}
\end{array} \right\rvert\, 1\right) . \tag{4.1}
\end{align*}
$$

Proof of (4.1). We make the substitution

$$
\begin{equation*}
G(x, w)=w^{-\beta}(1-w)^{\gamma-i \sqrt{x-\gamma^{2}}} F(x, w) \tag{4.2}
\end{equation*}
$$

in (2.2) and find that the function $F(x, w)$ satisfies the differential equation

$$
\begin{equation*}
w(1-w) F^{\prime \prime}+[C-(1+A+B) w] F^{\prime}-A B F=\alpha \beta w^{\beta-1}(1-w)^{\eta-\gamma+i \sqrt{x-\gamma^{2}}}, \tag{4.3}
\end{equation*}
$$

where ' denotes differentiation with respect to $w$. We then solve (4.3) using the Frobenius method. Clearly,

$$
F(x, w)=\sum_{0}^{\infty} c_{n} w^{n+\beta},
$$

with $c_{0}=1$. Equating coefficients of various powers of $w$ leads to the two-term recurrence relations

$$
\begin{aligned}
& (\alpha+n+1)(\beta+n+1) c_{n+1}-\left(n+a+\gamma-i \sqrt{x-\gamma^{2}}\right) \\
& \quad \cdot\left(n+b+\gamma-i \sqrt{x-\gamma^{2}}\right) c_{n}=\frac{\alpha \beta\left(\gamma-\eta-i \sqrt{x-\gamma^{2}}\right)_{n+1}}{(n+1)!}
\end{aligned}
$$

whose solution, subject to the initial condition $c_{o}=1$, is

$$
c_{n}=\frac{\left(a+\gamma-i \sqrt{x-\gamma^{2}}\right)_{n}\left(b+\gamma-i \sqrt{x-\gamma^{2}}\right)_{n}}{(\alpha+1)_{n}(\beta+1)_{n}} \sum_{k=0}^{n} \frac{(\alpha)_{k}(\beta)_{k}\left(\gamma-\eta-i \sqrt{x-\gamma^{2}}\right)_{k}}{k!\left(a+\gamma-i \sqrt{x-\gamma^{2}}\right)_{k}\left(b+\gamma-i \sqrt{x-\gamma^{2}}\right)_{k}} .
$$

This and (4.2) establish (4.1) and the proof is complete.
Observe that when $\alpha$ or $\beta$ vanishes our polynomials reduce to the continuous dual Hahn polynomials and (4.1) provides a representation of continuous dual Hahn polynomials as multiples of ${ }_{3} F_{2}$ 's. Note also that (4.1) remains valid if we reverse the signs of all square roots involved because the left-hand side is a real polynomial in $x$.

An interesting representation of the associated continuous dual Hahn polynomials is discovered if we change variables in (2.2) as follows. Set

$$
\begin{equation*}
G(x, w)=w^{-\beta}(1-w)^{\beta-a} P(x, z), \quad \text { with } w=z /(1+z) . \tag{4.4}
\end{equation*}
$$

It is readily seen that $P(x, z)$ satisfies the differential equation

$$
\begin{aligned}
z(1+z) \frac{\partial^{2} P}{\partial z^{2}}+ & {[1+\alpha-\beta+(2+a-b+\alpha-\beta) z] \frac{\partial P}{\partial z} } \\
+ & {[(a-\beta)(a-b+1)+x] P=\alpha \beta z^{\beta-1}(1+z)^{1-\alpha-\eta} . }
\end{aligned}
$$

We again apply the Frobenius method and let

$$
P(x, z)=\sum_{n=0}^{\infty} h_{n} z^{n+\beta} .
$$

We then find that the $h_{n}$ 's satisfy the two-term recurrence relation

$$
\begin{aligned}
& (n+\beta+1)(n+\alpha+1) h_{n+1} \\
& \quad+\{(n+\beta)(n+a-b+\alpha+1)+(a-\beta)(\alpha-b+1)+x\} h_{n}=\alpha \beta(-1)^{n+1} \frac{(a+\eta-1)_{n+1}}{(n+1)!},
\end{aligned}
$$

whose solution subject to $h_{0}=1$ is

$$
\begin{aligned}
h_{n}= & (-1)^{n} \frac{\left(a+\gamma+i \sqrt{x-\gamma^{2}}\right)_{n}\left(a+\gamma-i \sqrt{x-\gamma^{2}}\right)_{n}}{(\alpha+1)_{n}(\beta+1)_{n}} \\
& \cdot \sum_{k=0}^{n} \frac{(\alpha)_{k}(\beta)_{k}(a+\eta-1)_{k}}{k!\left(\alpha+\gamma+i \sqrt{x-\gamma^{2}}\right)_{k}\left(\alpha+\gamma-i \sqrt{x-\gamma^{2}}\right)_{k}} .
\end{aligned}
$$

Thus we have

$$
G(x, w)=(1-w)^{-a} \sum_{k=0}^{\infty} h_{k}\left(\frac{w}{1-w}\right)^{k}=\sum_{j, k=0}^{\infty} \frac{(a+k)_{j}}{j!} h_{k} w^{k+j} .
$$

Replacing $(a+k)_{j}$ by $(a)_{k+j} /(a)_{k}$ leads to the explicit formula

$$
\begin{align*}
P_{n}(x ; a, b, \alpha, \beta, \eta)=\frac{(a)_{n}}{n!} & \sum_{k=0}^{n} \frac{(-n)_{k}\left(a+\gamma+i \sqrt{x-\gamma^{2}}\right)_{k}\left(a+\gamma-i \sqrt{x-\gamma^{2}}\right)_{k}}{(a)_{k}(\alpha+1)_{k}(\beta+1)_{k}} \\
& \cdot \sum_{j=0}^{k} \frac{(\alpha)_{j}(\beta)_{j}(a+\eta-1)_{j}}{j!\left(a+\gamma+i \sqrt{x-\gamma^{2}}\right)_{j}\left(a+\gamma-i \sqrt{x-\gamma^{2}}\right)_{j}} . \tag{4.5}
\end{align*}
$$

When $\alpha$ or $\beta$ vanishes, the right-hand side of (4.5) reduces to the familiar ${ }_{3} F_{2}$ representation of continuous dual Hahn polynomials.

Observe that the right-hand side of (4.5) is obviously invariant under interchanging $\alpha$ and $\beta$. On the other hand, the $\lambda_{n}$ 's and $\mu_{n}$ 's in (1.1) and (1.2) are symmetric in $a$ and $b$ (see (1.6)). Therefore the polynomials $P_{n}$ must also be symmetric in $a$ and $b$.

Theorem 6. The right-hand side of (4.5) is a symmetric function of $a$ and $b$ where $\gamma$ is as in (2.4).

Theorem 6 is a generalization of the Whipple transformation [17] to a double series.
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# ON THE ZEROS OF POLYNOMIALS ORTHOGONAL ON THE SEMICIRCLE* 

WALTER GAUTSCHI $\dagger$


#### Abstract

It is shown that the polynomials $\pi_{n}(\cdot ; w)$ orthogonal in the sense of [W. Gautschi, H. J. Landau, and G. V. Milovanović, Constr. Approx., 3 (1987), pp. 389-404] on the unit upper semicircle need not necessarily have all their zeros in the interior of the unit upper semidisc, not even for weight functions $w$ that are symmetric, $w(-z)=w(z)$. A symmetric weight function $w_{a}$ (depending on a parameter $a$ ) is exhibited, which has the property that $\pi_{n}\left(\cdot ; w_{a}\right)$ for any fixed even $n$ has a zero on the imaginary axis with imaginary part greater than one, provided $a$ is large enough. Similarly, a weight function $w^{a}$ is constructed for which the analogous property holds for $\pi_{n}\left(\cdot ; w^{a}\right), n$ odd.


Key words. complex orthogonal polynomials, indefinite inner product, zeros
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1. In [3], [4] we introduced polynomials that are orthogonal on the semicircle with respect to the (non-Hermitian) inner product

$$
\begin{equation*}
(p, q)=\int_{0}^{\pi} p\left(e^{i \theta}\right) q\left(e^{i \theta}\right) w\left(e^{i \theta}\right) d \theta . \tag{1.1}
\end{equation*}
$$

Here, $w$ is a "weight function" analytic on the semidisc $D_{+}=\{z \in \mathbb{C}:|z|<1, \operatorname{Im} z>0\}$, nonnegative on ( $-1,1$ ) and integrable over $\partial D_{+}$. We have shown that under the assumption

$$
\begin{equation*}
\operatorname{Re} \int_{0}^{\pi} w\left(e^{i \theta}\right) d \theta \neq 0 \tag{1.2}
\end{equation*}
$$

there exists a unique system $\left\{\pi_{n}\right\}_{n=0}^{\infty}$ of monic polynomials $\pi_{n}(\cdot)=\pi_{n}(\cdot ;$ w) such that

$$
\operatorname{deg} \pi_{n}=n, \quad n=0,1,2, \cdots, \quad\left(\pi_{k}, \pi_{l}\right) \begin{cases}=0, & k \neq l,  \tag{1.3}\\ \neq 0, & k=l .\end{cases}
$$

They possess many of the properties familiar from orthogonal polynomials on the real line, such as satisfying a three-term recurrence relation and a second-order linear differential equation (for special weight functions), and in fact can be expressed as (complex) linear combinations of two successive polynomials orthogonal on the interval $(-1,1)$ with respect to the same weight function $w$. They give rise to Gauss-type quadrature rules for integration over the semicircle and to new, possibly more stable, quadrature formulae for evaluating Cauchy principal value integrals (see [3, §§ 7, 8]). Since the nodes of these quadrature rules involve the zeros of the polynomials $\pi_{n}$ in (1.3), a study of the qualitative properties of these zeros is of interest.

In [4] we have shown that for weight functions analytic in $D=\{z \in \mathbb{C}:|z|<1\}$, symmetric in the sense

$$
\begin{equation*}
w(-z)=w(z) \quad \text { for all } z \in D, \tag{1.4}
\end{equation*}
$$

and satisfying

$$
\begin{equation*}
w(x) \geqq 0 \quad \text { on }(-1,1), \quad w(0)>0, \tag{1.5}
\end{equation*}
$$

[^50]all zeros of $\pi_{n}$ are contained in $D_{+}$with the possible exception of a single (simple) zero iy, $y \geqq 1$. For the Gegenbauer weight $w(z)=\left(1-z^{2}\right)^{\lambda-1 / 2}$, the exceptional case can only arise if $n=1$ and $-\frac{1}{2}<\lambda \leqq 0$. Likewise, no exceptional cases seem to occur for Jacobi weights $w(z)=(1-z)^{\alpha}(1+z)^{\beta}, \alpha>-1, \beta>-1$, if $n \geqq 2$, as was observed by numerical computation. We might be led to believe that this absence of exceptional cases prevails for arbitrary weight functions $w$. In this note we show, however, that this is not so, not even for symmetric weight functions. We exhibit symmetric functions $w$ for which $\pi_{n}(\cdot ; w)$, for arbitrary fixed $n$, has a zero $i y$ with $y \geqq 1$.
2. Let $b_{k}=b_{k}(w), k=1,2,3, \cdots$, be the coefficients in the recurrence formula
\[

$$
\begin{equation*}
y_{k+1}=x y_{k}-b_{k} y_{k-1}, \quad k=0,1,2, \cdots, \quad y_{-1}=0, \quad y_{0}=1 \tag{2.1}
\end{equation*}
$$

\]

satisfied by the polynomials $p_{n}(x ; w)$ orthogonal on the interval $(-1,1)$ relative to the symmetric weight function $w$. We recall from the proof of Theorem 6.5 and equations (5.2), (5.4) of [4] that $i y$ is a zero of $\pi_{n}(\cdot ; w)$ if and only if

$$
\begin{equation*}
\omega_{n}(y)-\theta_{n-1}=0, \tag{2.2}
\end{equation*}
$$

where

$$
\begin{gather*}
\omega_{1}(y)=y,  \tag{2.3}\\
\theta_{n-1}= \begin{cases}\frac{b_{k}(y)=y+\frac{b_{k-1}}{\omega_{k-1}(y)},}{}=\begin{array}{ll}
b_{2} b_{4} \cdots b_{n-1} & \pi=2,3, \cdots, \\
\frac{b_{2} b_{4} \cdots b_{n-1}}{m_{0}}, & n \text { even, } \\
b_{1} b_{3} \cdots b_{n-2} & \frac{m_{0}}{\pi},
\end{array} n \text { odd, }\end{cases} \tag{2.4}
\end{gather*}
$$

and

$$
\begin{equation*}
m_{0}=\int_{-1}^{1} w(x) d x=2 \int_{0}^{1} w(x) d x \tag{2.5}
\end{equation*}
$$

the weight function $w$ having been normalized to satisfy

$$
\begin{equation*}
w(0)=1 \tag{2.6}
\end{equation*}
$$

If $n=1$ or $n=2$, empty products in (2.4) are assumed to be one. Equation (2.2) holds for some $y \geqq 1$ if and only if

$$
\begin{equation*}
\omega_{n}(1)-\theta_{n-1} \leqq 0 . \tag{2.7}
\end{equation*}
$$

Indeed, since $\omega_{n}(y) \rightarrow \infty$ as $y \rightarrow \infty$, inequality (2.7) trivially implies (2.2) for some $y \geqq 1$. Conversely, if (2.2) holds for some $y \geqq 1$, but (2.7) (if $n \geqq 2$ ) does not, the left-hand side of (2.2), hence $\pi_{n}(i y)$, would have either two distinct zeros $>1$, or a double zero $>1$, which is impossible by Theorem 6.2 of [4]. By (2.3), we can write (2.7) in the form

$$
\begin{equation*}
1+\frac{b_{n-1}}{1+} \frac{b_{n-2}}{1+} \cdots \frac{b_{1}}{1} \leqq \theta_{n-1} \tag{2.8}
\end{equation*}
$$

We now show that (2.8), for any fixed $n \geqq 1$, can always be achieved for some suitable weight function $w$.
3. It is necessary to distinguish the cases $n$ even and $n$ odd. In the former case, (2.8) becomes

$$
\begin{equation*}
1+\frac{b_{n-1}}{1+} \frac{b_{n-2}}{1+} \cdots \frac{b_{1}}{1} \leqq \frac{b_{1} b_{3} \cdots b_{n-1}}{b_{2} b_{4} \cdots b_{n-2}} \frac{\pi}{m_{0}} . \tag{3.1}
\end{equation*}
$$

It is clear that we can enforce (3.1) to hold if we can find a family of weight functions $w$ for which $m_{0}$ tends to zero and the $b_{k}$ remain bounded and bounded away from zero. Such a family of weight functions (keeping in mind that they should be analytic in $D$, satisfy (1.4), and be normalized by (2.6)) is given by

$$
\begin{equation*}
w(z)=w_{a}(z)=\frac{1+\sqrt{a / \pi} e^{-a z^{2}}}{1+\sqrt{a / \pi}}, \quad a>0 . \tag{3.2}
\end{equation*}
$$

The fact that $w_{a}$ also satisfies (1.2) follows from Theorem 5.1 of [4]. We note that the second term in the numerator of (3.2), for real $z=x$, is an approximation to the Dirac delta function $\delta(x)$, to which it converges as $a \rightarrow \infty$. It follows that, for any polynomial $p$,

$$
\begin{align*}
& \left(1+\sqrt{\frac{a}{\pi}}\right) \int_{-1}^{1} w_{a}(x) p(x) d x \rightarrow \int_{-1}^{1}[1+\delta(x)] p(x) d x \\
& \quad=\int_{-1}^{1} p(x) d x+p(0) \quad \text { as } a \rightarrow \infty . \tag{3.3}
\end{align*}
$$

In particular, putting $p(x) \equiv 1$,

$$
\begin{equation*}
m_{0} \sim 3 \sqrt{\pi / a}, \quad a \rightarrow \infty . \tag{3.4}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\lim _{a \rightarrow \infty} b_{k}\left(w_{a}\right)=b_{k, \infty}>0, \quad . \quad k=1,2,3, \cdots, \tag{3.5}
\end{equation*}
$$

where $b_{k, \infty}$ are the recursion coefficients of the monic polynomials orthogonal with respect to the weight function $1+\delta(x)$ on $[-1,1]$ (Legendre weight plus Dirac function centered at the origin). It follows from (3.4) and (3.5) that for $a$ sufficiently large, (3.1) will be true (even with strict inequality). The proof of (3.5) is deferred to $\S 4$.

Assume next that $n$ is odd. Then, (2.8) becomes

$$
\begin{equation*}
1+\frac{b_{n-1}}{1+} \frac{b_{n-2}}{1+} \cdots \frac{b_{1}}{1} \leqq \frac{b_{2} b_{4} \cdots b_{n-1}}{b_{1} b_{3} \cdots b_{n-2}} \frac{m_{0}}{\pi} . \tag{3.6}
\end{equation*}
$$

We now want $m_{0}$ to be large and may choose, for example,

$$
\begin{equation*}
w(z)=w^{a}(z)=1+a z^{2}, \quad a>0 . \tag{3.7}
\end{equation*}
$$

Then

$$
\begin{equation*}
m_{0}=\frac{2}{3} a+2 \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{a \rightarrow \infty} b_{k}\left(w^{a}\right)=b_{k}^{\infty}>0, \quad k=1,2,3, \cdots, \tag{3.9}
\end{equation*}
$$

where $b_{k}^{\infty}$ are the recursion coefficients of the monic polynomials orthogonal with respect to the weight function $x^{2}$ on $[-1,1]$. Again, from (3.8) and (3.9) it follows that (3.6) will be true for $a$ sufficiently large. It remains to prove (3.5) and (3.9).
4. We denote the moments of $w$ by $m_{k}$,

$$
\begin{equation*}
m_{2 r+1}=0, \quad m_{2 r}=2 \int_{0}^{1} x^{2 r} w(x) d x>0 \tag{4.1}
\end{equation*}
$$

The recursion coefficients $b_{k}(w)$ can be expressed in terms of Hankel determinants:

$$
\begin{equation*}
\Delta_{n}(m)=\operatorname{det}\left(m_{i+j}\right)_{\substack{i=0,1, \cdots, n-1 \\ j=0,1, \cdots, n-1}}, \quad \Delta_{0}=1 \tag{4.2}
\end{equation*}
$$

by means of [1, p. 19]

$$
\begin{equation*}
b_{k}(w)=\frac{\Delta_{k-1}(m) \Delta_{k+1}(m)}{\left[\Delta_{k}(m)\right]^{2}}, \quad k=1,2,3, \cdots \tag{4.3}
\end{equation*}
$$

In the case of $w(x)=w_{a}(x)$ [cf. (3.2)], we have by (3.3)

$$
\begin{equation*}
m_{r} \sim \sqrt{\pi / a} m_{r, \infty}, \quad a \rightarrow \infty, \quad r=0,1,2, \cdots, \tag{4.4}
\end{equation*}
$$

where $m_{r, \infty}$ are the moments of the weight function $1+\delta(x)$ on [ $\left.-1,1\right]$. Therefore,

$$
\Delta_{n}(m) \sim\left(\frac{\pi}{a}\right)^{n / 2} \Delta_{n}\left(m_{\infty}\right), \quad a \rightarrow \infty
$$

and, consequently, by (4.3),

$$
b_{k}\left(w_{a}\right) \sim \frac{\Delta_{k-1}\left(m_{\infty}\right) \Delta_{k+1}\left(m_{\infty}\right)}{\left[\Delta_{k}\left(m_{\infty}\right)\right]^{2}}, \quad a \rightarrow \infty
$$

that is,

$$
\begin{equation*}
b_{k}\left(w_{a}\right) \rightarrow b_{k, \infty} \quad \text { as } a \rightarrow \infty . \tag{4.5}
\end{equation*}
$$

Likewise, for $w(x)=w^{a}(x)$ [cf. (3.7)],

$$
m_{r} \sim a m_{r}^{\infty}, \quad a \rightarrow \infty, \quad r=0,1,2, \cdots,
$$

where $m_{r}^{\infty}$ are the moments of the weight function $x^{2}$ on $[-1,1]$, and thus,

$$
\Delta_{n}(m) \sim a^{n} \Delta_{n}\left(m^{\infty}\right), \quad a \rightarrow \infty,
$$

giving

$$
\begin{equation*}
b_{k}\left(w^{a}\right) \rightarrow b_{k}^{\infty} \quad \text { as } a \rightarrow \infty . \tag{4.6}
\end{equation*}
$$

This proves the assertions in (3.5) and (3.9).
We remark that instead of one in (2.7) we could have selected any number larger than one, which means that the zeros of $\pi_{n}\left(\cdot ; w_{a}\right)$ and $\pi_{n}\left(\cdot ; w^{a}\right)$ on the imaginary axis can be made to have arbitrarily large imaginary parts by choosing $a$ sufficiently large.
5. We now confirm the validity of the construction in $\S 3$ numerically by computing the zeros of $\pi_{n}\left(\cdot ; w_{a}\right), n$ even, and of $\pi_{n}\left(\cdot ; w^{a}\right), n$ odd, for the critical value $a=a_{n}^{*}$ (which should yield a zero at $i$ ) and a few selected values $a>a_{n}^{*}$. We compute these zeros in terms of eigenvalues of a real tridiagonal (nonsymmetric) matrix, as indicated in [4, § 6.1], the coefficients $b_{k}\left(w_{a}\right)$ and $b_{k}\left(w^{a}\right)$ being generated by the "discretized Stieltjes procedure" (cf. [2, § 2.2]).

Table 5.1 shows the values of $a_{n}^{*}$ for $n=2(1) 10$ obtained to eight significant decimal digits by using the bisection method on (2.2) where $y=1$. The zeros of $\pi_{n}\left(\cdot ; w_{a}\right)$

Table 5.1
Values of $a_{n}^{*}$ for $n=2(1) 10$.

| $n$ | $a_{n}^{*}$ | $n$ | $a_{n}^{*}$ |
| ---: | :---: | :---: | :---: |
| 2 | 55.274946 | 3 | 17.009652 |
| 4 | 250.25427 | 5 | 46.413430 |
| 6 | 798.58573 | 7 | 89.537192 |
| 8 | 1951.2926 | 9 | 146.34390 |
| 10 | 4037.4957 |  |  |

Table 5.2
Zeros of $\pi_{n}\left(\cdot ; w_{a}\right), a=(1+\kappa) a_{n}^{*}, \kappa=0, \frac{1}{2}, 1, \infty$, where $n=2(2) 10$.

| $n$ | $\kappa$ |  |  |  | Zeros |  |  |
| :---: | :---: | :---: | :---: | :--- | :--- | :--- | :--- |
| 2 | 0 | $.225 i$ | $1.000 i$ |  |  |  |  |
|  | .5 | $.177 i$ | $1.264 i$ |  |  |  |  |
|  | 1.0 | $.152 i$ | $1.472 i$ |  |  |  |  |
|  | $\infty$ | 0 | $\infty i$ |  |  |  |  |
| 4 | 0 | $.065 i$ | $1.000 i$ | $\pm .797+.038 i$ |  |  |  |
|  | .5 | $.053 i$ | $1.237 i$ | $\pm .791+.035 i$ |  |  |  |
|  | 1.0 | $.046 i$ | $1.435 i$ | $\pm .788+.032 i$ |  |  |  |
|  | $\infty$ | 0 | $\infty i$ | $\pm .775$ |  |  |  |
| 6 | 0 | $.031 i$ | $1.000 i$ | $\pm .912+.011 i$ | $\pm .559+.051 i$ |  |  |
|  | .5 | $.025 i$ | $1.251 i$ | $\pm .911+.010 i$ | $\pm .553+.044 i$ |  |  |
|  | 1.0 | $.022 i$ | $1.461 i$ | $\pm .910+.009 i$ | $\pm .550+.039 i$ |  |  |
|  | $\infty$ | 0 | $\infty i$ | $\pm .906$ | $\pm .538$ |  |  |
| 8 | 0 | $.018 i$ | $1.000 i$ | $\pm .951+.004 i$ | $\pm .751+.022 i$ | $\pm .421+.046 i$ |  |
|  | .5 | $.015 i$ | $1.262 i$ | $\pm .951+.004 i$ | $\pm .749+.019 i$ | $\pm .416+.039 i$ |  |
|  | 1.0 | $.013 i$ | $1.479 i$ | $\pm .950+.004 i$ | $\pm .747+.017 i$ | $\pm .413+.034 i$ |  |
|  | $\infty$ | 0 | $\infty i$ | $\pm .949$ | $\pm .742$ | $\pm .406$ |  |
| 10 | 0 | $.012 i$ | $1.000 i$ | $\pm .969+.002 i$ | $\pm .841+.011 i$ | $\pm .623+.026 i$ | $\pm .335+.040 i$ |
|  | .5 | $.010 i$ | $1.269 i$ | $\pm .969+.002 i$ | $\pm .840+.010 i$ | $\pm .620+.022 i$ | $\pm .331+.033 i$ |
|  | 1.0 | $.008 i$ | $1.492 i$ | $\pm .969+.002 i$ | $\pm .839+.009 i$ | $\pm .618+.019 i$ | $\pm .330+.029 i$ |
|  | $\infty$ | 0 | $\infty i$ | $\pm .968$ | $\pm .836$ | $\pm .613$ | $\pm .324$ |

Table 5.3
Zeros of $\pi_{n}\left(\cdot ; w^{a}\right), a=(1+\kappa) a_{n}^{*}, \kappa=0, \frac{1}{2}, 1, \infty$, where $n=3(2) 9$.

| $n$ | $\kappa$ |  |  | Zeros |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 3 | 0 | $1.000 i$ | $\pm .781+.046 i$ |  |  |
|  | .5 | $1.356 i$ | $\pm .776+.038 i$ |  |  |
|  | 1.0 | $1.710 i$ | $\pm .774+.032 i$ |  |  |
|  | $\infty$ | $\infty i$ | $\pm .775$ |  |  |
| 5 | 0 | $1.000 i$ | $\pm .909+.012 i$ | $\pm .541+.057 i$ |  |
|  | .5 | $1.407 i$ | $\pm .908+.010 i$ | $\pm .536+.044 i$ |  |
|  | 1.0 | $1.807 i$ | $\pm .907+.008 i$ | $\pm .535+.035 i$ |  |
|  | $\infty$ | $\infty i$ | $\pm .906$ | $\pm .538$ |  |
|  | 0 | $1.000 i$ | $\pm .951+.005 i$ | $\pm .747+.023 i$ | $\pm .405+.051 i$ |
|  | .5 | $1.429 i$ | $\pm .950+.004 i$ | $\pm .744+.018 i$ | $\pm .402+.038 i$ |
|  | 1.0 | $1.847 i$ | $\pm .950+.003 i$ | $\pm .743+.015 i$ | $\pm .401+.030 i$ |
|  | $\infty$ | $\infty i$ | $\pm .949$ | $\pm .742$ | $\pm .406$ |
|  |  |  |  |  |  |
|  | 0 | $1.000 i$ | $\pm .969+.002 i$ | $\pm .839+.012 i$ | $\pm .618+.027 i$ |
|  | .5 | $1.440 i$ | $\pm .969+.002 i$ | $\pm .838+.009 i$ | $\pm .615+.020 i$ |
|  | 1.0 | $1.868 i$ | $\pm .968+.002 i$ | $\pm .837+.008 i$ | $\pm .614+.016 i$ |

and $\pi_{n}\left(\cdot ; w^{a}\right)$ for $n=2(2) 10$ and $n=3(2) 9$, respectively, where $a=(1+\kappa) a_{n}^{*}, \kappa=0$, $\frac{1}{2}, 1, \infty$, are listed in Tables 5.2 and 5.3. Although they were computed to eight significant digits, only three-digit values are shown because of space considerations. If $a \rightarrow \infty$ (i.e., $\kappa \rightarrow \infty$ ), it follows from $\pi_{n}=p_{n}-i \theta_{n-1} p_{n-1}$ (cf. [4, eq. (2.9)]) and $\theta_{n-1} \rightarrow \infty$ that the (finite) zeros of $\pi_{n}$ tend to those of $p_{n-1}$, the orthogonal polynomial of degree $n-1$ relative to the limiting weight function $w_{\infty}(x)=1+\delta(x)$ and $w^{\infty}(x)=x^{2}$, for $n$ even and odd, respectively. These limiting weights are not as unrelated as we might think at first. We have, in fact,

$$
p_{n-1}\left(x ; w_{\infty}\right)=x p_{n-2}\left(x ; w^{\infty}\right), \quad n(\text { even }) \geqq 2,
$$

since each side is easily seen to be orthogonal on $[-1,1]$ to all powers of degree $\leqq n-2$ with respect to the constant weight function $w \equiv 1$, and hence equal to the monic Legendre polynomial of degree $n-1$. This is why the limiting zeros for $\kappa=\infty$ in Table 5.2 and Table 5.3 are the same.

It can be seen that for $n$ even, there are two zeros on the imaginary axis moving in opposite directions as $a$ increases from $a_{n}^{*}$ to $\infty$, one up from $i$ to $i \infty$ (cf. the remark at the end of $\S 4$ ), the other down from some $i y_{n}^{*}, 0<y_{n}^{*}<1$, to zero. For $n$ odd, there is one zero on the imaginary axis moving up from $i$ to $i \infty$.

It is also easy to compute the coefficients $b_{k, \infty}$ and $b_{k}^{\infty}$ and to observe numerically the convergence in (3.5) and (3.9).
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#### Abstract

The asymptotic behavior, as $\kappa \rightarrow \infty$, of the Whittaker confluent hypergeometric functions $M_{\kappa, \mu}(z)$ and $W_{\kappa, \mu}(z)$ is examined. Asymptotic expansions are derived in terms of Bessel and Airy functions, the results being uniformly valid for real values of $\kappa$ and $\mu$ such that $0 \leqq \mu / \kappa \leqq A<1$ ( $A$ an arbitrary constant), and for all complex values of the argument $z$. Explicit error bounds are available for all the approximations.
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1. Introduction. In this paper we aim to derive asymptotic expansions for solutions of Whittaker's equation

$$
\begin{equation*}
\frac{d^{2} w}{d z^{2}}=\left\{\frac{1}{4}-\frac{\kappa}{z}+\frac{\mu^{2}-\frac{1}{4}}{z^{2}}\right\} w, \tag{1.1}
\end{equation*}
$$

this being a form of the confluent hypergeometric equation (see, for example, Olver [5, p. 260]).

We consider the case where the parameters $\kappa$ and $\mu$ are real, with $\kappa$ large and $\mu$ either large or small, and the independent variable $z$ complex with unbounded absolute value.

Previously there have been a large number of investigations into the asymptotic behavior of solutions of Whittaker's equation, and for a comprehensive survey of the results prior to 1975 the reader is referred to Olver [6, pp. 127-132]. In this survey Olver remarks that there are several outstanding problems to be tackled. One of these is the case of $|\mu| \rightarrow \infty$ with $1-\delta \leqq \kappa / \mu \leqq 1+\delta$; (here and throughout $\delta$ is used generically as an arbitrary small positive constant). This problem has since been successfully treated by Olver [8] who has derived asymptotic solutions in terms of parabolic cylinder functions. The results are uniformly valid for $\kappa, \mu$, and $z$ either all real or all purely imaginary, and are furnished with explicit error bounds. The asymptotic solutions were derived by an application of the asymptotic theory of second-order differential equations having coalescing turning points (Olver [7]).

A second outstanding problem is the case where $\kappa \rightarrow \infty$ with $-1+\delta \leqq \mu / \kappa \leqq 1-\delta$, and this is the problem that we address in the present paper. To get a better insight into this particular case let us reformulate (1.1) into the form

$$
\begin{equation*}
\frac{d^{2} w}{d \xi^{2}}=\left\{\frac{\kappa^{2}\left(\xi-\xi_{1}\left(\alpha^{2}\right)\right)\left(\xi-\xi_{2}\left(\alpha^{2}\right)\right)}{4 \xi^{2}}-\frac{1}{4 \xi^{2}}\right\} w, \tag{1.2}
\end{equation*}
$$

where for convenience we write

$$
\begin{align*}
& \xi=z / \kappa,  \tag{1.3}\\
& \alpha=2 \mu / \kappa, \tag{1.4}
\end{align*}
$$

[^51]and
\[

$$
\begin{align*}
& \xi_{1}=2-\left(4-\alpha^{2}\right)^{1 / 2}  \tag{1.5a}\\
& \xi_{2}=2+\left(4-\alpha^{2}\right)^{1 / 2} \tag{1.5b}
\end{align*}
$$
\]

When $\kappa$ is large, (1.2) is characterized by having a regular singularity at $\xi=0$, an irregular singularity at infinity, and turning points at $\xi=\xi_{1}\left(\alpha^{2}\right)$ and $\xi=\xi_{2}\left(\alpha^{2}\right)$. The position of these turning points depends on the value of $\alpha^{2}$. When $\kappa$ and $\mu$ are real we have the following four cases:
(i) $\alpha^{2}=0 ; \xi_{1}$ coalesces with the singularity $\xi=0$, and $\xi_{2}=4$.
(ii) $0<\alpha^{2}<4 ; \xi_{1}$ lies in the interval $(0,2)$, and $\xi_{2}$ lies in the interval $(2,4)$.
(iii) $\alpha^{2}=4 ; \xi_{1}$ and $\xi_{2}$ coalesce at the point $\xi=2$.
(iv) $4<\alpha^{2}<\infty ; \xi_{1}$ and $\xi_{2}$ no longer lie on the real axis, and are complex conjugates.

Our results then will be uniformly valid for $0 \leqq \alpha^{2} \leqq 4-\delta$, or in other words for $\xi_{1}$ either coalescing with the pole at the origin or taking positive real values. As $\alpha^{2} \rightarrow 4$ the turning points coalesce and the results of Olver [8] are applicable; our results can be regarded as complementary to Olver's.

The plan of the paper is as follows. In § 2 we present definitions and relevant properties of the Whittaker functions that are to be approximated. Also, we record connection formulae that will be used relating to these functions.

In $\S \S 3$ and 4 we transform Whittaker's equation (1.2) into two different forms. In the first of these new equations the coefficient of $\kappa^{2}$ has a double pole and a simple zero which coalesces with the pole as $\alpha \rightarrow 0$. The coefficient of $\kappa^{2}$ in the second equation has only one transition point, a simple zero.

In § 5 we apply the general theory of a coalescing turning point and singularity (Boyd and Dunster [2]). This general theory is applicable to the first of the transformed equations, and provides asymptotic expansions for its solutions in terms of Bessel functions. These approximations for Whittaker functions are uniformly valid in certain regions of the complex $\xi$ plane which include both $\xi=0$ and $\xi=\xi_{1}$, but not $\xi=\xi_{2}$.

We then apply the general theory of a simple turning point in the complex plane to the second of the transformed equations. This theory is given in Olver [5, Chap. 11]. The resulting asymptotic expansions involve Airy functions and are uniformly valid in certain regions of the complex $\xi$ plane that include $\xi=\xi_{2}$, but not $\xi=\xi_{1}$. The domains of validity for the Bessel function and Airy function expansions overlap and together cover the entire complex $\xi$ plane. The principal results are summarized in $\S 6$.

Of the previous investigations into Whittaker functions with $|\kappa|$ large we mention two special cases of our results. The first is the work of Erdélyi and Swanson [3] who construct asymptotic approximations for $M_{\kappa, \mu}(\kappa \xi)$ and $W_{\kappa, \mu}(\kappa \xi)$ in terms of Bessel and Airy functions. These results are valid for fixed nonnegative $\mu$, i.e., $\alpha=O\left(\kappa^{-1}\right)$. Accordingly, the investigation is that of the case of a simple pole and one fixed turning point. The resulting approximations are uniformly valid for $|\kappa|$ large (real or complex) and $\xi$ real with $0 \leqq \xi<\infty$. Skovgaard [9] has extended these results to asymptotic expansions with $\xi$ complex.

Neither Erdélyi and Swanson, nor Skovgaard, supply error bounds for their approximations; however, for the real variable case, Olver [5, pp. 412-413, 446-447] provides error bounds for both the Airy and Bessel function expansions.

More recently, Baumgartner [1] has investigated the Whittaker function $M_{\kappa, \mu}(\kappa \xi)$ in great detail, and has derived a uniform approximation in terms of the Bessel function $J_{\nu}(z)$, which is uniformly valid for positive $\mu$ and $\kappa$ with $0 \leqq \mu / \kappa \leqq 1-\delta$, and for $\xi$ lying in the finite interval $0 \leqq \xi \leqq \xi_{2}-\delta$. A very thorough error analysis is given and explicit error bounds are derived. Our results are considerably more general than those
of Baumgartner: we derive full expansions rather than the leading term; we approximate in turn the Whittaker functions $M_{\kappa, \mu}(\kappa \xi), W_{\kappa, \mu}(\kappa \xi), W_{-\kappa, \mu}\left(\kappa \xi e^{-\pi i}\right)$, and $W_{-\kappa, \mu}\left(\kappa \xi e^{\pi i}\right)$; and the results are uniformly valid in domains that cover the entire complex $\xi$ plane. These expansions are uniformly valid for real nonnegative values of $\mu$ and $\kappa$ such that $0 \leqq \mu / \kappa \leqq 1-\delta$, and are readily extended to negative values of $\mu$ and $\kappa$ by means of appropriate connection formulae.

## 2. Whittaker functions: Definitions, characteristic properties and connection formulae.

2.1. Standard solutions. The Whittaker functions we approximate are $M_{\kappa, \mu}(z)$, $W_{\kappa, \mu}(z), W_{-\kappa, \mu}\left(z e^{\pi i}\right)$, and $W_{-\kappa, \mu}\left(z e^{-\pi i}\right)$, each being a solution of (1.1). These functions are defined by

$$
\begin{equation*}
M_{\kappa, \mu}(z)=e^{-z / 2} z^{1 / 2+\mu}{ }_{1} F_{1}\left(\frac{1}{2}+\mu-\kappa ; 1+2 \mu ; z\right), \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{\kappa, \mu}(z)=\frac{\Gamma(-2 \mu)}{\Gamma\left(\frac{1}{2}-\mu-\kappa\right)} M_{\kappa, \mu}(z)+\frac{\Gamma(2 \mu)}{\Gamma\left(\frac{1}{2}+\mu-\kappa\right)} M_{\kappa,-\mu}(z), \tag{2.2}
\end{equation*}
$$

where ${ }_{1} F_{1}$ denotes the confluent hypergeometric function. The limiting form of (2.2) is taken when $2 \mu$ is an integer. The four solutions are linearly independent of one another for all nonnegative values of $\mu$ and $\kappa$, the only exception being that $M_{\kappa, \mu}(z)$ and $W_{k, \mu}(z)$ are multiples of one another when $\kappa-\mu-\frac{1}{2}$ is a nonnegative integer.
2.2. Behavior at singular points. Whittaker's equation has a regular singularity at $z=0$ and an irregular singularity at infinity. The behavior of the four solutions at these singular points is given as follows (with $\kappa$ and $\mu$ assumed fixed):

$$
\begin{gather*}
M_{\kappa, \mu}(z)=z^{\mu+1 / 2}\{1+O(z)\} \quad \text { as } z \rightarrow 0,  \tag{2.3}\\
W_{\kappa, \mu}(z)=\frac{\Gamma(-2 \mu)}{\Gamma\left(\frac{1}{2}-\mu-\kappa\right)} z^{\mu+1 / 2}\{1+O(z)\} \\
+\frac{\Gamma(2 \mu)}{\Gamma\left(\frac{1}{2}+\mu-\kappa\right)} z^{-\mu+1 / 2}\{1+O(z)\} \quad \text { as } z \rightarrow 0,  \tag{2.4}\\
M_{\kappa, \mu}(z)=\frac{\Gamma(2 \mu+1)}{\Gamma\left(\mu+\kappa+\frac{1}{2}\right)} e^{(\mu-\kappa+1 / 2) \pi i} z^{\kappa} e^{-z / 2}\left\{1+O\left(z^{-1}\right)\right\} \\
+\frac{\Gamma(2 \mu+1)}{\Gamma\left(\mu-\kappa+\frac{1}{2}\right)} z^{-\kappa} e^{z / 2}\left\{1+O\left(z^{-1}\right)\right\} \\
W_{\kappa, \mu}(z)=z^{\kappa} e^{-z / 2}\left\{1+O\left(z^{-1}\right)\right\} \quad \text { as } z \rightarrow \infty, \quad-3 \pi / 2<\arg z<3 \pi / 2, \\
W_{-\kappa, \mu}\left(z e^{\pi i}\right)=e^{-\kappa \pi i z^{-\kappa} e^{z / 2}\left\{1+O\left(z^{-1}\right)\right\} \quad \text { as } z \rightarrow \infty, \quad-5 \pi / 2<\arg z<\pi / 2,}  \tag{2.6}\\
W_{-\kappa, \mu}\left(z e^{-\pi i}\right)=e^{\kappa \pi i} z^{-\kappa} e^{z / 2}\left\{1+O\left(z^{-1}\right)\right\} \quad \text { as } z \rightarrow \infty, \quad-\pi / 2<\arg z<5 \pi / 2 . \tag{2.7}
\end{gather*}
$$

From (2.3), (2.6), (2.7), and (2.8) we perceive that the characterizing properties of the four functions are that, for nonnegative $\mu, M_{\kappa, \mu}(z)$ is recessive at the origin, and that for all values of $\mu$ and $\kappa$ the functions $W_{\kappa, \mu}(z), W_{-\kappa, \mu}\left(z e^{\pi i}\right)$, and $W_{-\kappa, \mu}\left(z e^{-\pi i}\right)$ are recessive at infinity in the sectors $-\pi / 2<\arg z<\pi / 2,-3 \pi / 2<\arg z<-\pi / 2$, and $\pi / 2<\arg z<3 \pi / 2$, respectively.
2.3. Connection formulae. We will require the following connection formulae:

$$
\begin{gather*}
W_{\kappa, \mu}(z)=\frac{1}{2 \pi} \Gamma\left(\kappa+\mu+\frac{1}{2}\right) \Gamma\left(\kappa-\mu+\frac{1}{2}\right)  \tag{2.9}\\
\cdot\left[e^{(\kappa-1 / 2) \pi i} W_{-\kappa, \mu}\left(z e^{\pi i}\right)+e^{-(\kappa-1 / 2) \pi i} W_{-\kappa, \mu}\left(z e^{-\pi i}\right)\right], \\
M_{\kappa, \mu}(z)=\frac{1}{2 \pi} \Gamma(2 \mu+1) \Gamma\left(\kappa-\mu+\frac{1}{2}\right)\left[e^{\mu \pi i} W_{-\kappa, \mu}\left(z e^{\pi i}\right)+e^{-\mu \pi i} W_{-\kappa, \mu}\left(z e^{-\pi i}\right)\right] . \tag{2.10}
\end{gather*}
$$

Our results are valid for $\mu \geqq 0$ and $\kappa>0$. We can extend these parameters to negative values using (2.2) and the following relations:

$$
\begin{gather*}
M_{-\kappa, \mu}\left(z e^{ \pm \pi i}\right)=e^{ \pm(\mu+1 / 2) \pi i} M_{\kappa, \mu}(z)  \tag{2.11}\\
W_{\kappa,-\mu}(z)=W_{\kappa, \mu}(z) \tag{2.12}
\end{gather*}
$$

3. Domains containing the transition points $\boldsymbol{\xi}=0$ and $\boldsymbol{\xi}=\boldsymbol{\xi}_{1}$ : Preliminary transformations. In $\S \S 3$ and 4 our purpose is to transform Whittaker's equation (1.1) to two new forms. The first, given here, resembles Bessel's equation and has a finite regular singularity. The second, given in §4, resembles Airy's equation. Both have simple turning points. Having made these transformations, we can derive asymptotic solutions and then identify them with standard Whittaker functions.

Then, using a Liouville transformation that transforms both the dependent and independent variables, we transform (1.1) to the Bessel equation form. Following [2, eq. (2.1)], we define a new independent variable $\zeta(\xi)$ and dependent variable $W(\zeta)$ by

$$
\begin{gather*}
\frac{d \zeta}{d \xi}=\frac{\zeta}{\xi}\left(\frac{\xi_{1}-\xi}{\alpha^{2}-\zeta}\right)^{1 / 2}\left(\xi_{2}-\xi\right)^{1 / 2}  \tag{3.1}\\
W(\zeta)=\left(\frac{d \zeta}{d \xi}\right)^{1 / 2} w(\xi) \tag{3.2}
\end{gather*}
$$

where the branches of the fractional powers will be specified shortly. With these transformations, Whittaker's equation (1.1) is transformed to the equation

$$
\begin{equation*}
\frac{d^{2} W}{d \zeta^{2}}=\left\{\kappa^{2}\left[\frac{\alpha^{2}}{4 \zeta^{2}}-\frac{1}{4 \zeta}-\frac{1}{4 \zeta^{2}}\right]+\frac{\psi(\alpha, \zeta)}{\zeta}\right\} W, \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\psi(\alpha, \zeta)}{\zeta}=\xi^{\prime 1 / 2} \frac{d^{2}}{d \zeta^{2}}\left(\xi^{\prime-1 / 2}\right)-\frac{\xi^{\prime 2}}{4 \xi^{2}}+\frac{1}{4 \zeta^{2}} \tag{3.4}
\end{equation*}
$$

primes (') denote differentiation with respect to $\zeta$. An explicit expression for $\psi$ can be obtained by using (3.2); a straightforward calculation yields

$$
\begin{equation*}
\psi(\alpha, \zeta)=\frac{1}{16\left(\alpha^{2}-\zeta\right)^{2}}\left[\zeta+4 \alpha^{2}-\frac{4\left(\alpha^{2}-\zeta\right)^{3}}{\left[\left(\xi_{1}-\xi\right)\left(\xi_{2}-\xi\right)\right]^{3}}\left(\frac{\xi}{\zeta}\right)\left(\xi^{3}-16 \xi^{2}+4\left(1-\alpha^{3}\right) \xi+4 \alpha^{2}\right)\right] . \tag{3.5}
\end{equation*}
$$

We now examine the $\xi-\zeta$ transformation in more detail. First, integration of (3.1) gives the relationship

$$
\begin{equation*}
\int_{\alpha^{2}}^{\zeta} \frac{\left(\alpha^{2}-t\right)^{1 / 2}}{2 t} d t=\int_{\xi_{1}}^{\xi} \frac{\left(\xi_{1}-t\right)^{1 / 2}\left(\xi_{2}-t\right)^{1 / 2}}{2 t} d t . \tag{3.6}
\end{equation*}
$$

The lower integration limits are chosen so that the turning point $\xi=\xi_{1}$ of the original equation (1.1) is mapped to the turning point $\zeta=\alpha^{2}$ of the transformed equation (3.3). Note also that both integrands have a singularity at the origin, and as a consequence the pole $\xi=0$ of (1.1) corresponds to the pole $\zeta=0$ of (3.3).

The relationship (3.6) as it stands is not well defined as there are branch points at the transition points $\xi=0, \xi_{1}, \xi_{2}$, and $\zeta=0$ and $\alpha^{2}$. We therefore introduce branches as follows. First, with regard to the poles at the origin, we temporarily introduce a branch cut along the negative real axis in both cases, and assign the principal values of the arguments for both $\xi$ and $\zeta$. Throughout this paper we assume that $\xi$ (and $\zeta$ ) take their principal values; appropriate connection formulae can be used to extend all subsequent results to other ranges of $\arg \xi$.

The branches of the fractional powers are chosen as follows. The integrand on the left-hand side of (3.6) is assumed to be negative imaginary just above the semiinfinite interval ( $\alpha^{2}, \infty$ ), positive imaginary below the same interval, and continuous elsewhere. The integrand on the right-hand side is assumed to be negative imaginary just above the interval ( $\xi_{1}, \xi_{2}$ ), positive imaginary below the interval, and continuous elsewhere.

The integrals in (3.6) can be evaluated explicitly (see, for example, Gradshteyn and Ryzhik, [4, pp. 83, 84]). We obtain

$$
\begin{align*}
\left(\alpha^{2}-\zeta\right)^{1 / 2}- & \frac{\alpha}{2} \ln \left\{\frac{\alpha+\left(\alpha^{2}-\zeta\right)^{1 / 2}}{\alpha-\left(\alpha^{2}-\zeta\right)^{1 / 2}}\right\} \\
= & \frac{1}{2}\left(\xi_{1}-\xi\right)^{1 / 2}\left(\xi_{2}-\xi\right)^{1 / 2}+\frac{\alpha}{2} \ln \left\{\frac{\xi}{\xi_{1}} \frac{\alpha^{2}-2 \xi_{1}}{\alpha^{2}-2 \xi+\alpha\left(\xi_{1}-\xi\right)^{1 / 2}\left(\xi_{2}-\xi\right)^{1 / 2}}\right\}  \tag{3.7}\\
& +\ln \left\{\frac{2-\xi_{1}}{2-\xi-\left(\xi_{1}-\xi\right)^{1 / 2}\left(\xi_{2}-\xi\right)^{1 / 2}}\right\} .
\end{align*}
$$

Let $\Delta$ denote the $\zeta$ domain given by $|\arg \zeta|<\pi$ with all points on the interval $\left[\zeta_{2}, \infty\right)$ excluded ( $\zeta_{2}$ denoting $\zeta\left(\xi_{2}\right)$ ). We will confine our attention to $\Delta$ and the corresponding $\xi$ domain $\Delta$ : both $\Delta$ and $\Delta$, together with corresponding points, are illustrated in Figs. 1(a) and 1(b). The curves $C D, C D^{\prime}$ are given by

$$
\operatorname{Re} \int_{\xi_{2}}^{\xi} \frac{\left(\xi_{1}-t\right)^{1 / 2}\left(\xi_{2}-t\right)^{1 / 2} d t}{2 t}=0
$$

and are asymptotic to a line parallel to the imaginary axis.
The mapping $\zeta(\xi)$ is conformal within $\Delta$ and hence the inverse $\xi(\zeta)$ is conformal within $\underline{\Delta}$. It follows that $\psi(\alpha, \zeta)$ is holomorphic in $\underline{\Delta}$, and that, moreover, it is uniformly


Fig. 1(a). Domain $\Delta$ in $\xi$ plane.
Fig. 1(b). Domain $\Delta$ in $\zeta$ plane.
continuous for $\zeta \in \underline{\Delta}$ and $\alpha \in[0,2-\delta]$; (see [2, eq. (2.6) and the paragraph after Lemma 1]).

To identify solutions of the transformed equation (3.3) with standard Whittaker functions we will need to know the asymptotic behavior of $\zeta(\xi)$ as $\xi \rightarrow 0$, and also as $\xi \rightarrow-\infty \pm i 0$. (Here and throughout $\pm i 0$ indicates a complex number being above or below a cut.)

First, we find from (3.7) that $\zeta \rightarrow 0$ as $\xi \rightarrow 0$, and more specifically

$$
\begin{equation*}
\alpha-\alpha \ln 2 \alpha+\frac{\alpha}{2} \ln \zeta+O(\zeta)=\frac{\alpha}{2}+\frac{\alpha}{2} \ln \left\{\frac{\alpha^{2}-2 \xi_{1}}{2 \alpha^{2} \xi_{1}}\right\}+\ln \left\{\frac{2-\xi_{1}}{2-\alpha}\right\}+\frac{\alpha}{2} \ln \xi+O(\xi) . \tag{3.8}
\end{equation*}
$$

On collecting terms and exponentiating we arrive at

$$
\begin{equation*}
\zeta=c(\alpha) \xi+O\left(\xi^{2}\right) \quad \text { as } \xi \rightarrow 0, \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
c(\alpha)=\frac{2}{e}\left(\frac{\alpha^{2}-2 \xi_{1}}{\xi_{1}}\right)\left(\frac{2-\xi_{1}}{2-\alpha}\right)^{2 / \alpha} . \tag{3.10}
\end{equation*}
$$

We remark that (3.9), (3.10) is uniformly valid for $\alpha \in[0,2-\delta]$; (see [5, eqs. (A3), (A4)]). In particular when $\alpha=0$ the limiting form of (3.9) applies:

$$
\begin{equation*}
\zeta \sim 4 \xi \quad \text { as } \xi \rightarrow 0 \tag{3.11}
\end{equation*}
$$

Next we examine $\zeta(\xi)$ as $\xi \rightarrow-\infty \pm i 0$. We find from (3.7) that $\zeta \rightarrow-\infty \pm i 0$, such that

$$
\begin{equation*}
(-\zeta)^{1 / 2}+O\left(\frac{1}{\zeta}\right)=\frac{1}{2}(-\xi)+\frac{\alpha}{2} \ln \left\{\frac{\alpha^{2}-2 \xi_{1}}{\xi_{1}(2+\alpha)}\right\}+\ln \left\{\frac{2\left(2-\xi_{1}\right)}{4-\alpha^{2}}\right\}+\ln (-\xi)+O\left(\frac{1}{\xi}\right) \tag{3.12}
\end{equation*}
$$

the result being uniformly valid for $\alpha \in[0,2-\delta]$.
Finally we must examine the asymptotic behavior of $\psi(\alpha, \zeta)$ and its derivatives as $\zeta \rightarrow \infty$ in $\underline{\Delta}$. From (3.7) we have

$$
(-\zeta)^{1 / 2} \sim \frac{1}{2} \xi+O(\ln \xi) \quad \text { as } \xi \rightarrow \infty \text { in } \Delta,
$$

and hence from (3.5) we have

$$
\begin{equation*}
\psi(\alpha, \zeta) \sim \frac{1}{8(-\zeta)^{3 / 2}} \quad \text { as } \zeta \rightarrow \infty \text { in } \underline{\Delta}, \tag{3.13}
\end{equation*}
$$

uniformly for $\alpha \in[0,2-\delta]$.
Also, on differentiating (3.5) $s$ times, we find that the $s$ th derivative of $\psi$

$$
\begin{equation*}
\psi^{(s)}(\alpha, \zeta)=O\left(\zeta^{-3 / 2-s}\right) \quad \text { as } \zeta \rightarrow \infty \text { in } \underline{\Delta}, \tag{3.14}
\end{equation*}
$$

uniformly for $\alpha \in[0,2-\delta]$.
4. Domains containing the transition point $\boldsymbol{\xi}=\boldsymbol{\xi}_{2}$ : Preliminary transformations. In the previous section Whittaker's equation was transformed, via a Liouville transformation, to a new differential equation from which asymptotic solutions are to be obtained. As we have remarked, the transformation is not regular at $\xi=\xi_{2}$, and the asymptotic solutions that we obtain are not uniformly valid in a neighborhood of $\xi=\xi_{2}$. The purpose of this section is to use the general theory of [5] to transform Whittaker's equation, via a different Liouville transformation, to a differential equation from which we can obtain asymptotic solutions that are uniformly valid in a neighborhood of $\xi=\xi_{2}$.

We use the notation of [5] except that each term here is written with a circumflex $(\hat{)}$ ) to avoid a clash of notation with § 3 .

The appropriate Liouville transformation is given by the following (see [5, (3.02)]):

$$
\begin{align*}
& \frac{d \hat{\zeta}}{d \xi}=\left(\frac{\left(\xi-\xi_{1}\right)\left(\xi-\xi_{2}\right)}{\hat{\zeta}}\right)^{1 / 2} \frac{1}{2 \xi},  \tag{4.1}\\
& \hat{W}(\hat{\zeta})=\left(\frac{d \hat{\zeta}}{d \xi}\right)^{1 / 2} w(\xi) \tag{4.2}
\end{align*}
$$

The effect of the above transformations is to transform (1.1) into

$$
\begin{equation*}
\frac{d^{2} \hat{W}}{d \hat{\zeta}^{2}}=\left\{\kappa^{2} \hat{\zeta}+\hat{\psi}(\alpha, \hat{\zeta})\right\} \hat{W} \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\psi}(\alpha, \hat{\zeta})=\frac{5}{16 \hat{\zeta}^{2}}-\frac{\hat{\zeta} \xi}{\left(\xi-\xi_{1}\right)^{3}\left(\xi-\xi_{2}\right)^{3}}\left[\xi^{3}-16 \xi^{2}+4\left(1-\alpha^{2}\right) \xi+4 \alpha^{2}\right] . \tag{4.4}
\end{equation*}
$$

For the $\xi-\hat{\zeta}$ map to be regular at the transition point $\xi=\xi_{2}$, this point must correspond to the turning point $\hat{\zeta}=0$ of the transformed equation (4.3). Thus integration of (4.1) yields

$$
\begin{equation*}
\frac{2}{3} \hat{\zeta}^{3 / 2}=\int_{\xi_{2}}^{\xi} \frac{\left[\left(t-\xi_{1}\right)\left(t-\xi_{2}\right)\right]^{1 / 2}}{2 t} d t . \tag{4.5}
\end{equation*}
$$

With regard to the logarithmic singularity at $\xi=0$ we introduce a branch cut along the negative real axis and restrict our attention to $|\arg \xi|<\pi$. We also introduce a cut along the negative real $\hat{\zeta}$ axis and a cut along the real $\xi$ axis from $\xi_{1}$ to $\xi_{2}$; with these cuts both sides of (4.5) are assumed to be positive for $\hat{\zeta} \in(0, \infty)$ and $\xi \in\left(\xi_{2}, \infty\right)$ and to be continuous elsewhere in the cut plane.

The integral in (4.5) is expressible in terms of elementary functions: we obtain the relationship (cf. (3.7))

$$
\begin{gather*}
\frac{2}{3} \hat{\zeta}^{3 / 2}=\frac{1}{2}\left(\xi-\xi_{1}\right)^{1 / 2}\left(\xi-\xi_{2}\right)^{1 / 2}+\frac{\alpha}{2} \ln \frac{\xi}{\xi_{2}}\left\{\frac{2 \xi_{2}-\alpha^{2}}{2 \xi-\alpha^{2}-\alpha\left(\xi-\xi_{1}\right)^{1 / 2}\left(\xi-\xi_{2}\right)^{1 / 2}}\right\}  \tag{4.6}\\
+\ln \left\{\frac{\xi_{2}-2}{\xi-2+\left(\xi-\xi_{1}\right)^{1 / 2}\left(\xi-\xi_{2}\right)^{1 / 2}}\right\} .
\end{gather*}
$$

The map of the half space $0 \leqq \arg \xi<\pi$ is shown in Figs. 2(a) and 2(b) for $\alpha \neq 0$. The map of the half space $-\pi<\arg \xi \leqq 0$ is the conjugate of the $\hat{\zeta}$ domain indicated in Fig. 2(b).

It is possible to obtain asymptotic solutions of (4.3) that are uniformly valid as $\hat{\zeta} \rightarrow \infty$ with $\arg \hat{\zeta}= \pm 4 \pi / 3$, or equivalently as $\xi \rightarrow 0 \pm i 0$. However, these solutions would not hold uniformly at $\xi=0$ when $\alpha \rightarrow 0$.

On the other hand, the asymptotic solutions of (3.3) are uniformly valid in a neighborhood of $\xi=0$ for $\alpha \in[0,2-\delta]$. Therefore for simplicity we will restrict our attention to a $\xi$ domain that includes $\xi=\xi_{2}$, but excludes both $\xi=0$ and $\xi=\xi_{1}$.

To this end we define $\hat{\Delta}$ to be the $\xi$ domain $|\arg \xi|<\pi$ lying outside the pear-shaped region $B C B^{\prime}$, with a neighborhood of $\xi=\xi_{1}$ excluded. When $\alpha=0 \hat{\Delta}$ is the $\xi$ domain $|\arg \xi|<\pi$ with a neighborhood of $\xi=0$ excluded. The domain $\hat{\Delta}$ and the corresponding $\hat{\zeta}$ domain $\underline{\hat{\Delta}}$, are shown in Figs. 3(a) and 3(b).


Fig. 2(a). $\xi$ plane.


Fig. 2(b). $\hat{\zeta}$ plane.


FIG. 3(b). Domain $\hat{\underline{\hat{}}}$ in $\hat{\zeta}$ plane.

Fig 3(a). Domain $\hat{\Delta}$ in $\xi$ plane.


Since both $\xi=0$ and $\xi=\xi_{1}$ do not lie in $\hat{\Delta}$, it follows that $\hat{\zeta}(\xi)$ is holomorphic within $\hat{\Delta}$. Furthermore, since $d \hat{\zeta} / d \xi$ does not vanish in this domain the inverse mapping $\xi(\hat{\zeta})$ is holomorphic within $\hat{\Delta}$. We also note that $\hat{\psi}(\alpha, \hat{\zeta})$ is holomorphic within $\hat{\Delta}$, as well as being uniformly continuous for $\hat{\zeta} \in \hat{\Delta}$ and $\alpha \in[0,2-\delta]$.

We now record the asymptotic behavior of $\hat{\zeta}(\xi)$ as $\xi \rightarrow \infty$. From (4.6) we find that

$$
\begin{equation*}
\frac{2}{3} \hat{\zeta}^{3 / 2}=\frac{1}{2} \xi-\ln \xi+\frac{\alpha}{2} \ln \left\{\frac{2 \xi_{2}-\alpha^{2}}{\xi_{2}(2-\alpha)}\right\}+\ln \left(\frac{1}{2} \xi_{2}-1\right)+O\left(\xi^{-1}\right), \quad|\arg \hat{\zeta}| \leqq \frac{2 \pi}{3} \tag{4.7}
\end{equation*}
$$

In general,

$$
\begin{equation*}
\frac{2}{3} \hat{\zeta}^{3 / 2}=\frac{1}{2} \xi+O(\ln \xi) \quad \text { as } \xi \rightarrow \infty \text { in } \hat{\Delta} \tag{4.8}
\end{equation*}
$$

and therefore from (4.4) we deduce that

$$
\begin{equation*}
\hat{\psi}(\alpha, \hat{\zeta}) \sim-\frac{1}{4 \hat{\zeta}^{2}} \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\psi}^{(s)}(\alpha, \hat{\zeta})=O\left(\hat{\zeta}^{-2-s}\right) \quad \text { as } \hat{\zeta} \rightarrow \infty \text { in } \hat{\Delta} \tag{4.10}
\end{equation*}
$$

5. Asymptotic expansions for Whittaker functions. Having made the preliminary transformations, we now apply the general theories of [2] and [5] to obtain asymptotic solutions of the transformed equations (3.3) and (4.3).

First let us apply the theory of $\S 5$ of [2] to the differential equation (3.3). From Theorem 3 we deduce that, for each value of $\kappa$ and $\alpha$ and nonnegative integer $n$, the following solutions of (3.3) exist that are holomorphic in $\Delta$ :

$$
\begin{align*}
W_{2 n+1}^{(j)}(k, \alpha, \zeta)=\zeta^{1 / 2} & \mathscr{C}_{\kappa \alpha}^{(j)}\left(\kappa \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\alpha, \zeta)}{\kappa^{2 s}} \\
& +\frac{\zeta}{\kappa} \mathscr{C}_{\kappa \alpha}^{(j)^{\prime}}\left(\kappa \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, \zeta)}{\kappa^{2 s}}+\varepsilon_{2 n+1}^{(j)}(\kappa, \alpha, \zeta) \tag{5.1}
\end{align*}
$$

$$
(j=0,1,2),
$$

with $\mathscr{C}_{\nu}^{(j)}(z)$ denoting the Bessel function $2 J_{\nu}(z), H_{\nu}^{(1)}(z), H_{\nu}^{(2)}(z)$ for $j=0,1,2$, respectively. The coefficients $A_{s}$ and $B_{s}$ are given recursively by the integral equations

$$
\begin{array}{r}
B_{s}(\alpha, \zeta)=\left(\alpha^{2}-\zeta\right)^{-1 / 2} \int_{\zeta}^{\alpha^{2}}\left(\alpha^{2}-t\right)^{-1 / 2}\left(t A_{s}^{\prime \prime}(\alpha, t)+A_{s}^{\prime}(\alpha, t)-\psi(\alpha, t) A_{s}(\alpha, t)\right) d t  \tag{5.2}\\
(s=0,1,2, \cdots)
\end{array}
$$

$$
\begin{align*}
& A_{s}(\alpha, \zeta)=-\zeta B_{s-1}^{\prime}+\int^{\zeta} \psi(\alpha, t) B_{s-1}(\alpha, t) d t+\lambda_{s} \quad(s=1,2, \cdots),  \tag{5.3a}\\
& A_{0}(\alpha, \zeta)=\lambda_{0} . \tag{5.3b}
\end{align*}
$$

The numbers $\lambda_{s}(s=0,1,2, \cdots)$ are arbitrary constants of integration, and the branches in (5.2) are defined as in §3. Each of the coefficients is holomorphic in $\Delta$, and furthermore they are uniformly continuous for $\zeta \in \underline{\Delta}$ and $\alpha \in[0,2-\delta]$ (provided of course that each constant $\lambda_{s}$ is taken to be a continuous function of $\alpha$ ).

Before assigning values to the constants $\lambda_{s}$ we must record the asymptotic behavior of $A_{s}(\alpha, \zeta)$ and $B_{s}(\alpha, \zeta)$ as $\zeta \rightarrow \infty$ in $\Delta$. From (3.13), (3.14), and Ritt's theorem (see, for example, Olver ([5, pp. 9, 10)]) we can easily establish by induction from (5.2), $(5.3 \mathrm{a}, \mathrm{b})$ that

$$
\begin{align*}
& A_{s}(\alpha, \zeta)=a_{s}+O\left(\zeta^{-1 / 2}\right) \quad(s=1,2, \cdots)  \tag{5.4a}\\
& B_{s}(\alpha, \zeta)=b_{s}(-\zeta)^{-1 / 2}+O\left(\zeta^{-3 / 2}\right) \quad(s=0,1,2, \cdots) \tag{5.4b}
\end{align*}
$$

as $\zeta \rightarrow \infty$ with $|\arg (-\zeta)| \leqq \pi-\delta$. Here $a_{s}$ and $b_{s}$ are numbers independent of $\zeta$. Similarly, we can prove the important result that the variations $\mathscr{V}\left\{\left(\zeta-\alpha^{2}\right)^{1 / 2} B_{s}(\zeta)\right\}$ converge as $\zeta \rightarrow \infty$ with $|\arg (-\zeta)| \leqq \pi-\delta$.

We choose two different sets of values for the constants as follows. For the solutions $W_{2 n+1}^{(1)}$ and $W_{2 n+1}^{(2)}$ we assign $\lambda_{0}$ (and hence $A_{0}$ ) the value 1 , and each of the subsequent constants $\lambda_{s}$ so that

$$
\begin{equation*}
a_{s}=0 \quad(s=1,2, \cdots) \tag{5.5}
\end{equation*}
$$

For each solution $W_{2 n+1}^{(0)}$ we again choose $A_{0}=1$, but now choose each $\lambda_{s}$ in turn so that

$$
\begin{equation*}
A_{s}(\alpha, 0)=0 \quad(s=1,2, \cdots) \tag{5.6}
\end{equation*}
$$

Bounds for the error terms $\varepsilon_{2 n+1}^{(j)}$ are furnished by Theorem 3 of [2] with $u$ replaced by $\kappa$. For the bounds to be meaningful a reference point $\zeta^{(j)}$ in $\Delta$ must be assigned for each of the three functions $\varepsilon_{2 n+1}^{(j)}$. We take $\zeta^{(0)}=0, \zeta^{(1)}=-\infty+i 0$, and $\zeta^{(2)}=-\infty-i 0$.

Given these reference points we define domains $\underline{\Delta}^{(j)},(j=0,1,2)$, to be the set of points in $\underline{\Delta}$ that can be linked to $\zeta^{(j)}$ by a progressive path $\mathscr{P}^{(j)}$ (see [2, p. 439]). Under these circumstances $\underline{\Delta}^{(1)}=\underline{\Delta}^{(2)}=\underline{\Delta}$, and $\underline{\Delta}^{(0)}$ consists of all points in $\Delta$ except those lying on the cut on the real axis from $\zeta=\zeta_{2}$ to $\zeta=\infty$.

The regions $S_{\alpha}^{(j)},(j=0,1,2)$, which are defined in [2], § 5, are illustrated in Fig. 1(b). Each of the solutions $W_{2 n+1}^{(j)}$ is characteristically recessive within $S_{\alpha}^{(j)}$ and dominant elsewhere in $\underline{\Delta}^{(j)}$.

The bounds for $\varepsilon_{2 n+1}^{(j)}$ given in Theorem 3 of [2] imply, for each $j=0,1,2$, that the ratio $\varepsilon_{2 n+1}^{(j)}(\kappa, \alpha, \zeta)\left[\zeta^{1 / 2} \mathscr{C}_{\kappa \alpha}^{(j)}\left(\kappa \zeta^{1 / 2}\right)\right]^{-1}$ is $O\left(\kappa^{-2 n-1}\right)$ uniformly for $\alpha \in[0,2-\delta]$, and for all points $\zeta$ in $\underline{\Delta}^{(j)}$ except those near the zeros of the denominator. Furthermore, the same ratio vanishes as $\zeta \rightarrow \zeta^{(j)}$. These two important observations are deduced from the properties of the auxiliary functions $E$ and $M$ given in $\S 5$ of [2].

Let us now identify the standard Whittaker functions with the asymptotic solutions (5.1). First we note that $(d \zeta / d \xi)^{1 / 2} M_{\kappa, \mu}(\kappa \xi)$, regarded as a function of $\zeta$, and $W_{2 n+1}^{(0)}(\kappa, \alpha, \zeta)$ are solutions of (3.3) that are recessive at the origin. It follows that, to within a multiplicative constant, the two solutions must be identical. Therefore there exists a constant $c_{2 n+1}^{(0)}$ such that

$$
\begin{equation*}
M_{\kappa, \mu}(\kappa \xi)=c_{2 n+1}^{(0)}\left(\frac{\alpha^{2}-\zeta}{\xi_{1}-\xi}\right)^{1 / 4}\left(\xi_{2}-\xi\right)^{-1 / 4}\left(\frac{\xi}{\zeta}\right)^{1 / 2} W_{2 n+1}^{(0)}(\kappa, \alpha, \zeta) . \tag{5.7}
\end{equation*}
$$

The constant can be determined by comparing both sides of (5.7) at some particular value of $\zeta$. It is convenient to do so at $\zeta=0$ because, as noted above, the ratio $\varepsilon_{2 n+1}^{(0)}(\kappa, \alpha, \zeta)\left[\zeta^{1 / 2} 2 J_{\kappa \alpha}\left(\kappa \zeta^{1 / 2}\right)\right]^{-1}$ vanishes as $\zeta \rightarrow 0$.

From (2.3) and (3.9) we find that the left-hand side of (5.7) is equal to

$$
\begin{equation*}
(\kappa / c(\alpha))^{\mu+1 / 2} \zeta^{\mu+1 / 2}(1+O(\zeta)) \quad \text { as } \zeta \rightarrow 0, \tag{5.8}
\end{equation*}
$$

where, for the moment, $\alpha$ and $\kappa$ are assumed to be nonzero and held fixed.
Next, on using the known behavior of $J_{\nu}(z)$ and $J_{\nu}^{\prime}(z)$ near $z=0$ (see Olver [5, p. 436]), and on referring to (3.9), (5.1), and (5.6) we find that the right-hand side of (5.7) is equal to

$$
\begin{array}{r}
c_{2 n+1}^{(0)}\left(\frac{\alpha^{2}}{\xi_{1}}\right)^{1 / 4} \xi_{2}^{-1 / 4} c(\alpha)^{-1 / 2} \frac{2(\kappa / 2)^{\kappa \alpha}}{\Gamma(\kappa \alpha+1)}\left\{1+\alpha \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, 0)}{\kappa^{2 s+1}}\right\} \zeta^{(\kappa \alpha+1) / 2}(1+O(\zeta))  \tag{5.9}\\
\text { as } \zeta \rightarrow 0 .
\end{array}
$$

On equating (5.8) and (5.9), and invoking (1.4) and (3.10), we arrive at the desired relation:

$$
\begin{equation*}
c_{2 n+1}^{(0)}=\frac{\kappa^{1 / 2}}{2} \Gamma(\kappa \alpha+1)\left(\frac{2 \xi_{1} e}{\kappa\left(\alpha^{2}-2 \xi_{1}\right)}\right)^{\kappa \alpha / 2}\left(\frac{2-\alpha}{2-\xi_{1}}\right)^{\kappa}\left\{1+\alpha \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, 0)}{\kappa^{2 s+1}}\right\}^{-1} . \tag{5.10}
\end{equation*}
$$

The assumption that $\kappa$ and $\alpha$ be held fixed can now be relaxed, and an asymptotic expansion for $M_{\kappa, \mu}(\kappa \xi)$, uniformly valid for $\zeta \in \Delta^{(0)}$ and $\alpha \in[0,2-\delta]$, is now given by (5.7) and (5.10). This and all subsequent expansions will be expressed again in terms of the original variables in $\S 6$.

Next, consider the asymptotic solution $W_{2 n+1}^{(1)}(\kappa, \alpha, \zeta)$. This function shares the property with the Whittaker function $(d \zeta / d \xi)^{1 / 2} W_{-\kappa, \mu}\left(\kappa \xi e^{-\pi i}\right)$ of being a solution of (3.3) that is recessive as $\zeta \rightarrow-\infty+i 0$. It therefore follows that a constant $c_{2 n+1}^{(1)}$ exists such that

$$
\begin{equation*}
W_{-\kappa, \mu}\left(\kappa \xi e^{-\pi i}\right)=c_{2 n+1}^{(1)}\left(\frac{\alpha^{2}-\zeta}{\xi_{1}-\xi}\right)^{1 / 4}\left(\xi_{2}-\xi\right)^{-1 / 4}\left(\frac{\xi}{\zeta}\right)^{1 / 2} W_{2 n+1}^{(1)}(\kappa, \alpha, \zeta) . \tag{5.11}
\end{equation*}
$$

The value of the constant is established similarly to the foregoing analysis, namely when we compare the ratio of both sides of the equation at a convenient value of $\zeta$. In this case we compare both sides of the equation as $\zeta \rightarrow-\infty+i 0$. Thus we have

$$
\begin{equation*}
c_{2 n+1}^{(1)}=\lim _{\zeta \rightarrow-\infty+i 0}\left(\frac{\xi_{1}-\xi}{\alpha^{2}-\zeta}\right)^{1 / 4}\left[\left(\xi_{2}-\xi\right)^{1 / 4}\left(\frac{\zeta}{\xi}\right)^{1 / 2} \frac{W_{-\kappa, \mu}\left(\kappa \xi e^{-\pi i}\right)}{W_{2 n+1}^{(1)}(\kappa, \alpha, \zeta)}\right] . \tag{5.12}
\end{equation*}
$$

On employing (2.8), (3.12), (5.1), (5.4a, b), (5.5), together with the known asymptotic behavior of $H_{\nu}^{(1)}(z)$ and $H_{\nu}^{(1)^{\prime}}(z)$ at infinity (see Olver [5, p. 238]), we can evaluate the above limit. After some straightforward calculation we find that

$$
\begin{equation*}
c_{2 n+1}^{(1)}=-\left(\frac{\pi \kappa}{2}\right)^{1 / 2} e^{i \kappa \alpha \pi / 2}\left(\frac{2\left(2-\xi_{1}\right)}{\kappa\left(4-\alpha^{2}\right)}\right)^{\kappa}\left(\frac{\alpha^{2}-2 \xi_{1}}{\xi_{1}(2+\alpha)}\right)^{\kappa \alpha / 2}\left\{1-\sum_{s=0}^{n-1} \frac{b_{s}}{\kappa^{2 s+1}}\right\}^{-1} . \tag{5.13}
\end{equation*}
$$

This expression together with (5.11) gives an asymptotic expansion for $W_{-\kappa, \mu}\left(\kappa \xi e^{-\pi i}\right)$ that is uniformly valid for $\zeta \in \underline{\Delta}$ and $\alpha \in[0,2-\delta]$. The identification of $W_{2 n+1}^{(2)}$ is similar. Both this function and the Whittaker function $(d \zeta / d \xi)^{1 / 2} W_{-\kappa, \mu}\left(\kappa \xi e^{\pi i}\right)$ are solutions of (3.3) that are recessive in $S_{\alpha}^{(2)}$. We deduce the existence of a constant $c_{2 n+1}^{(2)}$ such that

$$
\begin{equation*}
W_{-\kappa, \mu}\left(\kappa \xi e^{\pi i}\right)=c_{2 n+1}^{(2)}\left(\frac{\alpha^{2}-\zeta}{\xi_{1}-\xi}\right)^{1 / 4}\left(\xi_{2}-\xi\right)^{-1 / 4}\left(\frac{\xi}{\zeta}\right)^{1 / 2} W_{2 n+1}^{(2)}(\kappa, \alpha, \zeta), \tag{5.14}
\end{equation*}
$$

the value of the constant being found, similarly to (5.13), to be

$$
\begin{equation*}
c_{2 n+1}^{(2)}=e^{-i \kappa \alpha \pi} c_{2 n+1}^{(1)} . \tag{5.15}
\end{equation*}
$$

Again, these results are uniformly valid for $\zeta \in \underline{\Delta}, \alpha \in[0,2-\delta]$.
Now consider the $\hat{\zeta}$ domain $\hat{\underline{\Delta}}$. Applying Theorem 9.1 of [5] to the transformed equation (4.3) yields asymptotic solutions that are uniformly valid in this region. We obtain the three solutions

$$
\begin{array}{r}
\hat{W}_{2 n+1, j}(\kappa, \hat{\zeta})=A i_{j}\left(\kappa^{2 / 3} \hat{\zeta}\right) \sum_{s=0}^{n} \frac{\hat{A}_{s}(\hat{\zeta})}{\kappa^{2 s}}+\frac{A i_{j}^{\prime}\left(\kappa^{2 / 3} \hat{\zeta}\right)}{\kappa^{4 / 3}} \sum_{s=0}^{n-1} \frac{\hat{B}_{s}(\hat{\zeta})}{\kappa^{2 s}}+\hat{\varepsilon}_{2 n+1}(\kappa, \hat{\zeta})  \tag{5.16}\\
(j=0,1,-1)
\end{array}
$$

where $\operatorname{Ai}_{j}(z)$ denotes the Airy function of complex argument $\operatorname{Ai}\left(z e^{-2 \pi i j / 3}\right)$. The coefficients $\hat{A}_{s}$ and $\hat{B}_{s}$ are defined recursively by $\hat{A}_{0}(\hat{\zeta})=1$,

$$
\begin{equation*}
\hat{B}_{s}(\hat{\zeta})=\frac{1}{2} \hat{\zeta}^{-1 / 2} \int_{0}^{\hat{\zeta}}\left\{\hat{\psi}(t) \hat{A}_{s}^{\prime \prime}(t)-\hat{A}_{s}^{\prime \prime}(t)\right\} t^{-1 / 2} d t, \tag{5.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{A}_{s+1}(\hat{\zeta})=-\frac{1}{2} \hat{B}_{s}(\hat{\zeta})+\int_{0}^{\hat{\zeta}} \hat{\psi}(t) \hat{B}(t) d t+\hat{\lambda}_{s+1} \quad(s=0,1,2, \cdots) . \tag{5.18}
\end{equation*}
$$

Each $\hat{\lambda}_{s}(s=1,2, \cdots)$ is an arbitrary integration constant for which a value will be assigned shortly.

The explicit error bounds given by (9.03) of [5] are meaningful-provided a reference point $\hat{\zeta}=\hat{\alpha}_{j}$ in $\underline{\Delta}$ is assigned for each of the solutions $\hat{W}_{2 n+1}, j(j=0, \pm 1)$. Before we do so we observe that

$$
\begin{align*}
& \hat{A}_{s}(\hat{\zeta})=\hat{a}_{s}+O\left(\hat{\zeta}^{-3 / 2}\right),  \tag{5.19}\\
& \hat{B}_{s}(\hat{\zeta})=\hat{b}_{s} \hat{\zeta}^{-1 / 2}+O\left(\hat{\zeta}^{-2}\right), \tag{5.20}
\end{align*}
$$

as $\hat{\zeta} \rightarrow \infty$ in $\hat{\Delta}$, where each $\hat{a}_{s}$ and $\hat{b}_{s}$ is a constant. Also, we can prove that the variations $\mathscr{V}\left(\hat{\zeta}^{1 / 2} \hat{B}_{s}(\hat{\zeta})\right)$ converge as $\hat{\zeta} \rightarrow \infty$ in $\hat{\Delta}$. These results follow from (4.9), (4.10), (5.17),
(5.18), and Ritt's theorem. It is justifiable then to choose the reference points at infinity: we take $\hat{\alpha}_{0}=\infty, \hat{\alpha}_{1}=\infty e^{2 \pi i / 3}$, and $\hat{\alpha}_{-1}=\infty e^{-2 \pi i / 3}$. With these choices it follows from the error bounds that for each $j(0, \pm 1)$ the ratio $\hat{\varepsilon}_{2 n+1, j}(\kappa, \hat{\zeta}) / \mathrm{Ai}_{j}\left(\kappa^{2 / 3} \hat{\zeta}\right)$ is $O\left(\kappa^{-2 n-1}\right)$ uniformly for $\hat{\zeta} \in \underline{\hat{\Delta}}$, except near the zeros of the denominator and near the cut interval $B C B^{\prime}$. Moreover, the same ratio vanishes as $\hat{\zeta} \rightarrow \hat{\alpha}_{j}$.

For convenience we take the constants $\hat{\lambda}_{s}(s=1,2, \cdots)$ to be the same set for each solution $\hat{W}_{2 n+1, j}(j=0, \pm 1)$, defining them recursively such that

$$
\begin{equation*}
\hat{a}_{s}=0 \quad(s=1,2, \cdots) . \tag{5.21}
\end{equation*}
$$

The three solutions $\hat{W}_{2 n+1,0}, \hat{W}_{2 n+1,1}$, and $\hat{W}_{2 n+1,-1}$ have the characteristic property of being recessive in the sectors $|\arg \hat{\zeta}|<\pi / 3, \pi / 3<\arg \hat{\zeta}<\pi$, and $-\pi<\arg \hat{\zeta}<-\pi / 3$, respectively. Thus, we can identify them directly with standard Whittaker functions.

Beginning with $\hat{W}_{2 n+1,0}(\kappa, \hat{\zeta})$, we identify this with the Whittaker function $(d \hat{\zeta} / d \xi)^{1 / 2} W_{\kappa, \mu}(\kappa \xi)$, since this too is a solution of (4.3) that is recessive in the sector $|\arg \hat{\zeta}|<\pi / 3$. We have then the following identification:

$$
\begin{equation*}
W_{\kappa, \mu}(\kappa \xi)=\hat{c}_{2 n+1,0}\left[\frac{(2 \xi)^{1 / 2} \hat{\zeta}^{1 / 4}}{\left[\left(\xi-\xi_{1}\right)\left(\xi-\xi_{2}\right)\right]^{1 / 4}}\right] \hat{W}_{2 n+1,0}(\kappa, \hat{\zeta}), \tag{5.22}
\end{equation*}
$$

where $\hat{c}_{2 n+1,0}$ is a constant of proportionality. We can determine the constant by comparing both sides of (5.22) as $\xi \rightarrow+\infty\left(\hat{\zeta} \rightarrow \hat{\alpha}_{0}\right)$. On employing (4.7), (5.16), (5.20), and (5.21), as well as the asymptotic forms for $\mathrm{Ai}(z)$ and $\mathrm{Ai}^{\prime}(z)$ with large argument (see [5, p. 392]), we find that the right-hand side of (5.22) is asymptotically equal to

$$
\begin{equation*}
\hat{c}_{2 n+1,0}(2 \pi)^{-1 / 2} \kappa^{-1 / 6}(2 \xi)^{\kappa} e^{-\kappa \xi / 2}\left(\frac{\xi_{2}(2-\alpha)}{2 \xi_{2}-\alpha^{2}}\right)^{\kappa \alpha / 2}\left(\xi_{2}-2\right)^{-\kappa}\left\{1-\sum_{s=0}^{n-1} \frac{\hat{b}_{s}}{\kappa^{2 s+1}}\right\} . \tag{5.23}
\end{equation*}
$$

This must be equal to the asymptotic form of $W_{\kappa, \mu}(\kappa \xi)$ as $\xi \rightarrow \infty$ (see (2.6)), and so we conclude that

$$
\begin{equation*}
\hat{c}_{2 n+1,0}=(2 \pi)^{1 / 2} \kappa^{1 / 6}\left(\frac{2 \xi_{2}-\alpha^{2}}{\xi_{2}(2-\alpha)}\right)^{\kappa \alpha / 2}\left(\kappa\left(\frac{\xi_{2}}{2}-1\right)\right)^{\kappa}\left\{1-\sum_{s=0}^{n-1} \frac{\hat{b}_{s}}{\kappa^{2 s+1}}\right\}^{-1} . \tag{5.24}
\end{equation*}
$$

Equation (5.22), with $\hat{W}_{2 n+1,0}$ and $\hat{c}_{2 n+1,0}$ given by (5.16) and (5.24), respectively, gives an asymptotic expansion for $W_{\kappa, \mu}(\kappa \xi)$ that is uniformly valid for $\hat{\zeta} \in \hat{\Delta}^{(0)}$ and $\alpha \in[0,2-\delta]$, where $\underline{\hat{\Delta}}^{(0)}$ is the domain consisting of all points in $\hat{\underline{\Delta}}$ except those lying on either side of the cut interval $B C B^{\prime}$ (see Fig. 3(b)).

An asymptotic expansion for $W_{\kappa, \mu}(\kappa \xi)$ that is uniformly valid in the complementary $\xi$ domain $\Delta$ can be obtained by replacing the functions $W_{-\kappa, \mu}\left(\kappa \xi e^{ \pm \pi i}\right)$ by their asymptotic forms (5.11) and (5.14) in the connection formula (2.9). For the result (stated in terms of the original parameters), see (6.8) in § 6.

The identification of the other two solutions in (5.16) is similarly achieved. For $j=1$ we have the identity

$$
\begin{equation*}
W_{-\kappa, \mu}\left(\kappa \xi e^{-\pi i}\right)=\hat{c}_{2 n+1,1}\left[\frac{(2 \xi)^{1 / 2} \hat{\zeta}^{1 / 4}}{\left[\left(\xi-\xi_{1}\right)\left(\xi-\xi_{2}\right)\right]^{1 / 4}}\right] \hat{W}_{2 n+1,1}(\kappa, \hat{\zeta}), \tag{5.25}
\end{equation*}
$$

since both sides share the same recessive property in the sector $\pi / 3<\arg \hat{\zeta} \leqq \pi$. By comparing both sides as $\zeta \rightarrow \hat{\alpha}_{1}, \xi \rightarrow-\infty+i 0$ (see (4.7)), we obtain the following expression for the constant of proportionality:

$$
\begin{align*}
\hat{c}_{2 n+1,1}=(2 \pi)^{1 / 2} \kappa^{1 / 6} & e^{(\kappa-1 / 6) \pi i}\left(\frac{\xi_{2}(2-\alpha)}{2 \xi_{2}-\alpha^{2}}\right)^{\kappa \alpha / 2} \\
& \cdot\left(\kappa\left(\frac{\xi_{2}}{2}-1\right)\right)^{-\kappa}\left\{1-e^{-\pi i / 3} \sum_{s=0}^{n-1} \frac{\hat{b}_{s}}{\kappa^{2 s+1}}\right\}^{-1} . \tag{5.26}
\end{align*}
$$

This asymptotic expansion is uniformly valid for $\hat{\zeta} \in \hat{\underline{\Delta}}^{(1)}$ and $\alpha \in[0,2-\delta]$, where $\hat{\underline{\Delta}}^{(1)}$ is the domain consisting of all points in $\hat{\Delta}$ except those lying on the lower part of the cut interval $B C B^{\prime}$.

Likewise, we can show that the following asymptotic expansion:

$$
\begin{equation*}
W_{-\kappa, \mu}\left(\kappa \xi e^{\pi i}\right)=\hat{c}_{2 n+1,-1}\left[\frac{(2 \xi)^{1 / 2} \hat{\zeta}^{1 / 4}}{\left[\left(\xi-\xi_{1}\right)\left(\xi-\xi_{2}\right)\right]^{1 / 4}}\right] \hat{W}_{2 n+1,-1}(\kappa, \hat{\zeta}), \tag{5.27}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{c}_{2 n+1,-1}=(2 \pi)^{1 / 2} \kappa^{1 / 6} & e^{-(\kappa-1 / 6) \pi i}\left(\frac{\xi_{2}(2-\alpha)}{2 \xi_{2}-\alpha^{2}}\right)^{\kappa \alpha / 2} \\
& \cdot\left(\kappa\left(\frac{\xi_{2}}{2}-1\right)\right)^{-\kappa}\left\{1-e^{\pi i / 3} \sum_{s=0}^{n-1} \frac{\hat{b}_{s}}{\kappa^{2 s+1}}\right\}^{-1}, \tag{5.28}
\end{align*}
$$

is uniformly valid for $\hat{\zeta} \in \underline{\hat{\Delta}}^{(-1)}$ and $\alpha \in[0,2-\delta]$, where $\hat{\underline{\Delta}}^{(-1)}$ is the domain consisting of all points in $\hat{\underline{\hat{\Delta}}}$ except those lying on the upper part of the cut interval $B C B^{\prime}$.

From (2.10), (5.25), and (5.27) we can obtain a uniform asymptotic expansion for $M_{\kappa, \mu}(\kappa \xi)$, uniformly valid for $\hat{\zeta} \in \underline{\hat{\Delta}}^{(0)}, \alpha \in[0,2-\delta]$. The result, stated in terms of the original variables, is given in $\S 6$, eq. (6.16).
6. Summary. For reference we now present the principal results of this paper, and in doing so we express them in terms of the original parameters $\kappa$ and $\mu$. We present asymptotic expansions as $\kappa \rightarrow \infty$ for the Whittaker functions $W_{\kappa, \mu}(z)$ and $M_{\kappa, \mu}(z)$. These expansions are uniformly valid for all real values of $\kappa$ and $\mu$ such that

$$
\begin{equation*}
0 \leqq \mu / \kappa \leqq 1-\delta, \quad \kappa>0, \tag{6.1}
\end{equation*}
$$

where $\delta$ is an arbitrarily small positive constant. Moreover the expansions, which either involve Airy functions or Bessel functions, are uniformly valid in certain complex $z$ domains. These domains overlap and taken together cover the entire complex $z$ plane. Thus an asymptotic expansion is available for both of the Whittaker functions for any value of $z$ such that $|\arg z| \leqq \pi$. For other ranges of $\arg z$ we can use appropriate connection formulae (see, for example, Olver [5, p. 262]).

We also present expansions for the solutions of Whittaker's equation $W_{-\kappa, \mu}\left(z e^{-\pi i}\right)$ and $W_{-\kappa, \mu}\left(z e^{\pi i}\right)$. A separate identification for these functions is necessary because they are recessive in the second and third quadrants respectively of the complex $z$ plane. Asymptotic expansions for the Whittaker function $M_{\kappa, \mu}(z)$ for negative values of $\kappa$ are easily obtained from the ensuing results (where $\kappa$ is positive) and the connection formula (2.11). Also, we can extend the following expansions to negative values of $\mu$ on using (2.2) and (2.12).

We first introduce two transformed variables $\zeta$ and $\hat{\zeta}$ that are related to the parameters $\kappa, \mu$, and the independent variable $z$, with $-\pi<\arg z \leqq \pi$, by the following equations:

$$
\begin{align*}
& \left(4 \mu^{2}-\kappa \zeta\right)^{1 / 2}-\mu \ln \left\{\frac{2 \mu+\left(4 \mu^{2}-\kappa \zeta\right)^{1 / 2}}{2 \mu-\left(4 \mu^{2}-\kappa \zeta\right)^{1 / 2}}\right\} \\
& \quad=-\frac{1}{2} Z+\mu \ln \left\{\frac{z\left(\mu^{2}-\kappa^{2}+\kappa\left(\kappa^{2}-\mu^{2}\right)^{1 / 2}\right)}{\left(\kappa-\left(\kappa^{2}-\mu^{2}\right)^{1 / 2}\right)\left(2 \mu^{2}-\kappa z-\mu Z\right)}\right\}+\kappa \ln \left\{\frac{2\left(\kappa^{2}-\mu^{2}\right)^{1 / 2}}{2 \kappa-z+Z}\right\},  \tag{6.2}\\
& \frac{2}{3} \kappa \hat{\zeta}^{3 / 2}=\frac{1}{2} Z+\mu \ln \left\{\frac{z\left(\kappa^{2}-\mu^{2}+\kappa\left(\kappa^{2}-\mu^{2}\right)^{1 / 2}\right)}{\left(\kappa+\left(\kappa^{2}-\mu^{2}\right)^{1 / 2}\right)\left(\kappa z-2 \mu^{2}-\mu Z\right)}\right\}+\kappa \ln \left\{\frac{2\left(\kappa^{2}-\mu^{2}\right)^{1 / 2}}{z-2 \kappa+Z}\right\}, \tag{6.3}
\end{align*}
$$

where

$$
\begin{equation*}
Z=\left(z^{2}-4 \kappa z+4 \mu^{2}\right)^{1 / 2} \tag{6.4}
\end{equation*}
$$

The fractional powers on the left side of (6.2) and (6.3) are assumed to take their principal values, with

$$
-\pi<\arg \zeta \leqq \pi, \quad-\pi<\arg \hat{\zeta} \leqq \pi .
$$

Let $z=z_{1}, z_{2}$ denote the zeros $2 \kappa-2\left(\kappa^{2}-\mu^{2}\right)^{1 / 2}, 2 \kappa+2\left(\kappa^{2}-\mu^{2}\right)^{1 / 2}$, respectively, of the function $Z$; we take the root of (6.4) such that $Z$ is positive imaginary above the interval ( $z_{1}, z_{2}$ ), negative imaginary below the same interval, and continuous elsewhere in the complex $z$ plane.

For convenience we introduce the following functions:

$$
\begin{align*}
& \Phi(\kappa, \mu, z)=\left(\frac{4 \mu^{2}-\kappa^{2} \zeta}{z_{1}-z}\right)^{1 / 4}\left(z_{2}-z\right)^{-1 / 4}\left(\frac{z}{\kappa}\right)^{1 / 2}  \tag{6.5}\\
& \hat{\Phi}(\kappa, \mu, z)=\left(\frac{\hat{\zeta}}{z-z_{2}}\right)^{1 / 4} \frac{(2 z)^{1 / 2}}{\left(z-z_{1}\right)^{1 / 4}} \tag{6.6}
\end{align*}
$$

where again principal values are to be taken.
The following asymptotic expansions are uniformly valid for $0 \leqq \mu / \kappa \leqq 1-\delta, \kappa>0$, and for $z$ and $\zeta$ lying in the specified complex domains.

$$
M_{\kappa, \mu}(z)=\kappa^{1 / 2} \Gamma(2 \mu+1)\left(\frac{e^{2}}{\kappa^{2}-\mu^{2}}\right)^{\mu / 2}\left(\frac{\kappa-\mu}{\kappa+\mu}\right)^{\kappa / 2}\left\{1+2 \mu \sum_{s=0}^{n-1} \frac{B_{s}(\alpha, 0)}{\kappa^{2 s+2}}\right\}^{-1}
$$

$$
\begin{align*}
& \cdot \Phi(\kappa, \mu, z)\left[J_{2 \mu}\left(\kappa \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\zeta)}{\kappa^{2 s}}+\frac{\zeta^{1 / 2}}{\kappa} J_{2 \mu}^{\prime}\left(\kappa \zeta^{1 / 2}\right)\right.  \tag{6.7}\\
&\left.\cdot \sum_{s=0}^{n-1} \frac{B_{s}(\zeta)}{\kappa^{2 s}}+\frac{1}{2} \zeta^{-1 / 2} \varepsilon_{2 n+1}^{(0)}(\zeta)\right], \quad \frac{z}{\kappa} \in \Delta^{(0)}, \quad \zeta \in \Delta^{(0)} ;
\end{align*}
$$

$W_{\kappa, \mu}(z)=\frac{1}{\pi} \Gamma\left(\kappa+\mu+\frac{1}{2}\right) \Gamma\left(\kappa-\mu+\frac{1}{2}\right) e^{-\mu \pi i} c_{2 n+1}^{(1)} \Phi(\kappa, \mu, z)$

$$
\cdot\left[\left\{J_{2 \mu}\left(\kappa \zeta^{1 / 2}\right) \sin (\kappa-\mu) \pi-Y_{2 \mu}\left(\kappa \zeta^{1 / 2}\right) \cos (\kappa-\mu) \pi\right\} \sum_{s=0}^{n} \frac{A_{s}(\zeta)}{\kappa^{2 s}}\right.
$$

$$
\begin{align*}
&+\frac{\zeta^{1 / 2}}{\kappa}\left\{J_{2 \mu}^{\prime}\left(\kappa \zeta^{1 / 2}\right) \sin (\kappa-\mu) \pi-Y_{2 \mu}^{\prime}\left(\kappa \zeta^{1 / 2}\right) \cos (\kappa-\mu) \pi\right\} \sum_{s=0}^{n-1} \frac{B_{s}(\zeta)}{\kappa^{2 s}}  \tag{6.8}\\
&+\left.\frac{i}{2} \zeta^{-1 / 2}\left\{e^{-(\kappa-\mu) \pi i} \varepsilon_{2 n+1}^{(1)}(\zeta)-e^{(\kappa-\mu) \pi i} \varepsilon_{2 n+1}^{(2)}(\zeta)\right\}\right]
\end{align*}
$$

$$
\frac{z}{\kappa} \in \Delta, \quad \zeta \in \underline{\Delta},
$$

$$
W_{-\kappa, \mu}\left(z e^{-\pi i}\right)=c_{2 n+1}^{(1)} \Phi(\kappa, \mu, z)\left[H_{2 \mu}^{(1)}\left(\kappa \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\zeta)}{\kappa^{2 s}}\right.
$$

$$
\begin{equation*}
\left.+\frac{\zeta^{1 / 2}}{\kappa} H_{2 \mu}^{(1)^{\prime}}\left(\kappa \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\zeta)}{\kappa^{2 s}}+\zeta^{-1 / 2} \varepsilon_{2 n+1}^{(1)}(\zeta)\right], \tag{6.9}
\end{equation*}
$$

$$
\frac{z}{\kappa} \in \Delta, \quad \zeta \in \underline{\Delta},
$$

$$
\begin{align*}
W_{-\kappa, \mu}\left(z e^{\pi i}\right)=c_{2 n+1}^{(1)} e^{-2 \mu \pi i} \Phi(\kappa, \mu, z) & {\left[H_{2 \mu}^{(2)}\left(\kappa \zeta^{1 / 2}\right) \sum_{s=0}^{n} \frac{A_{s}(\zeta)}{\kappa^{2 s}}\right.} \\
& \left.+\frac{\zeta}{\kappa} H_{2 \mu}^{(2)}\left(\kappa \zeta^{1 / 2}\right) \sum_{s=0}^{n-1} \frac{B_{s}(\zeta)}{\kappa^{2 s}}+\zeta^{-1 / 2} \varepsilon_{2 n+1}^{(2)}(\zeta)\right],  \tag{6.10}\\
\text { 0) } & \frac{z}{\kappa} \in \Delta, \quad \zeta \in \Delta .
\end{align*}
$$

The coefficient $c_{2 n+1}^{(1)}$ is given by

$$
\begin{equation*}
c_{2 n+1}^{(1)}=-e^{\mu \pi i}\left(\frac{\pi \kappa}{2}\right)^{1 / 2}\left(\frac{\kappa-\mu}{\kappa+\mu}\right)^{\mu / 2}\left(\kappa^{2}-\mu^{2}\right)^{-\kappa / 2}\left\{1-\sum_{s=0}^{n-1} \frac{b_{s}}{\kappa^{2 s+1}}\right\}^{-1} . \tag{6.11}
\end{equation*}
$$

The $z$ domain of validity $\Delta$, and the corresponding $\zeta$ domain $\Delta$, are illustrated in Figs $1(\mathrm{a})$ and $1(\mathrm{~b})$. The domain $\Delta^{(0)}\left(\underline{\Delta}^{(0)}\right)$ consists of all points in $\Delta(\underline{\Delta})$ except those lying on the lines $C D, C D^{\prime}$. The coefficients $A_{s}(\zeta)$ and $B_{s}(\zeta)$ are defined recursively by (5.2) and (5.3a, b), with (5.6) applying to (6.7), and (5.5) applying to (6.8), (6.9), and (6.10). In (5.2) the function $\psi$ is given by (3.5) together with (1.3) and (1.4).

The error terms $\varepsilon_{2 n+1}^{(0)}, \varepsilon_{2 n+1}^{(1)}$, and $\varepsilon_{2 n+1}^{(2)}$ have explicit upper bounds available (see [2, eq. (5.16)]). From these bounds the following asymptotic properties as $\kappa \rightarrow \infty$ can be deduced:

$$
\begin{equation*}
\zeta^{-1 / 2} \varepsilon_{2 n+1}^{(j)}(\zeta)=\mathscr{C}_{2 \mu}^{(j)}\left(\kappa \zeta^{1 / 2}\right) O\left(\kappa^{-2 n-1}\right)+\frac{\zeta^{1 / 2}}{\kappa} \mathscr{C}_{2 \mu}^{(j)}\left(\kappa \zeta^{1 / 2}\right) O\left(\kappa^{-2 n+1}\right) \quad(j=0,1,2) \tag{6.12}
\end{equation*}
$$

where $\mathscr{C}_{\nu}^{(j)}=2 J_{\nu}, H_{\nu}^{(1)}, H_{\nu}^{(2)}$ for $j=0,1,2$, respectively. The $O$-terms are uniform for $0 \leqq \mu / \kappa \leqq 1-\delta, \kappa>0$, and $\zeta$ lying in the respective domain of validity.

The error terms also satisfy the following boundary conditions:

$$
\begin{align*}
& \lim _{\zeta \rightarrow 0}\left\{\varepsilon_{2 n+1}^{(0)}(\zeta) / J_{2 \mu}\left(\kappa \zeta^{1 / 2}\right)\right\}=0,  \tag{6.13}\\
& \lim _{\zeta \rightarrow-\infty+i 0}\left\{\varepsilon_{2 n+1}^{(1)}(\zeta) / H_{2 \mu}^{(1)}\left(\kappa \zeta^{1 / 2}\right)\right\}=0, \\
& \lim _{\zeta \rightarrow-\infty-i 0}\left\{\varepsilon_{2 n+1}^{(2)}(\zeta) / H_{2 \mu}^{(2)}\left(\kappa \zeta^{1 / 2}\right)\right\}=0 .
\end{align*}
$$

The following asymptotic expansions are uniformly valid for $0 \leqq \mu / \kappa \leqq 1-\delta, \kappa>0$, and for $z$ and $\hat{\zeta}$ lying in the specified complex domains:

$$
\begin{aligned}
& M_{\kappa, \mu}(z)=\frac{\hat{c}}{2 \pi} \Gamma(2 \mu+1) \Gamma\left(\kappa-\mu+\frac{1}{2}\right)\left(1+\hat{\phi}_{n}^{2}-\frac{1}{2} \hat{\phi}_{n}\right)^{-1} \hat{\Phi}(\kappa, \mu, z) \\
& \cdot\left[\left\{A i\left(\kappa^{2 / 3} \hat{\zeta}\right)\left(\sin (\kappa-\mu) \pi-\hat{\phi}_{n} \sin \left(\kappa-\mu+\frac{1}{3}\right) \pi\right)\right.\right. \\
& + \\
& \left.\quad B i\left(\kappa^{2 / 3} \hat{\zeta}\right)\left(\cos (\kappa-\mu) \pi-\hat{\phi}_{n} \cos \left(\kappa-\mu+\frac{1}{3}\right) \pi\right)\right\} \sum_{s=0}^{n} \frac{\hat{A}_{s}(\hat{\zeta})}{\kappa^{2 s}} \\
& -\kappa^{-4 / 3}\left\{A i^{\prime}\left(\kappa^{2 / 3} \hat{\zeta}\right)\left(\sin \left(\kappa-\mu-\frac{1}{3}\right) \pi-\hat{\phi}_{n} \sin (\kappa-\mu) \pi\right)\right. \\
& \left.+B i^{\prime}\left(\kappa^{2 / 3} \hat{\zeta}\right)\left(\cos \left(\kappa-\mu-\frac{1}{3}\right) \pi-\hat{\phi}_{n} \cos (\kappa-\mu) \pi\right)\right\} \sum_{s=0}^{n-1} \frac{\hat{B}_{s}(\hat{\zeta})}{\kappa^{2 s}}
\end{aligned}
$$

$$
\begin{align*}
& +\left\{e^{(\kappa-\mu-1 / 6) \pi i}\left(1-e^{\pi i / 3} \hat{\phi}_{n}\right) \hat{\varepsilon}_{2 n+1,1}(\hat{\zeta})\right. \\
& \left.\left.+e^{-(\kappa-\mu-1 / 6) \pi i}\left(1-e^{-\pi i / 3} \hat{\phi}_{n}\right) \hat{\varepsilon}_{2 n+1,-1}(\hat{\zeta})\right\}\right], \\
& \frac{z}{\kappa} \in \hat{\Delta}^{(0)}, \quad \hat{\zeta} \in \hat{\Delta}^{(0)}, \\
& W_{\kappa, \mu}(z)=(2 \pi)^{1 / 2} \kappa^{1 / 6}\left(\frac{\kappa+\mu}{\kappa-\mu}\right)^{\mu / 2}\left(4\left(\kappa^{2}-\mu^{2}\right)\right)^{\kappa / 2}\left(1-\hat{\phi}_{n}\right)^{-1} \hat{\Phi}(\kappa, \mu, z) \\
& \cdot\left[\operatorname{Ai}\left(\kappa^{2 / 3} \hat{\zeta}\right) \sum_{s=0}^{n} \frac{\hat{A}_{s}(\hat{\zeta})}{\kappa^{2 s}}+\frac{\mathrm{Ai}^{\prime}\left(\kappa^{2 / 3} \hat{\zeta}\right)}{\kappa^{4 / 3}} \sum_{s=0}^{n-1} \frac{\hat{B}_{s}(\hat{\zeta})}{\kappa^{2 s}}+\hat{\varepsilon}_{2 n+1,0}(\hat{\zeta})\right],  \tag{6.17}\\
& \frac{z}{\kappa} \in \hat{\Delta}^{(0)}, \quad \hat{\zeta} \in \hat{\Delta}^{(0)} ; \\
& W_{-\kappa, \mu}\left(z e^{-\pi i}\right)=\hat{c} e^{(\kappa-1 / 6) \pi i}\left(1-e^{-\pi i / 3} \hat{\phi}_{n}\right)^{-1} \hat{\Phi}(\kappa, \mu, z) \\
& \cdot\left[\operatorname{Ai}\left(\kappa^{2 / 3} \hat{\zeta} e^{-2 \pi i / 3}\right) \sum_{s=0}^{n} \frac{\hat{A}_{s}(\hat{\zeta})}{\kappa^{2 s}}\right. \\
& \left.+\frac{\mathrm{Ai}^{\prime}\left(\kappa^{2 / 3} \hat{\zeta} e^{-2 \pi i / 3}\right)}{\kappa^{4 / 3}} \sum_{s=0}^{n-1} \frac{\hat{B}_{s}(\hat{\zeta})}{\kappa^{2 s}}+\hat{\varepsilon}_{2 n+1,1}(\hat{\zeta})\right],  \tag{6.18}\\
& \frac{z}{\kappa} \in \hat{\Delta}^{(1)}, \quad \hat{\zeta} \in \underline{\Delta}^{(1)}, \\
& W_{-\kappa, \mu}\left(z e^{\pi i}\right)=\hat{c} e^{-(\kappa-1 / 6) \pi i}\left(1-e^{\pi i / 3} \hat{\phi}_{n}\right)^{-1} \hat{\Phi}(\kappa, \mu, z) \\
& \cdot\left[\operatorname{Ai}\left(\kappa^{2 / 3} \hat{\zeta} e^{2 \pi i / 3}\right) \sum_{s=0}^{n} \frac{\hat{A}_{s}(\hat{\zeta})}{\kappa^{2 s}}\right. \\
& \left.+\frac{\mathrm{Ai}^{\prime}\left(\kappa^{2 / 3} \hat{\zeta} \mathrm{e}^{2 \pi i / 3}\right)}{\kappa^{4 / 3}} \sum_{s=0}^{n-1} \frac{\hat{B}_{s}(\hat{\zeta})}{\kappa^{2 s}}+\hat{\varepsilon}_{2 n+1,-1}(\hat{\zeta})\right]  \tag{6.19}\\
& \frac{z}{\kappa} \in \hat{\Delta}^{(-1)}, \quad \hat{\zeta} \in \underline{\Delta}^{(-1)} .
\end{align*}
$$

The coefficient $\hat{c}$ is given by

$$
\begin{equation*}
\hat{c}=(2 \pi)^{1 / 2} \kappa^{1 / 6}\left(\frac{\kappa-\mu}{\kappa+\mu}\right)^{\mu / 2}\left(4\left(\kappa^{2}-\mu^{2}\right)\right)^{-\kappa / 2}, \tag{6.20}
\end{equation*}
$$

and $\hat{\phi}_{n}$ is defined by

$$
\begin{equation*}
\hat{\phi}_{n}=\sum_{s=0}^{n-1} \frac{\hat{b}_{s}}{\kappa^{2 s+1}} . \tag{6.21}
\end{equation*}
$$

The $z$ domain $\hat{\Delta}$ and the corresponding $\hat{\zeta}$ domain $\hat{\Delta}$ are illustrated in Figs. 3(a) and $3(\mathrm{~b})$. The $\hat{\zeta}$ domains of validity $\hat{\underline{\Delta}}^{(1)}$ and $\hat{\underline{\Delta}}^{(-1)}$ consist of all points in $\hat{\underline{\Delta}}$ except those lying, respectively, on the lower and upper parts of the cut interval $B C B^{\prime} . \hat{\hat{\Delta}}^{(0)}$ is the intersection of $\hat{\hat{\Delta}}^{(1)}$ and $\hat{\underline{\Delta}}^{(-1)}$.

The coefficients $\hat{\hat{A}}_{s}(\hat{\zeta})$ and $\hat{B}_{s}(\hat{\zeta})$ are defined recursively by (5.17), (5.18), with (4.4) and (5.21). Bounds for the error functions $\hat{\varepsilon}_{2 n+1}, \hat{\varepsilon}_{2 n+1,1}, \hat{\varepsilon}_{2 n+1,-1}$, are supplied in [5, p. 418]. These functions satisfy the following boundary conditions:

$$
\begin{equation*}
\lim _{\hat{\zeta} \rightarrow \infty} e^{2 \pi i / 3}\left\{\hat{\varepsilon}_{2 n+1, j}(\hat{\zeta}) / \operatorname{Ai}\left(\kappa^{2 / 3} \hat{\zeta} e^{-2 \pi i j / 3}\right)\right\}=0 \quad(j=0, \pm 1) . \tag{6.22}
\end{equation*}
$$

Finally, we remark that (6.8) and (6.16) should not be used when $\kappa-\mu-\frac{1}{2}$ is equal to a nonnegative integer. In this case the asymptotic formulae (6.7) and (6.17) should be used, together with the relation

$$
\begin{equation*}
W_{\kappa, \mu}(z)=\frac{\Gamma(-2 \mu)}{\Gamma\left(\frac{1}{2}-\mu-\kappa\right)} M_{\kappa, \mu}(z) . \tag{6.23}
\end{equation*}
$$
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## ERRATUM:

## Study of a Doubly Nonlinear Heat Equation with No Growth Assumptions on the Parabolic Term*

D. BLANCHARD $\dagger$ AND G. A. FRANCFORT $\dagger$

Inequalities (64) and (101) of [1] are not satisfied under the assumptions on $\Phi$ listed in (5) of that paper. Rather, they immediately result from the following implicitly (but not explicitly) assumed almost pointwise inequality:

$$
\begin{equation*}
\left(D \Phi(w)(x)-D \Phi\left(w^{\prime}\right)(x), w(x)-w^{\prime}(x)\right)_{\mathbb{R}^{N}} \geqq 0, \tag{I}
\end{equation*}
$$

for any $w$ and $w^{\prime}$ in $\left[L_{q}(\Omega)\right]^{N}$.
Counterexamples of functionals $\Phi$ that satisfy (5) of [1] and for which (I) is violated are easily obtained. In the usually considered case where $\Phi$ is a $C^{1}$, convex, coercive, local functional (cf. definition below), (I) is trivially satisfied and inequalities (64), (101) hold true.

Definition. The functional $\Phi$ defined on $\left[L_{q}(\Omega)\right]^{N}, q>1$, is a $C^{1}$, convex, coercive, local functional if there exists a convex normal integrand $f(x, \xi)$ on $\Omega \times \mathbb{R}^{N}, C^{1}$ in $\xi$ for almost every $x$ in $\Omega$ with the following properties:

There exist an element $a(x)$ of $L_{1}(\Omega)$, two strictly positive constants $\alpha$ and $\beta$ such that, for almost every $x$ of $\Omega$ and every $\xi$ of $\mathbb{R}^{N}$,

$$
\alpha|\xi|^{q} \leqq f(x, \xi) \leqq a(x)+\beta|\xi|^{q},
$$

For every $w$ in $\left[L_{q}(\Omega)\right]^{N}$,

$$
\Phi(w)=\int_{\Omega} f(x, w(x)) d x .
$$

Remark. If $\Phi$ is a $C^{1}$, convex, coercive, local functional and if $\Phi(0)=0, D \Phi$ is bounded on the bounded sets of $\left[L_{q}(\Omega)\right]^{N}$ and $\Phi$ satisfies (5) of [1] with a coercivity exponent $r$ equal to $q$.

To ensure the validity of the results of our paper, it is then tempting to impose (I) as an additional hypothesis to (5) and to investigate the nonlocal functionals that satisfy (5) and (I). In fact there are no such functionals and the following theorem can be deduced from the work of Buttazzo and Dal Maso concerning integral representations of local functionals (the proof uses [2, Thm. 1.4 and Cors. 1.5, 1.7]).

Theorem. If $\Phi$ satisfies (5) and (I), $\Phi$ is a $C^{1}$, convex, coercive, local functional on $\left[L_{q}(\Omega)\right]^{N}$.

Conclusion. If $\Phi$ is a $C^{1}$, convex, coercive, local functional on $\left[L_{q}(\Omega)\right]^{N}$ in the sense of the above definition (and if $\Phi(0)=0$ ), Theorems 1 and 2 of [1] hold true as stated. In fact, Theorems 1 and 2 hold true (except for the comparison results) even when (I) is not satisfied, as can be shown by the method developed for the proof of Theorem 2, but such considerations are beyond the scope of an erratum.
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# REGULARITY OF THE SOLUTION OF ELLIPTIC PROBLEMS WITH PIECEWISE ANALYTIC DATA, II: THE TRACE SPACES AND APPLICATION TO THE BOUNDARY VALUE PROBLEMS WITH NONHOMOGENEOUS BOUNDARY CONDITIONS* 

I. BABUŠKA $\dagger$ AND B. $\mathrm{Q} . \mathrm{GUO} \ddagger$


#### Abstract

This paper analyzes the trace spaces of the weighted space $\mathfrak{B}_{\beta}^{2}(\Omega)$ introduced by Babuška and Guo [SIAM J. Math. Anal., 19 (1988), pp. 172-203].


Key words. elliptic equation with piecewise analytic data, Dirichlet problem, corner singularities
AMS(MOS) subject classifications. 35B65, 35D10, 35G15, 35J05

1. Introduction. Elliptic boundary value problems with piecewise analytic data are typical in many fields of applications, for example, in structural mechanics. These problems are then numerically analyzed in engineering by the finite-element method. The design and performance of a numerical method directly depends on the class of problems to which it is oriented. The smaller the class is, the more effective the numerical method can be. Hence, it is important to characterize mathematically a (minimal) class that encompasses virtually all practical problems in a field of applications. The space $\mathfrak{B}_{\beta}^{2}(\Omega)$ is such a class. In [4], [5a], and [5b] it has been shown that if the solution belongs to the space $\mathfrak{B}_{\beta}^{2}(\Omega)$, then the $h-p$ version of the finite-element method has an exponential rate of convergence. The $h-p$ version uses properly refined mesh and a high degree of elements in contrast to the usual $h$-version that uses only low-degree elements. For the survey of various theoretical and practical aspects of the $h$ - $p$ version we refer the reader to [1] and the references given therein.

In [3] the spaces $\mathfrak{B}_{\beta}^{2}(\Omega)$ have been analyzed. It has been shown that the solution of the elliptic boundary value problems with piecewise analytic data belongs to these spaces.

The present paper elaborates in detail on the structure of the traces of functions of $\mathfrak{B}_{\beta}^{2}(\Omega)$. The results give easy characterization of the case when the solution belongs to $\mathfrak{B}_{\beta}^{2}(\Omega)$. In $\S 2$ we give the preliminaries and basic definitions. Section 3 defines the model problem of second-order elliptic partial differential equations. Section 4 introduces the space of traces of $u \in \mathfrak{B}_{\beta}^{2}(\Omega)$ on the boundary $\partial \Omega$. It is also shown that these traces can be extended into $\mathfrak{B}_{\beta}^{2}(\Omega)$.
2. Preliminaries. Let $\Omega \subset \mathbb{R}^{2},\left(x_{1}, x_{2}\right)=x$ be a simply-connected, bounded domain with the boundary $\partial \Omega=\Gamma=\bigcup_{i=1}^{M} \bar{\Gamma}_{i} . \Gamma_{i}$ are analytic simple arcs called edges,

$$
\bar{\Gamma}_{i} \in\left\{\left(\varphi_{i}(\xi), \psi_{i}(\xi)\right) \mid \xi \in \bar{I}=[-1,1]\right\},
$$

where $\varphi_{i}(\xi), \psi_{i}(\xi)$ are analytic functions on $\bar{I}$ and $\left|\varphi_{i}^{\prime}(\xi)\right|^{2}+\left|\psi_{i}^{\prime}(\xi)\right|^{2} \geqq \alpha_{i}>0$. By $\Gamma_{i}$ we denote the open arc, i.e., the image of $I=(-1,1)$. Let $A_{i}, i=1, \cdots, M$, be the vertices

[^53]of $\Omega$ and $\Gamma_{i}=A_{i} A_{i+1}$, i.e., the edge $\Gamma_{i}$ is linking the vertices $A_{i}$ and $A_{i+1}$. For simplicity we will also write $A_{1}=A_{M+1}$. An example of the domain $\Omega$ under consideration is given in Fig. 2.1. By $\omega_{i}, i=1, \cdots, M$, we denote the internal angles of $\Omega$ at $A_{i}$. We will assume that $0<\omega_{i} \leqq 2 \pi$. We will also consider the case when two edges coincide. Then we understand them in a "two-sided" sense. If all edges are straight lines then we call the domain $\Omega$ a straight polygon. Otherwise we speak about a curvilinear polygon. If $0<\omega_{i}<2 \pi, i=1, \cdots, M$, we speak about a Lipschitzian domain. Let us assume that $\Gamma=\Gamma^{(0)} \cup \Gamma^{(1)}$ where $\Gamma^{(0)}=\bigcup_{i \in Q} \bar{\Gamma}_{i}, \Gamma^{(1)}=\Gamma-\Gamma^{(0)}, \bar{\Gamma}^{(1)}=U_{i \in Q^{\prime}} \bar{\Gamma}_{i^{\prime}}$, where $Q$ is some subset of the set $\{1,2, \cdots, M\}=\mathcal{M}$ and $Q^{\prime}=\mathcal{M}-Q$.

We assume for simplicity that $\Omega$ is a simply-connected domain. The results we present here are also valid when $\Omega$ is an $n$-connected, bounded domain and its boundary is composed of $n$-curves.

Denote $I=\{x \mid-1<x<1\}$; we also write $I=\left\{x_{1}, x_{2} \mid-1<x_{1}<1, x_{2}=0\right\} \subset \mathbb{R}_{2}$ when no misunderstanding can occur.

By $L_{2}(\Omega), L_{p}(\Omega), L_{2}(I), L_{p}(I)$, the usual spaces of $p$-integrable, $1<p<\infty$, functions on $\Omega$ or $I$ are denoted. By $H^{m}(\Omega), H^{m}(I), m \geqq 0$ integer, we denote the usual Sobolev space of functions with square integrable derivatives of order less than or equal to $m$ on $\Omega$ (respectively, $I$ ). The space $H^{m}(\Omega)$ is furnished with the usual norm

$$
\|u\|_{H^{m}(\Omega)}^{2}=\sum_{0 \leqq|\alpha| \leqq m}\left\|D^{\alpha} u\right\|_{L_{2}(\Omega)}^{2}
$$

where $\alpha=\left(\alpha_{1}, \alpha_{2}\right), \alpha_{i} \geqq 0$ integer, $i=1,2,|\alpha|=\alpha_{1}+\alpha_{2}$, and

$$
D^{\alpha} u=\frac{\partial^{\alpha} u}{\partial x_{1}^{\alpha_{1}} \partial x_{2}^{\alpha_{2}}}=u_{x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}}} .
$$

Furthermore, we let

$$
|u|_{H^{m}(\Omega)}=\left\|\left|D^{m} u\right|\right\|_{L_{2}(\Omega)}, \quad\left|D^{m} u\right|^{2}=\sum_{|\alpha|=m}\left|D^{\alpha} u\right|^{2}
$$

As usual, we write $H^{0}(\Omega)=L_{2}(\Omega)$,

$$
H_{0}^{1}(\Omega)=\left\{u \in H^{1}(\Omega) \mid u=0 \text { on } \Gamma^{(0)}\right\} .
$$

In an analogous way we define $H^{m}(I)$ by $D^{k} u=u^{(k)}=d^{k} u / d x^{k}$.
By $r_{j}(x)=\operatorname{dist}\left(x, A_{j}\right)=\left|x-A_{j}\right|, x \in \Omega, j \in \mathcal{M}$, we denote the Euclidean distance between the point $x$ and the vertex $A_{j}, \hat{r}_{1}(x)=x+1, \hat{r}_{2}(x)=x-1, x \in I$. Let $\beta=$ $\left(\beta_{1}, \cdots, \beta_{M}\right)$ (respectively, $\beta=\left(\beta_{1}, \beta_{2}\right)$ ) be an $M$-tuple of real numbers $0<\beta_{i}<1$,


Fig. 2.1. The scheme of the domain.
$i=1, \cdots, M$. We write $\alpha_{1}<\beta<\alpha_{2}$ (respectively, $\bar{\beta}<\beta$ ) if $\alpha_{1}<\beta_{i}<\alpha_{2}$ (respectively, $\left.\bar{\beta}_{i}<\beta_{i}\right), i=1, \cdots, M$. For any integer $\beta$, we write $\beta+k=\left\{\beta_{1}+k, \cdots, \beta_{M}+k\right\}$ such that

$$
\Phi_{\beta+k}(x)=\prod_{i=1}^{M}\left|r_{i}(x)\right|^{\beta_{i}+k}, \quad x \in \Omega
$$

and

$$
\hat{\Phi}_{\beta+k}(x)=\prod_{i=1}^{2}\left|\hat{r}_{i}(x)\right|^{\beta_{i}+k}, \quad x \in I .
$$

By $C^{j}(\Omega), C^{j}(\bar{\Omega}), C^{j}(I), C^{j}(\bar{I}), j \geqq 0$ integer we will denote the set of all functions with continuous $j$-derivatives on $\Omega, \bar{\Omega}, I, \bar{I}$, furnished with the usual norm $\|\cdot\|_{C^{j}(\Omega)}$, $\|\cdot\|_{C^{j}(I)}$. Let $H_{\beta}^{m, l}(\Omega), m \geqq l \geqq 0$ integers, be the completion of the set of all infinitely differentiable functions under the norm

$$
\begin{aligned}
&\|u\|_{H_{\beta}^{m, 1}(\Omega)}^{2}=\|u\|_{H^{1-1}(\Omega)}^{2}+\sum_{\substack{|\alpha|=k \\
k=l}}^{k=m}\left\|\Phi_{\beta+k-l}\left|D^{\alpha} u\right|\right\|_{L_{2}(\Omega)}^{2} \quad \text { for } l \geqq 1 \\
&\|u\|_{H_{\beta}^{m, 0}(\Omega)}^{2}=\sum_{\substack{|\alpha|=k \\
k=0}}^{k=m}\left\|\Phi_{\beta+k}\left|D^{\alpha} u\right|\right\|_{L_{2}(\Omega)}^{2}
\end{aligned}
$$

If $m=l=0$ we will write $H_{\beta}^{0,0}=L_{\beta}(\Omega)$. Analogously as before we define

$$
|u|_{H_{\beta}^{\prime \prime}(\Omega)}^{2}=\sum_{|\alpha|=l}\left\|\Phi_{\beta}\left|D^{\alpha} u\right|\right\|_{L_{2}(\Omega)}^{2} .
$$

In a similar way $H_{\beta}^{m, I}(I)$ is defined

$$
\begin{gathered}
\|u\|_{H_{\beta}^{m, l}(I)}^{2}=\|u\|_{H^{\prime-1}(I)}^{2}+\sum_{k=l}^{k=m}\left\|\hat{\Phi}_{\beta+k-l}\left|D^{k} u\right|\right\|_{L_{2}(I)}^{2} \quad \text { for } l \geqq 1, \\
\|u\|_{H_{\beta}^{m, 0}(I)}^{2}=\sum_{k=0}^{k=m}\left\|\hat{\Phi}_{\beta+k}\left|D^{k} u\right|\right\|_{L_{2}(I)}^{2} .
\end{gathered}
$$

Furthermore we introduce the space $\mathfrak{B}_{\beta}^{l}(\Omega), l \geqq 0$ integer that will play an important role in this paper:

$$
\begin{aligned}
& \mathfrak{B}_{\beta}^{l}(\Omega)=\left\{u \mid u \in H_{\beta}^{k l}(\Omega), \text { for any } k \geqq l,\left\|\Phi_{\beta+k-l}\left|D^{\alpha} u\right|\right\|_{L_{2}(\Omega)}\right. \\
&\left.\leqq C d^{k-l}(k-l)!,|\alpha|=k, C>0, d \geqq 1 \text { independent of } k\right\},
\end{aligned}
$$

where $C$ and $d$ may depend on $u$. If we wish to emphasize the dependence on $d$ we will write $\mathfrak{B}_{\beta, d}^{l}(\Omega)$. Analogously for $l \geqq 0$ integer

$$
\begin{aligned}
& \mathfrak{B}_{\beta}^{l}(I)=\left\{u \mid u \in H_{\beta}^{k, l}(I), \text { for any } k \geqq l,\left\|\hat{\Phi}_{\beta+k-l} u^{(k)}\right\|_{L_{2}(I)}\right. \\
&\left.\leqq C d^{k-l}(k-l)!, C>0, d \geqq 1 \text { independent of } k\right\} .
\end{aligned}
$$

Furthermore, for $j=1,2$,

$$
\begin{aligned}
& \mathfrak{C}_{\beta}^{j}(\Omega)=\left\{\left.u \in H_{\beta}^{j, j}(\Omega)| | D^{\alpha} u(x)\left|\leqq C d^{k} k!\right| \Phi_{k+\beta-j+1}(x)\right|^{-1},\right. \\
& |\alpha|=k=j-1, j, \cdots, C>0, d \geqq 1 \text { independent of } k\}, \\
& \mathfrak{๒}_{\beta}^{j}(I)=\left\{\left.u \in H_{\beta}^{j, j}(I)| | u^{(k)}(x)|\leqq C| \hat{\Phi}_{k+\beta-j+1 / 2}(x)\right|^{-1} d^{k} k!,\right. \\
& \quad k=j-1, j, \cdots, C>0, d \geqq 1 \text { independent of } k\} .
\end{aligned}
$$

Let $\gamma=\bigcup_{i \in \rho \subset \mathcal{M}} \bar{\Gamma}_{i}$. Then we define $H^{k-1 / 2}(\gamma), k \geqq 1$ (respectively, $H_{\beta}^{k-1 / 2, l-1 / 2}(\gamma)$, $k \geqq l \geqq 1$ ) integers as follows: for any $\varphi \in H^{k-1 / 2}(\gamma)$ (respectively, $H_{\beta}^{k-1 / 2, l-1 / 2}(\gamma)$ ) there exists $f \in H^{k}(\Omega)$ (respectively, $\left.H_{\beta}^{k, l}(\Omega)\right)$ such that $\left.f\right|_{\gamma}=\varphi$. We define then

$$
\begin{array}{ll}
\left.\|\varphi\|_{H^{k-1 / 2}(\Gamma)} \quad \text { (respectively, }\|\varphi\|_{H_{\beta}^{k-1 / 2, l-1 / 2}(\gamma)}\right) \\
\left.\quad=\inf _{\left.f\right|_{\gamma}=\varphi}\|f\|_{H^{k}(\Omega)} \quad \text { (respectively, }\|f\|_{H_{\beta}^{k, l}(\Omega)}\right) .
\end{array}
$$

By $\mathfrak{B}_{\beta}^{l-1 / 2}(\gamma), l \geqq 1$, we will denote the set of the traces on $\gamma$ of functions from the space $\mathfrak{B}_{\beta}^{l}(\Omega)$.

Let $\Gamma_{i}$ be an edge of $\Omega$; then by the assumption there exists a one-to-one mapping $m_{i}$ of $I$ onto $\Gamma_{i}$ which is analytic. If $\Gamma_{i}$ is a straight line, then we will assume that $m_{i}$ is the linear mapping. Let $u$ be defined on $\Gamma_{i}, U(x)=u\left(m_{i}(x)\right)$ be defined on $I$. Then we define

$$
H^{m}\left(\Gamma_{i}\right)=\left\{u \mid U \in H^{m}(I)\right\}, \quad\|u\|_{H^{m}\left(\Gamma_{i}\right)}=\|U\|_{H^{m}(I)} .
$$

In the same way we define the spaces $H_{\beta}^{m, l}\left(\Gamma_{i}\right), \mathfrak{B}_{\beta}^{l}\left(\Gamma_{i}\right), \mathfrak{C}_{\beta}^{l}\left(\Gamma_{i}\right)$. Let us remark that, as we defined it, $\|\cdot\|_{H^{m}\left(\Gamma_{i}\right)}$ depends on the mapping $m_{i}$, i.e., it depends on the parameterization of the arc $\Gamma_{i}$. Nevertheless the space $H_{\beta}^{m, l}\left(\Gamma_{i}\right)$ does not do as well as $\mathfrak{S}_{\beta}^{l}\left(\Gamma_{i}\right)$ (see Lemma 4.6) but $\mathfrak{B}_{\beta}^{l}\left(\Gamma_{i}\right)$ could be dependent on $m_{i}$. Let us now state some lemmas that will be used later.

Lemma 2.1. We have

$$
H_{\beta}^{2,2}(\Omega) \subset C^{0}(\bar{\Omega})
$$

with the continuous injection.
See Lemma 7 of [2].
Lemma 2.2. Let $u \in H_{\beta}^{2,2}(\Omega)$. Then
(i)

$$
\begin{equation*}
\left\|\left|D^{1} u\right| \Phi_{\beta-1}\right\|_{L_{2}(\Omega)} \leqq C\|u\|_{H_{\beta}^{2,2}(\Omega)} . \tag{2.1}
\end{equation*}
$$

(ii) Let $u\left(A_{i}\right)=0, i=1, \cdots, M$. Then

$$
\begin{equation*}
\left\|u \Phi_{\beta-2}\right\|_{L_{2}(\Omega)} \leqq C\|u\|_{H_{\beta}^{2,2}(\Omega)} . \tag{2.2}
\end{equation*}
$$

See Lemma 8 of [2].
Lemma 2.3. $\mathfrak{B}_{\beta}^{2}(\Omega) \subset \mathfrak{C}_{\beta}^{2}(\Omega) \quad$ and $\quad \mathfrak{C}_{\beta}^{2}(\Omega) \subset \mathfrak{B}_{\beta+\varepsilon}^{2}(\Omega), \quad 0<\beta+\varepsilon<1, \quad \varepsilon>0$ arbitrary.

See Theorems 2.2 and 2.3 of [4].
Lemma 2.4. Let $u \in \mathfrak{B}_{\beta}^{j}(\Omega), j \geqq 0$; then $u$ is analytic on $\bar{\Omega}-\cup_{i=1}^{M} A_{i}$.
Lemma 2.5. Let $r \neq 1$ and $F(x), 0<x<\infty$ is defined by

$$
\begin{array}{ll}
F(x)=\int_{0}^{x} f(t) d t & \text { for } r>1, \\
F(x)=\int_{x}^{\infty} f(t) d t & \text { for } r<1 .
\end{array}
$$

Then

$$
\int_{0}^{\infty} x^{-r} F^{2}(x) d x \leqq\left(\frac{2}{|r-1|}\right)^{2} \int_{0}^{\infty} x^{-r}(x f)^{2} d x .
$$

See Theorem 330 of [7].
3. The model problem and its properties. Let $\Omega$ be the curvilinear or straight polygon and let $L$ be a strongly elliptic operator

$$
L(u)=-\sum_{i, j=1}^{2}\left(a_{i, j}(x) u_{x_{i}}\right)_{x_{j}}+\sum_{i=1}^{2} b_{i}(x) u_{x_{i}}+c(x) u
$$

where $a_{i, j}(x)=a_{j, i}(x), b_{i}(x), c(x)$ are analytic functions on $\bar{\Omega}$ and for any $\xi_{1}, \xi_{2} \in \mathbb{R}$ and any $x \in \Omega$ let

$$
\sum_{i, j=1}^{2} a_{i, j} \xi_{i} \xi_{j} \geqq \mu_{0}\left(\xi_{1}^{2}+\xi_{2}^{2}\right)
$$

with $\mu_{0}>0$.
Let $B(u, v)$ be a continuous bilinear form on $H_{0}^{1}(\Omega) \times H_{0}^{1}(\Omega)$ :

$$
B(u, v)=\int_{\Omega}\left(\sum_{i, j=1}^{2} a_{i, j} u_{x_{i}} v_{x_{j}}+\sum_{i=1} b_{i} u_{x_{i}} v+c u v\right) d x .
$$

We assume that

$$
\inf _{\substack{\|u\|_{H^{1}(\Omega)}=1 \\ u \in H_{0}^{(\Omega)}(\Omega)}} \sup _{\substack{\| v H_{1}^{\prime}(\Omega)=1 \\ v \in H_{0}^{1}(\Omega)}}|B(u, v)| \geqq \mu_{1}>0
$$

and for any $v \in H_{0}^{1}(\Omega), v \neq 0$

$$
\sup _{\substack{\|u\|_{H^{\prime}(\Omega)}=1 \\ u \in H_{0}^{1}(\Omega)}}|B(u, v)|>0 .
$$

Assume now that $g^{[l]} \in \mathfrak{B}_{\beta}^{3 / 2-l}\left(\Gamma^{(l)}\right), l=0,1, f \in \mathfrak{B}_{\beta}^{0}(\Omega)$ and consider the boundary value problem

$$
\begin{array}{cc}
L u=f & \text { on } \Omega, \\
u=g^{[0]} & \text { on } \Gamma^{(0)}, \\
\frac{\partial u}{\partial n_{c}}=g^{[1]} & \text { on } \Gamma^{(1)} \tag{3.1c}
\end{array}
$$

where we denoted by $n_{c}$ the conormal in the usual sense. The solution of our problem is understood in the usual sense. Then we have Theorem 3.1.

Theorem 3.1. There exists unique solution $u_{0} \in H^{1}(\Omega)$ of the problem (3.1). See Lemma 3.1 of [3].

Let us mention some theorems addressing regularity of the solution $u_{0}$.
Theorem 3.2. There exists $0 \leqq \bar{\beta}_{i}<1, i=1, \cdots, M$, depending on the problem (i.e., operator $L$, $\omega_{i}$, etc.), such that if $f \in \mathfrak{B}_{\beta}^{0}(\Omega), g^{[l]} \in \mathfrak{B}_{\beta}^{3 / 2-l}\left(\Gamma^{(l)}\right), l=0,1, \bar{\beta}<\beta<1$, then $u_{0} \in \mathfrak{B}_{\beta}^{2}(\Omega)$.

Proof is given in [3].
Theorem 3.3. Let $\Omega$ be a (curvilinear) polygon (instead of straight polygon as in Theorem 3.2) and let the assumptions of Theorem 3.2 hold. Then $u_{0} \in \mathfrak{C}_{\beta}^{2}(\Omega)$.

Proof of the theorem is given in [4].
We have seen in [4], [5a], and [5b] that when the solution $u$ of the problem (3.1a)-(3.1c) belongs to the class $\mathfrak{B}_{\beta}^{2}(\Omega)$ then the $h-p$ version of the finite-element method converges exponentially.

Theorems 3.1 and 3.2 show that it is important to develop practical characterizations of spaces $\mathfrak{B}_{\beta}^{3 / 2-l}(\Gamma), l=0,1$, which can be easily used in concrete cases to verify whether the input data, i.e., $g^{[l]}$ belong to the desired space. We will elaborate on this in the next section.
4. Traces and extensions of weighted Sobolev spaces. Characterization of the spaces $\mathfrak{B}_{\boldsymbol{\beta}}^{3 / 2-l}(\Gamma)$. In this section we will elaborate on the characterization of the space $\mathfrak{B}_{\beta}^{3 / 2-l}(\Gamma)$, $l=0,1$, which leads to an easy verification in the concrete cases of applications.

Lemma 4.1. Let $\beta=\left(\beta_{1}, \beta_{2}\right), 0<\beta<\frac{1}{2}$ and $g \in H_{\beta}^{1,1}(I)$. Then
(i) $\quad g \in C^{0}(\bar{I})$ and $\|g\|_{C^{0}(\bar{I})} \leqq C\|g\|_{H_{\beta}^{1,1}(I)}$;
(ii) $\quad|g(x)-g(-1)| \leqq C \hat{\Phi}_{1 / 2-\beta}(x)\|g\|_{H_{\beta}^{1,1}(I)}$,

$$
|g(x)-g(1)| \leqq C \hat{\Phi}_{1 / 2-\beta}(x)\|g\|_{H_{\beta}^{1,1}(I)}
$$

where $C$ is a constant independent of $g(x)$ (but depends on $\beta$ ).
Proof. Obviously,

$$
\begin{align*}
|g(x)-g(t)| & \leqq\left|\int_{t}^{x} g^{\prime}(\tau) d \tau\right| \\
& \leqq\left[\int_{t}^{x} g^{\prime 2}(\tau) \hat{\Phi}_{\beta}^{2}(\tau) d \tau\right]^{1 / 2}\left[\int_{t}^{x}\left(\hat{\Phi}_{\beta}(\tau)\right)^{-2} d \tau\right]^{1 / 2}  \tag{4.1}\\
& \leqq\|g\|_{H_{\beta}^{1,1}(I)}\left[\int_{t}^{x}\left(\hat{\Phi}_{\beta}(\tau)\right)^{-2} d \tau\right]^{1 / 2},
\end{align*}
$$

which shows that $g$ is continuous on $\bar{I}$. Using the imbedding theorem on $\left(-\frac{1}{2}, \frac{1}{2}\right)=I^{\prime}$, we have

$$
\begin{equation*}
|g(0)| \leqq C\|g\|_{H^{1}\left(I^{\prime}\right)} \leqq C\|g\|_{H_{\beta}^{1,1}(I)} \tag{4.2}
\end{equation*}
$$

and we get immediately

$$
\|g\|_{C^{0}(I)} \leqq C\|g\|_{H_{\beta}^{1,1}(I)} .
$$

Further, (4.1) immediately leads to (ii).
Lemma 4.2. Let $\beta=\left(\beta_{1}, \beta_{2}\right), \frac{1}{2}<\beta<1$ and $g \in H_{\beta}^{2,2}(I)$. Then
(i) $\quad g \in C^{0}(I)$ and $\|g\|_{C^{0}(I)} \leqq C\|g\|_{H_{\beta}^{2,2}(I)}$;
(ii) $\quad|g(x)-g(-1)| \leqq C \Phi_{3 / 2-\beta}(x)\|g\|_{H_{\beta}^{2,2}(I)}$,

$$
|g(x)-g(1)| \leqq C \hat{\Phi}_{3 / 2-\beta}(x)\|g\|_{H_{\beta}^{2,2}(I)}
$$

where $C$ is a constant independent of $g(x)$.
Proof. Using (4.1), we get

$$
\begin{aligned}
|g(x)-g(t)| & =\left|\int_{t}^{x} g^{\prime}(\tau) d \tau\right| \\
& \leqq\left[\int_{t}^{x} g^{\prime 2}(\tau) \hat{\Phi}_{1-\beta}^{-2} d \tau\right]^{1 / 2}\left[\int_{t}^{x} \hat{\Phi}_{1-\beta}^{2}(\tau) d \tau\right]^{1 / 2} \\
& \leqq\left\|g^{\prime} \hat{\Phi}_{1-\beta}^{-1}\right\|_{L_{2}(I)}\left[\int_{t}^{x} \hat{\Phi}_{1-\beta}^{2}(\tau) d \tau\right]^{1 / 2}
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|g^{\prime} \hat{\Phi}_{1-\beta}^{-1}\right\|_{L_{2}(I)} & \leqq\left\|\left(g^{\prime}-g^{\prime}(0)\right) \hat{\Phi}_{1-\beta}^{-1}\right\|_{L_{2}(I)}+\left|g^{\prime}(0)\right|\left\|\hat{\Phi}_{1-\beta}^{-1}\right\|_{L_{2}(I)} \\
& \leqq C\left[\left|g^{\prime}(0)\right|+\left\|g^{\prime \prime} \hat{\Phi}_{\beta}\right\|_{L_{2}(I)}\right] \\
& \leqq C\|g\|_{H_{\beta}^{2,2}(I)} .
\end{aligned}
$$

In the last inequality we used Lemma 2.5 and the fact that $\frac{1}{2}<\beta<1$. The lemma now follows immediately.

Lemma 4.3. Let $g \in \mathfrak{B}_{\beta, d}^{1}(I), 0<\beta<1$. Then for $k \geqq 1$

$$
\left|g^{(k)}(x)\right| \leqq C\left(\hat{\Phi}_{k-1 / 2+\beta}(x)\right)^{-1}\left(d_{1}\right)^{k} k!
$$

where $d_{1}=\gamma d, \gamma>1$ is independent of $g, k, d$, and $C$ depends on $\beta$, but is independent of $g$, $k$.

Proof. Let $I^{\prime}=\left(-\frac{1}{2}, \frac{1}{2}\right)$. Then for any $k \geqq 1$ we have

$$
\left\|g^{(k)}\right\|_{H^{1}\left(I^{\prime}\right)} \leqq C\left(\hat{\Phi}\left(\frac{1}{2}\right)\right)^{-k-\bar{\beta}} k!d^{k}
$$

where $\bar{\beta}=\max \left(\beta_{1}, \beta_{2}\right)$. Hence by the imbedding theorem, we have

$$
\left|g^{(k)}(0)\right| \leqq C d_{1}^{k} k!
$$

where $d_{1} \geqq \gamma d, \gamma>\hat{\Phi}^{-1}\left(\frac{1}{2}\right)>1$. Further, for $k \geqq 1$, we have that

$$
\begin{aligned}
\left|g^{(k)}(x)\right| & \leqq\left|g^{(k)}(0)\right|+\left|\int_{0}^{x} g^{(k+1)}(t) d t\right| \\
& \leqq\left|g^{(k)}(0)\right|+\left[\int_{0}^{x}\left(g^{(k+1)}(t)\right)^{2} \hat{\Phi}_{\beta+k}^{2}(t) d t\right]^{1 / 2}\left[\int_{0}^{x} \hat{\Phi}_{\beta+k}^{-2}(t) d t\right]^{1 / 2} \\
& \leqq C d_{1}^{k} k!\left[1+\hat{\Phi}_{\beta+k-1 / 2}^{-1}(x)\right] \\
& \leqq C d_{1}^{k} k!\left(\hat{\Phi}_{k-1 / 2+\beta}(x)\right)^{-1} .
\end{aligned}
$$

Corollary 4.4. Let $g \in \mathfrak{B}_{\beta}^{1}(I), 0<\beta<1$. Then $g \in \mathfrak{C}_{\beta}^{1}(I)$.
Corollary 4.5. Let $g \in \mathfrak{B}_{\beta}^{2}(I), 0<\beta<1$. Then for $k \geqq 2$

$$
\left|g^{(k)}(x)\right| \leqq C\left(\hat{\Phi}_{k-3 / 2+\beta}(x)\right)^{-1} d_{1}^{k} k!
$$

and $g \in \mathfrak{C}_{\beta}^{2}(I)$.
Lemma 4.6. Let $\xi=m(x)$ be a one-to-one map of $\bar{I}$ onto $\bar{I}$, let $m(x)$ be analytic on $\bar{I}$, and let $\left|m^{\prime}(x)\right|>0, x \in \bar{I}$. Assume that $g \in \bigodot_{\beta}^{j}(I), j=1,2$, and define $v(x)=g(m(x))$. Then $v \in \mathfrak{C}_{\beta}^{j}(I), j=1,2$.

Proof. Because $m(x)$ is analytic on $\bar{I}$ it can be extended into the complex plane $\mathbb{C}$ on $I_{\delta}=\{z=x+i y|-1-\delta<x<1+\delta,|y|<\delta\}, \delta>0, m(z)$ is a one-to-one mapping of $\bar{I}_{\delta}$ onto $\bar{I}_{\delta}^{*} \supset I_{\delta^{\prime}}, \delta^{\prime}>0$ and $\left|m^{\prime}(z)\right|>\alpha_{0}>0, z \in \bar{I}_{\delta}$. Now let $j=1$ and $x_{0} \in I$. Then for $k \geqq 1$

$$
\left|g^{(k)}\left(x_{0}\right)\right| \leqq C\left(\hat{\Phi}_{k-1 / 2+\beta}\left(x_{0}\right)\right)^{-1} d_{1}^{k} k!
$$

and the series

$$
g^{\prime}(x)=\sum_{k=0}^{\infty} g^{(k+1)}\left(x_{0}\right)\left(x-x_{0}\right)^{k} \frac{1}{k!}
$$

is absolutely convergent for $\left|x-x_{0}\right| \leqq \alpha\left(\hat{\Phi}\left(x_{0}\right) / d_{1}\right), \alpha<1$. Hence also

$$
g^{\prime}(z)=\sum_{k=0}^{\infty} g^{(k+1)}\left(x_{0}\right)\left(z-x_{0}\right)^{k} \frac{1}{k}!
$$

converges and $\left|g^{\prime}(z)\right| \leqq C \hat{\Phi}_{\beta+1 / 2}^{-1}\left(x_{0}\right)$ for $\left|z-x_{0}\right| \leqq \alpha\left(\hat{\Phi}\left(x_{0}\right) / d_{1}\right)$ where $C$ is independent of $x_{0}$. Hence $g(z)$ is a holomorphic function and $v(z)=g(m(z))$ is holomorphic, too. Using Cauchy's theorem we get immediately that for $k \geqq 1$

$$
\left|v^{(k)}(x)\right| \leqq C d_{2}^{k} \hat{\Phi}_{k-1 / 2+\beta}^{-1}(x) k!
$$

Obviously, $v(x) \in H_{\beta}^{1,1}(I)$. In quite a similar way we prove the statement for $j=2$.

Remark 4.1. Lemma 4.6 shows that the space $\mathfrak{C}_{\beta}^{j}(I)$ is invariant with respect to an analytic mapping. Using the formula of the $n$th derivative of a composite function (see formula 0.430 of [8]) we can also show that $\mathfrak{B}_{\beta}^{j}(I)$ is an invariant space with respect to an analytic mapping $m(x)$ as in Lemma 4.6.

Let $\Gamma$ be an analytic arc. Then we could define the spaces $\mathfrak{C}_{\beta}^{j}(\Gamma)$ and $\mathfrak{B}_{\beta}^{j}(\Gamma)$ with respect to the length instead as we did in $\S 2$ by using a specific mapping. These two definitions are then equivalent by Lemma 4.6 and Remark 4.1.

Lemma 4.7. Let $M(x), x \in \mathbb{R}^{2}, M(x)=\left(M_{1}(x), M_{2}(x)\right)$ be a one-to-one mapping of $\bar{\Omega}$ onto $\tilde{\Omega}$ and $\left|J^{-1}\right| \leqq \mu$ on $\bar{\Omega}$, where $J$ is the Jacobian of the mapping. Assume that $M(x)$ can be analytically extended on $\bar{\Omega}_{\delta}=\left\{x \in \mathbb{R}^{2} \mid \operatorname{dist}(x, \Omega) \leqq \delta\right\}$ so that it is a one-toone mapping of $\bar{\Omega}_{\delta}$ onto $\bar{\Omega}^{*}, \Omega^{*} \supset \bar{\Omega}$. Let $u \in \mathfrak{C}_{\beta}^{j}(\Omega), j=1,2, v(M(x))=u(x)$. Then $v \in \mathbb{C}_{\beta}^{j}(\tilde{\Omega})$.

The proof is analogous to that of Lemma 4.6, however, we must apply the theory of two complex variables.

Lemma 4.8. Let $g \in \mathfrak{C}_{\beta}^{j}(I), 0<\beta<1, j=1,2$. Then

$$
\begin{array}{ccc}
g \in \mathfrak{B}_{\bar{\beta}}^{j}(I), \quad 0<\bar{\beta}<1, \\
\bar{\beta}=\beta+\varepsilon, \quad \varepsilon>0 & \text { arbitrary. }
\end{array}
$$

Proof. Let us consider only the case $j=1$. The case $j=2$ is analogous. Because for $k \geqq 1$

$$
\left|g^{(k)}(x)\right| \leqq C d^{k} k!\left(\hat{\Phi}_{k+\beta-1 / 2}(x)\right)^{-1}
$$

we get

$$
\begin{aligned}
\int_{-1}^{1}\left(g^{(k)}(x)\right)^{2} \hat{\Phi}_{k+\bar{\beta}-1}^{2}(x) d x & \leqq C d^{2 k}(k!)^{2} \int_{-1}^{1} \hat{\Phi}_{\bar{\beta}-\beta-1 / 2}^{2}(x) d x \\
& \leqq C(\varepsilon) d^{2 k}(k!)^{2} .
\end{aligned}
$$

We see that Lemma 2.3 has a completely analogous version for the relation between $\mathfrak{B}_{\beta}^{2}(I)$ and $\mathfrak{C}_{\beta}^{2}(I)$.

Theorem 4.1. Let $u \in H_{\beta}^{k+2,2}(\Omega), k \geqq 0$, and $\Gamma_{i}$ be a straight line edge of $\Omega$ and $\left.u\right|_{\Gamma_{i}}=g_{i}$. Then we have the following:
(i) For $\frac{1}{2}<\beta_{i}, \beta_{i+1}<1$ and $k \geqq 0$

$$
\begin{gathered}
g_{i} \in H_{\beta_{i}}^{k+1,1}\left(\Gamma_{i}\right), \quad \hat{\beta}_{i}=\left(\hat{\beta}_{i, 1}, \hat{\beta}_{i, 2}\right) \\
\hat{\beta}_{i, j}>0, \quad \hat{\beta}_{i, j} \in\left(\beta_{i+j-1}-\frac{1}{2}, 1\right), \quad j=1,2
\end{gathered}
$$

and

$$
\left\|g_{i}\right\|_{H_{\hat{\beta}_{i}}^{k+1,1}\left(\Gamma_{i}\right)} \leqq C d^{k}\|u\|_{H_{\beta}^{k+2,2}(\Omega)}
$$

with $C$ independent of $k$ and $d \geqq 1$.
(ii) For $0<\beta_{i}, \beta_{i+1}<\frac{1}{2}, k \geqq 1$

$$
\begin{gathered}
g_{i} \in H^{1}\left(\Gamma_{i}\right), \\
g_{i} \in H_{\beta_{i}}^{k+1,2}\left(\Gamma_{i}\right), \quad \hat{\beta}_{i, j} \in\left(\beta_{i+j-1}+\frac{1}{2}, 1\right), \quad j=1,2, \\
\left\|g_{i}\right\|_{H^{1}\left(\Gamma_{i}\right)} \leqq C\|u\|_{H_{\beta}^{2,2}(\Omega)}, \\
\left\|g_{i}\right\|_{H_{\hat{\beta}_{i}}^{k+1,2}\left(\Gamma_{i}\right)} \leqq C d^{k}\|u\|_{H_{\beta}^{k+2,2}(\Omega)} .
\end{gathered}
$$

(iii) If $u \in \mathfrak{B}_{\beta}^{2}(\Omega)$ and $\frac{1}{2}<\beta_{i}, \beta_{i+1}<1$, then $g_{i} \in \mathfrak{B}_{\hat{\beta}_{i}}^{1}\left(\Gamma_{i}\right), \hat{\beta}_{i, j} \in\left(\beta_{i+j-1}-\frac{1}{2}, \frac{1}{2}\right), j=1,2$. If $0<\beta_{i}, \beta_{i+1}<\frac{1}{2}$, then $g_{i} \in \mathfrak{B}_{\hat{\beta}_{i}}^{2}\left(\Gamma_{i}\right), \hat{\beta}_{i, j} \in\left(\beta_{i+j-1}+\frac{1}{2}, 1\right)$.

Proof. Without any loss of generality we can assume that $\Gamma_{i}=\Gamma_{1}$ and

$$
\Gamma_{1}=\left\{x_{1}, x_{2} \mid x_{1} \in I, x_{2}=0\right\}, \quad A_{1}=(-1,0), \quad A_{2}=(1,0), \quad \tilde{\beta}=\left(\beta_{1}, \beta_{2}\right) .
$$

Let $k \geqq 0$ and $v_{k}=\left(\partial^{k} u / \partial x_{1}^{k}\right) \Phi_{k+\beta}$. Then for $k \geqq 2$,

$$
\left.\left.\begin{array}{rl}
\left\|v_{k}\right\|_{H^{2}(\Omega)} \leqq C & {[ }
\end{array}\right]\left(D^{2} \frac{\partial^{k} u}{\partial x_{1}^{k}}\right) \Phi_{k+\beta}\left\|_{L_{2}(\Omega)}+k\right\|\left(D^{1} \frac{\partial^{k} u}{\partial x_{1}^{k}}\right) \Phi_{k+\beta-1} \|_{L_{2}(\Omega)}\right)
$$

Using Lemma 2.2, we get for $k=1$

$$
\left|v_{1}\right|_{H^{2}(\Omega)} \leqq C\|u\|_{H_{\beta}^{3,2}(\Omega)} .
$$

Because of Lemma $2.1 u \in C^{0}(\bar{\Omega})$, and hence $v_{0}\left(A_{i}\right)=0, i=1,2$. Hence, using Lemma 2.2, we get

$$
\left|v_{0}\right|_{H^{2}(\Omega)} \leqq C\|u\|_{H_{\beta}^{2,2}(\Omega)},
$$

and hence for all $k \geqq 0$

$$
\begin{equation*}
\left\|v_{k}\right\|_{H^{2}(\Omega)} \leqq C(k+1)^{2}\|u\|_{H_{\beta}^{k+2,2}(\Omega)} \tag{4.3}
\end{equation*}
$$

where $C$ is independent of $k$. Therefore by the imbedding theorem

$$
v_{k} \in C^{0}(\bar{\Omega}), \quad k \geqq 1 .
$$

Let us now show that $v_{k}\left(A_{i}\right)=0, i=1,2, k \geqq 1$. Assume on the contrary that $v_{k}^{2}\left(A_{1}\right)>0$. Then because $v_{k} \in C^{0}(\bar{\Omega})$ we have

$$
v_{k}^{2}(x)>\varepsilon>0 \quad \text { for }\left|x-A_{1}\right|<\delta, \quad \delta>0
$$

Hence for $k \geqq 2$

$$
\begin{aligned}
\infty & >\int_{\Omega} \Phi_{k+\beta-2}^{2}\left(\frac{\partial^{k} u}{\partial x_{1}^{k}}\right)^{2} d x=\int_{\Omega} \Phi_{-2}^{2} v_{k}^{2} d x \\
& \geqq \varepsilon^{2} \int_{\Omega_{\delta}^{\prime}} \Phi_{-2}^{2} d x=\infty
\end{aligned}
$$

where

$$
\Omega_{\delta}^{\prime}=\Omega \cap\left\{x| | x-A_{1} \mid<\delta\right\}
$$

and we have the desired contradiction. For $k=1$ we use Lemma 2.2 and get

$$
\infty>\int_{\Omega}\left(\frac{\partial u}{\partial x_{1}}\right)^{2} \Phi_{\beta-1}^{2} d x>\varepsilon^{2} \int_{\Omega_{\delta}^{\prime}} \Phi_{-2}^{2} d x=\infty
$$

If $u \in \mathfrak{B}_{\beta}^{2}(\Omega)$ then we get from (4.3) for $k \geqq 0$

$$
\left\|v_{k}\right\|_{H^{2}(\Omega)} \leqq C d_{1}^{k} k!
$$

We have $g_{1}^{(k)}\left(x_{1}\right)=\partial^{k} u /\left.\partial x_{1}^{k}\right|_{\Gamma_{1}}, k \geqq 0$. Then $g_{1}^{(k)}\left(x_{1}\right)=\left.\Phi_{k+\beta}^{-1}(x) v_{k}(x)\right|_{\Gamma_{1}}=\Phi_{k+\beta}^{-1}\left(x_{1}\right) v_{k}\left(x_{1}\right)$ where we wrote $\Phi_{k+\beta}^{-1}\left(x_{1}\right)$ and $v_{k}\left(x_{1}\right)$ instead of $\Phi_{k+\beta}^{-1}\left(x_{1}, 0\right)$ and $v_{k}\left(x_{1}, 0\right)$. Assume first that $\frac{1}{2}<\beta_{1}, \beta_{2}<1$. Let $d_{0}=\left\{\min _{j=3, \cdots, M} \operatorname{dist}\left(A_{j}, \Gamma_{1}\right)\right\}^{M-2}$. Then we have for $x \in \Gamma_{1}$, $\hat{\Phi}\left(x_{1}\right) \leqq \Phi\left(x_{1}\right) d_{0}^{-1}$, and hence for $j=1,2, \cdots, k+1$,

$$
\begin{aligned}
\int_{\Gamma_{1}} \hat{\Phi}_{j-1+\hat{\beta}_{1}}^{2}\left|g_{1}^{(j)}\left(x_{1}\right)\right|^{2} d x_{1} & \leqq C j^{2}\left\{\int_{-1}^{1} \hat{\Phi}_{j-1+\hat{\beta}_{1}}^{2}\left[\left|v_{j-1}^{\prime}\right|^{2} \Phi_{\beta+j-1}^{-2}+\Phi_{j+\beta}^{-2}\left|v_{j-1}\right|^{2}\right] d x_{1}\right\} \\
& \leqq C d_{0}^{-2 j} j^{2}\left\{\int_{-1}^{1}\left[\left|v_{j-1}^{\prime}\right|^{2} \hat{\Phi}_{\hat{\beta}_{1}-\tilde{\beta}}^{2}+\left|v_{j-1}\right|^{2} \hat{\Phi}_{-1+\hat{\beta}_{1}-\tilde{\beta}}^{2}\right] d x_{1}\right\} .
\end{aligned}
$$

Using Lemma 2.5, the fact that $j=1, \cdots, k+1, v_{j-1}\left(A_{i}\right)=0, i=1,2$ and that $\tilde{\beta}-\hat{\beta}_{1}+$ $1>\frac{1}{2}$, we get for some $d_{1}<1$

$$
\int_{\Gamma_{1}} \hat{\Phi}_{j-1+\hat{\beta}}^{2}\left|g_{1}^{(j)}\left(x_{1}\right)\right|^{2} d x_{1} \leqq C d_{1}^{-2 j} \int_{-1}^{1}\left|v_{j-1}^{\prime}\right|^{2} \hat{\Phi}_{\hat{\beta}_{1}-\tilde{\beta}}^{2} d x_{1} .
$$

By (4.3) and the imbedding theorem we have for $1<p<\infty$ and $j=1, \cdots, k+1$

$$
\left\|v_{j-1}^{\prime}\right\|_{L_{p}(I)} \leqq C(p)\left\|v_{j-1}\right\|_{H^{2}(\Omega)} \leqq C j^{2}\|u\|_{H_{\beta}^{j+1,2}(\Omega)} .
$$

Hence for $j=1, \cdots, k+1$, because $\hat{\beta}_{1}-\tilde{\beta}>-\frac{1}{2}$, we get

$$
\begin{aligned}
\int_{-1}^{1} \hat{\Phi}_{j-1+\hat{\beta}_{1}}^{2}\left|g^{(j)}\left(x_{1}\right)\right|^{2} d x & \leqq C d_{1}^{-2 k}\left(\int_{-1}^{1}\left(\Phi_{\hat{\beta}_{1}-\tilde{\beta}}^{2}\right)^{p} d x\right)^{1 / p}\left\|v_{j-1}^{\prime}\right\|_{L_{2 q}(I)}^{2} \\
& \leqq C d_{1}^{-2 k}\left\|v_{j-1}\right\|_{H^{2}(\Omega)}^{2} \\
& \leqq C d_{2}^{-2 k}\|u\|_{H_{\beta}^{k+2,2}(\Omega)}^{2} .
\end{aligned}
$$

Because by Lemma 2.1

$$
\|u\|_{C^{0}(\bar{\Omega})} \leqq C\|u\|_{H_{\beta}^{2,2}(\Omega)},
$$

we get

$$
\|g\|_{L_{2}\left(\Gamma_{1}\right)} \leqq C\|u\|_{H_{\beta}^{2,2}(\Omega)} .
$$

Hence we have proven (i) and (iii) for $\frac{1}{2}<\beta_{i}, \beta_{i+1}<1$ and $k \geqq 0$. Assume now that $0<\beta_{1}, \beta_{2}<\frac{1}{2}$. We will proceed analogously as before. For $j \geqq 2$, we have

$$
\begin{aligned}
\int_{\Gamma_{1}} \hat{\Phi}_{j-2+\hat{\beta}_{1}}^{2}\left|g^{(j)}\left(x_{1}\right)\right|^{2} d x_{1} & \leqq C j^{2} \int_{-1}^{1} \hat{\Phi}_{j-2+\hat{\beta}_{1}}^{2}\left[\left|v_{j-1}^{\prime}\right|^{2} \Phi_{\beta+j-1}^{-2}+\Phi_{j+\beta}^{-2}\left|v_{j-1}\right|^{2}\right] d x_{1} \\
& \leqq C d_{1}^{-2 j} \int_{-1}^{1} \hat{\Phi}_{-1+\hat{\beta}_{1}-\tilde{\beta}}^{2}\left(v_{j-1}^{\prime}\left(x_{1}\right)\right)^{2} d x_{1}
\end{aligned}
$$

where we once used Lemma 2.5 and the fact that $-1+\hat{\beta}_{1}-\tilde{\beta}>-\frac{1}{2}$. Hence, using (4.3) and realizing that $-1+\hat{\beta}_{1}-\tilde{\beta}>-\frac{1}{2}$, we get analogously as before for $j=2, \cdots, k+1$

$$
\int_{\Gamma_{1}} \hat{\Phi}_{j-2+\hat{\beta}_{1}}^{2}\left|g^{(j)}\left(x_{1}\right)\right|^{2} d x_{1} \leqq C d_{2}^{2 k}\|u\|_{H_{2}^{k+2,2}(\Omega)}^{2} .
$$

Let us prove now that

$$
\|g\|_{H^{1}\left(\Gamma_{i}\right)} \leqq C\|u\|_{H_{\beta}^{k+2,2}(\Omega)}, \quad k \geqq 1 .
$$

We have $v_{0}\left(A_{1}\right)=v_{0}\left(A_{2}\right)=0$, and hence

$$
\int_{-1}^{1} g^{\prime 2} d x \leqq C d_{0}^{-2} \int_{-1}^{1}\left[\hat{\Phi}_{\overline{\tilde{\beta}}^{-2}}\left|v_{0}^{\prime}\right|^{2}+\left|v_{0}\right|^{2} \hat{\Phi}_{\overline{\tilde{\beta}}^{2}+1}^{2}\right] d x \leqq \tilde{C} d_{0}^{-2} \int_{-1}^{1} \hat{\Phi}_{\tilde{\tilde{\beta}}^{2}}\left|v_{0}^{\prime}\right|^{2} d x
$$

where we have again used Lemma 2.5. Because $0<\tilde{\beta}<\frac{1}{2}$ and

$$
\left\|v_{0}^{\prime}\right\|_{L_{p}(I)} \leqq C(p)\left\|v_{0}\right\|_{H^{2}(\Omega)} \leqq C\|u\|_{H_{\beta}^{2,2}(\Omega)},
$$

we proceed as before and (ii) and (iii) follow easily.
Remark 4.2. In the proof of Theorem 4.1 it has been assumed that $\hat{\beta}_{i, j} \in$ ( $\beta_{i+j-1}-\frac{1}{2}, 1$ ), respectively, $\hat{\beta}_{i, j} \in\left(\beta_{i+j-1}+\frac{1}{2}, 1\right)$, i.e., of the open interval. The proof does not hold for the closed interval. It has been assumed in Lemma 4.9 that the edge $\Gamma_{i}$ of the domain was straight. Let us now assume that $\Gamma_{i}=m(\bar{I})$ where $m=(\varphi, \psi)$ are analytic functions on $I$ as given in $\S 2$. Then we have Lemma 4.9.

Lemma 4.9. Let the edge $\Gamma_{i}$ of the domain be analytic. Then part (iii) of Theorem 4.1 holds.

Proof. By Lemma 2.3, $u \in \mathfrak{C}_{\beta}^{2}(\Omega)$. Let $M(\xi)=(\varphi(\xi), \psi(\xi)), \xi \in I$, be the mapping of $I$ onto $\Gamma_{1}$. Then we define

$$
M_{1}(\xi, \eta)=\varphi(\xi)-\eta \psi^{\prime}(\xi), \quad M_{2}(\xi, \eta)=\psi(\xi)+\xi \varphi^{\prime}(\xi)
$$

Then the mapping $M(\xi, \eta)=\left(M_{1}(\xi, \eta), M_{2}(\xi, \eta)\right) \quad$ is analytic on $I_{\delta}=$ $\left\{\xi, \eta|-1-\delta<\xi<1+\delta,|\eta|<\delta\}, \delta>0,|J|<\alpha,\left|J^{-1}\right|<\alpha\right.$ on $I_{\delta}$ (where $J$ is the Jacobian of the mapping) and maps $I_{\delta}$ onto the (open) neighborhood $S^{*}$ of $\Gamma_{i}$. Denoting $\Omega^{*}=\Omega \cap S^{*}, T=M^{-1}\left(\Omega^{*}\right)$, we see that $v(x)=u\left(M^{-1}(x)\right)$ is defined on $T$, and $v \in$ $\mathfrak{C}_{\beta}^{2}(T)$ by using Lemma 4.7. Hence $v \in \mathfrak{B}_{\beta+\varepsilon}^{2}(T), \varepsilon>0$ arbitrary, by Lemma 2.3. Hence for $\frac{1}{2}<\beta_{i}, \beta_{i+1}<1$ we get by Theorem 4.1 (iii)

$$
g_{i}(\xi)=v(\xi, 0) \in \mathfrak{B}_{\hat{\beta}_{i}}^{1}\left(I_{i}\right), \quad \hat{\beta}_{i, j} \in\left(\beta_{i+j-1}+\varepsilon-\frac{1}{2}, \frac{1}{2}\right), \quad j=1,2 .
$$

Because $\varepsilon>0$ is arbitrary, $\hat{\beta}_{i, j} \in\left(\beta_{i+j-1}-\frac{1}{2}, \frac{1}{2}\right)$. Analogously for $0<\beta_{i}, \beta_{i+1}<\frac{1}{2}, g_{i}(\xi) \in$ $\mathfrak{B}_{\hat{\beta}_{i}}^{2}(I), \hat{\beta}_{i, j} \in\left(\beta_{i+j-1}+\frac{1}{2}, 1\right)$.

Lemma 4.10. Let $g_{1} \in \mathfrak{B}_{\hat{\beta}}^{1}(I), 0<\hat{\beta}_{1}<\frac{1}{2}, 0<\hat{\beta}_{2}<1, g_{2} \in \mathfrak{B}_{\hat{\beta}}^{2}(I), \frac{1}{2}<\hat{\beta}_{1}<1,0<\hat{\beta}_{2}<$ 1. Let $S=\{r, \theta \mid 0<\theta<2 \pi, 0<r<1\}$ where $(r, \theta)$ are polar coordinates with respect to $(-1,0)$ and $\Phi(r)=r$. Define

$$
U_{i}(r, \theta)=g_{i}(-1+r), \quad V_{i}(r, \theta)=\theta\left[g_{i}(-1+r)-g_{i}(-1)\right]
$$

(by Theorems 3.1, 3.2, $g_{i} \in C^{0}(\bar{I}), i=1,2$, and hence $g_{i}(-1)$ is well defined). Then

$$
\begin{array}{ll}
U_{1}, V_{1} \in \mathfrak{B}_{\beta}^{2}(S), & \beta=\hat{\beta}_{1}+\frac{1}{2} \\
U_{2}, V_{2} \in \mathfrak{B}_{\beta}^{2}(S), & \beta=\tilde{\beta}_{1}-\frac{1}{2}
\end{array}
$$

Proof. Assume first that $0<\hat{\beta}_{1}<\frac{1}{2}$ and $g_{1} \in \mathfrak{B}_{\hat{\beta}}^{1}(I)$. Set $\beta=\hat{\beta}_{1}+\frac{1}{2}$ and $U_{1}=$ $g_{1}(-1+r)$. Then for $k \geqq 2$

$$
\begin{aligned}
\int_{S}\left(\frac{\partial^{k} U_{1}}{\partial r^{k}}\right)^{2}\left(r^{k-2+\beta}\right)^{2} r d r d \theta & \leqq C d^{2 k}\left\|g_{1}^{(k)} \hat{\Phi}_{k-1+\hat{\beta}}\right\|_{L_{2}(I)}^{2} \\
& \leqq C d_{1}^{2 k}(k!)^{2}
\end{aligned}
$$

Hence by Theorem 1.1 of [4] we have for $k \geqq 2,|\alpha|=k$

$$
\left\|\left|D^{\alpha} U_{1}\right| \phi_{\beta+k-2}\right\|_{L_{2}(S)} \leqq C d_{2}^{k} k!
$$

Furthermore,

$$
\begin{aligned}
\left\|U_{1}\right\|_{H^{1}(S)} & \leqq C\left\|g_{1}^{(1)} \Phi_{1 / 2}\right\|_{L_{2}(I)} \\
& \leqq C\left\|g_{1}^{(1)} \hat{\Phi}_{\hat{\beta}_{1}}\right\|_{L_{2}(I)}
\end{aligned}
$$

Hence, $U_{1} \in \mathfrak{B}_{\beta}^{2}(S)$. Now let $\frac{1}{2}<\tilde{\beta}_{1}<1$. Set $\beta=\tilde{\beta}_{1}-\frac{1}{2}$. As before, we have for $k \geqq 2$

$$
\int_{S}\left(\frac{\partial^{k} U_{2}}{\partial r^{k}}\right)^{2}\left(r^{k-2+\beta}\right)^{2} r d r d \theta \leqq C d_{1}^{2 k}(k!)^{2}
$$

and we get $\left\|U_{2}\right\|_{H^{1}(S)}<\infty$. Hence, $U_{2} \in \mathfrak{B}_{\beta}^{2}(S)$. Let us now consider the function $V_{1}(r, \theta)$. Then as before

$$
\int_{S}\left(\frac{\partial^{k} V_{1}}{\partial r^{k}}\right)^{2}\left(r^{k-2+\beta}\right)^{2} r d r d \theta \leqq C d_{1}^{2 k}(k!)^{2}
$$

Furthermore, using Lemma 2.5 and $k \geqq 2$, we get

$$
\begin{aligned}
& \int_{S}\left(\frac{\partial^{k} V_{1}}{\partial r^{k-1} \partial \theta}\right)^{2} r^{-2}\left(r^{k-2+\beta}\right)^{2} r d r d \theta=\int_{S}\left(\frac{\partial^{k-1} g_{1}}{\partial r^{k-1}}\right)^{2} r^{-2}\left(r^{k-2+\beta}\right)^{2} r d r d \theta \\
& \leqq C d_{1}^{2 k}\left\|g_{1}^{(k-1)} \hat{\Phi}_{k-2+\hat{\beta}_{1}}\right\|_{L_{2}(I)}^{2} \\
& \leqq C d^{2 k}\left[\left\|\left(g_{1}^{(k-1)}-g_{1}^{(k-1)}(0)\right) \hat{\Phi}_{k-2+\hat{\beta}^{\prime}}\right\|_{L_{2}(I)}^{2}\right. \\
&\left.\quad+\left(g_{1}^{(k-1)}(0)\right)^{2}\left\|\hat{\Phi}_{k-2+\hat{\beta}_{1}}^{2}\right\|_{L_{2}(I)}\right] \\
& \leqq C d_{2}^{2 k}\left[\left(g_{1}^{(k-1)}(0)\right)^{2}+\left\|g_{1}^{(k)} \hat{\Phi}_{k-1+\hat{\beta}_{1}}\right\|_{L_{2}(I)}^{2}\right] \\
& \leqq C d_{3}^{2 k}(k!)^{2} .
\end{aligned}
$$

In the last inequality we used the fact that

$$
\left|g^{(k-1)}(0)\right| \leqq C d_{4}^{k}(k!)
$$

and realizing that $\partial^{k} V_{1} /\left(\partial r^{k-j} d \theta^{j}\right)=0$ for $k \geqq j \geqq 2$ we have for $|\alpha|=k \geqq 2$

$$
\left\|\left|D^{\alpha} V_{1}\right| \Phi_{\beta+k-2}\right\|_{L_{2}(S)} \leqq C d^{k} k!.
$$

Furthermore for $0<\hat{\beta}_{1}<\frac{1}{2}$ and $I^{*}=(-1,0)$ we have

$$
\begin{aligned}
\left\|V_{1}\right\|_{H^{1}(S)}^{2} & \leqq C\left[\left\|g_{1}^{(1)} \hat{\Phi}_{1 / 2}\right\|_{L_{2}\left(I^{*}\right)}^{2}+\left\|\left(g_{1}(x)-g_{1}(-1)\right) \hat{\Phi}_{-1 / 2}\right\|_{L_{2}\left(I^{*}\right)}^{2}\right] \\
& \leqq C\left[\left\|g_{1}^{(1)} \hat{\Phi}_{\hat{\beta}_{1}}\right\|_{L_{2}\left(I^{*}\right)}^{2}+\left\|\left(g_{1}(x)-g_{1}(-1)\right) \hat{\Phi}_{-1+\hat{\beta}_{1}}\right\|_{L_{2}\left(I^{*}\right)}^{2}\right] \\
& \leqq C\left[\left\|g_{1}^{(1)} \hat{\Phi}_{\hat{\beta}_{1}}\right\|_{L_{2}\left(I^{*}\right)}^{2}+\left\|g_{1}^{(1)} \hat{\Phi}_{\hat{\beta}_{1}}\right\|_{L_{2}(I)}^{2}\right] \\
& \leqq C\left\|g_{1}\right\|_{H_{\beta}^{1,1}(I)}^{2} .
\end{aligned}
$$

In the last inequality we have used once more Lemma 2.5 and the fact that $\hat{\beta}_{1}<\frac{1}{2}$. Quite analogously we prove that $V_{2} \in \mathfrak{B}_{\beta}^{2}(S)$.

Lemma 4.11. Let $g \in \mathfrak{B}_{\hat{\beta}}^{1}(I), 0<\hat{\beta}<\frac{1}{2}, g( \pm 1)=0$. Then for $0<\gamma<\frac{1}{2}, v=g \hat{\Phi}_{-\gamma} \in$ $\mathfrak{B}_{\hat{\beta}+\gamma}(I)$.

Proof. For $k \geqq 1$,

$$
\begin{aligned}
\int_{-1}^{1} & \left(\left(v^{(k)}\right)^{2} \hat{\Phi}_{k-1+\hat{\beta}+\gamma}^{2}\right) d x \\
& \leqq \int_{-1}^{1}\left(\sum_{l=0}^{k}\binom{k}{l} g^{(l)}\left(\hat{\Phi}_{-\gamma}\right)^{(k-l)}\right)^{2} \hat{\Phi}_{k-1+\hat{\beta}+\gamma}^{2} d x \\
& \leqq C d^{2 k} \sum_{l=0}^{k} \int_{-1}^{1}\left(g^{(l)}\right)^{2}((k-l)!)^{2} \hat{\Phi}_{-\gamma-(k-l)}^{2} \hat{\Phi}_{k-1+\hat{\beta}+\gamma}^{2} d x \\
& \leqq C d^{2 k}\left[\sum_{l=1}^{k} \int_{-1}^{1}\left(g^{(l)}\right)^{2} \hat{\Phi}_{\hat{\beta}+l-1}^{2}((k-l)!)^{2} d x+\int_{-1}^{1}(g)^{2} \hat{\Phi}_{\hat{\beta}-1}^{2}(k!)^{2} d x\right] \\
& \leqq C d^{2 k}\left[\sum_{l=1}^{k} \int_{-1}^{1}\left(g^{(l)}\right)^{2} \hat{\Phi}_{\hat{\beta}+l-1}((k-l)!)^{2} d x+\int_{-1}^{1}\left(g^{\prime}\right)^{2} \hat{\Phi}_{\hat{\beta}}^{2}(k!)^{2} d x\right] \leqq C d_{1}^{2 k}(k!)^{2}
\end{aligned}
$$

where we have used Lemma 2.5 in the above inequality. Furthermore,

$$
\int_{-1}^{1} v^{2} d x=\int_{-1}^{1} g^{2} \Phi_{-\gamma}^{2} d x \leqq C\|g\|_{H_{\beta}^{1,1}(I)}^{2}
$$

by Lemma 4.1.

Lemma 4.12. Let $g \in \mathfrak{B}_{\hat{\beta}}^{2}(I), g( \pm 1)=0, \frac{1}{2}<\hat{\beta}<1,0<\gamma<\frac{1}{2}, v=g \hat{\Phi}_{-\gamma}$. Then for $\hat{\beta}+\gamma>1, v \in \mathfrak{B}_{\hat{\beta}+\gamma-1}^{1}(I)$ and for $\hat{\beta}+\gamma<1, v \in \mathfrak{B}_{\hat{\beta}+\gamma}^{2}(I)$.

Proof. (a) Assume first that $\hat{\beta}+\gamma>1$. Then for $k \geqq 2$

$$
\begin{gathered}
\int_{-1}^{1}\left(v^{(k)}\right)^{2} \hat{\Phi}_{k+\hat{\beta}+\gamma-2}^{2} d x \leqq C d^{2 k}\left[\sum_{l=2}^{k} \int_{-1}^{1}\left(g^{(l)}\right)^{2} \hat{\Phi}_{-\gamma-(k-l)+k+\hat{\beta}+\gamma-2}^{2}((k-l)!)^{2} d x\right. \\
\left.+(k!)^{2} \int_{-1}^{1} g^{2} \hat{\Phi}_{\hat{\beta}-2}^{2} d x+((k-1)!)^{2} \int_{-1}^{1} g^{\prime 2} \hat{\Phi}_{\hat{\beta}-1}^{2} d x\right] \\
\leqq C d^{2 k}\left[\sum_{l=2}^{k} \int_{-1}^{1}\left(g^{(l)}\right)^{2} \hat{\Phi}_{\hat{\beta}+l-2}^{2}((k-l)!)^{2} d x\right. \\
\left.+(k!)^{2} \int_{-1}^{1} g^{\prime 2} \hat{\Phi}_{\hat{\beta}-1}^{2} d x\right] .
\end{gathered}
$$

In the last inequality, Lemma 2.5 has been used. Because by the imbedding theorem $\left|g^{\prime}(0)\right| \leqq C\|g\|_{H_{\hat{\beta}}^{2,2}(I)}$ and using Lemma 2.5 once more yields $\hat{\beta}-1>-\frac{1}{2}$, we get

$$
\int_{-1}^{1} g^{\prime 2} \hat{\Phi}_{\hat{\beta}-1}^{2} d x \leqq C\left[\int_{-1}^{1} g^{\prime \prime 2} \hat{\Phi}_{\hat{\beta}}^{2} d x+\left|g^{\prime}(0)\right|^{2}\right] \leqq C\|g\|_{H_{\hat{\beta}}^{2,2}(I)}^{2}<\infty .
$$

Hence,

$$
\int_{-1}^{1}\left(v^{(k)}\right)^{2} \hat{\Phi}_{k+\hat{\beta}+\gamma-2} d x \leqq C d_{1}^{2 k}(k!)^{2} .
$$

Furthermore, as before

$$
\int_{-1}^{1} v^{\prime 2} \hat{\Phi}_{\hat{\beta}+\gamma-1}^{2} d x \leqq C \int_{-1}^{1} g^{\prime 2} \hat{\Phi}_{\hat{\beta}-1}^{2} d x \leqq C\|g\|_{H_{\hat{\beta}}^{2,2}(I)}^{2}<\infty .
$$

Because $g \in C^{0}(\bar{I}), v \in L_{2}(I)$.
(b) Now assume that $\hat{\beta}+\gamma<1$. Then for $k \geqq 2$ we get exactly as before that

$$
\int_{-1}^{1}\left(v^{(k)}\right)^{2} \hat{\Phi}_{k+\hat{\beta}+\gamma-2}^{2} d x \leqq C d_{1}^{2 k}(k!)^{2}
$$

Furthermore,

$$
\begin{aligned}
\int_{-1}^{1} v^{\prime 2} d x & \leqq C\left[\int_{-1}^{1} g^{2} \hat{\Phi}_{-\gamma-1}^{2} d x+\int_{-1}^{1} g^{\prime 2} \hat{\Phi}_{-\gamma}^{2} d x\right] \\
& \leqq C\left[\int_{-1}^{1} g^{\prime \prime 2} \hat{\Phi}_{-\gamma+1}^{2} d x+\left|g^{\prime}(0)\right|^{2}\right] .
\end{aligned}
$$

Because $-\gamma+1>\hat{\beta}$ by our assumption we see that

$$
\int_{-1}^{1} v^{\prime 2} d x \leqq C\|g\|_{H_{\hat{\beta}}^{2,2}(I)}^{2}
$$

Using Lemma 4.2, we also get $\|v\|_{L_{2}(I)} \leqq C\|g\|_{H_{\dot{\beta}}^{2,2}(I)}$.
Lemma 4.13. Let $\Omega$ be a curvilinear polygon with the vertices $A_{i}, i=1, \cdots$, . Let $u \in \mathfrak{B}_{\beta}^{2}(\Omega)$ and $w$ be such that

$$
\begin{gathered}
\left|D^{\alpha} w\right| \leqq C \Phi_{-|\alpha|+\gamma}|\alpha|!d^{|\alpha|}, \\
\gamma=\left(\gamma_{1}, \cdots, \gamma_{M}\right), \quad|\alpha| \geqq 0, \quad \beta_{i}-\gamma_{i}>0, \quad \gamma_{i} \geqq 0 .
\end{gathered}
$$

Then $v=w u \in \mathfrak{B}_{\bar{\beta}}^{2}(\Omega)$ where $\bar{\beta}_{i}=\beta_{i}-\gamma_{i}$.

Proof. For $k \geqq 2,|\alpha|=k$, we have

$$
\begin{aligned}
\int_{\Omega}\left|D^{|\alpha|} v\right|^{2} \Phi_{|\alpha|-2+\bar{\beta}}^{2} d x & \leqq C d^{2 k}\left(\sum_{l=0}^{k} \int_{\Omega}\left|D^{k-l} u\right|\left|D^{l} w\right|\right)^{2} \Phi_{k-2+\bar{\beta}}^{2} d x \\
& \leqq C d_{1}^{2 k} \sum_{l=0}^{k}((l+1)!)^{2} \int_{\Omega}\left|D^{k-l} u\right|^{2} \Phi_{k-2-l+\beta}^{2} d x \\
& \leqq C d_{1}^{2 k} \sum_{l=0}^{k}((l+1)!)^{2}((k-1+l)!)^{2} \leqq C d_{2}^{2 k-2}((k-2)!)^{2}
\end{aligned}
$$

Furthermore,

$$
\int_{\Omega}\left|D^{1} v\right|^{2} d x \leqq C\left[\int_{\Omega}\left|D^{1} u\right|^{2}|w|^{2} d x+\int_{\Omega}|u|^{2}\left|D^{1} w\right|^{2} d x\right]<\infty
$$

because by Lemma $2.1 u \in C^{0}(\bar{\Omega})$.
It is very easy to prove the following lemma.
Lemma 4.14. Let $g \in \mathfrak{B}_{\hat{\beta}}^{0}(I), 0<\hat{\beta}<\frac{1}{2}$. Then $v=g \hat{\Phi} \in \mathfrak{B}_{\hat{\beta}}^{1}(I)$ and $v( \pm 1)=0$. Let $g \in \mathfrak{B}_{\hat{\beta}}^{1}(I), \frac{1}{2}<\hat{\beta}<1$; then $v=g \hat{\Phi} \in \mathfrak{B}_{\hat{\beta}}^{2}(I)$ and $v( \pm 1)=0$.

Proof. The statement that $v \in \mathfrak{B}_{\hat{\beta}}^{1}(I)$ can be directly verified. By Lemma $4.1 v$ is continuous on $\bar{I}$. If $v(-1) \neq 0$, then $v^{2}(x)>\varepsilon>0$ for all $|x+1|<\delta$. Hence, $g^{2}=\left(v \hat{\Phi}^{-1}\right)^{2} \geqq$ $\varepsilon \hat{\Phi}_{-1}^{2}$, which contradicts the assumption that $g \in \mathfrak{B}_{\hat{\beta}}^{0}(I), 0<\hat{\beta}<\frac{1}{2}$. The proof of the second part of the lemma is analogous.

Lemma 4.15. Let $u \in \mathfrak{B}_{\beta}^{2}(\Omega), 0<\beta<1$ and $u=0$ at $A_{i}$. Then $u \Phi^{-1} \in \mathfrak{B}_{\beta}^{1}(\Omega)$.
The proof follows easily using Lemma 2.2.
THEOREM 4.2. Let $\Omega$ be a straight polygon with the edges $\Gamma_{i}, i=1, \cdots, M$, and let $g \in \mathfrak{B}_{\hat{\beta}}^{1}\left(\Gamma_{1}\right), 0<\hat{\beta}_{i}<\frac{1}{2}, \beta_{i}=\hat{\beta}_{i}+\frac{1}{2}, i=1,2$ (respectively, $g \in \mathfrak{B}_{\hat{\beta}}^{2}\left(\Gamma_{1}\right), \frac{1}{2}<\hat{\beta}_{i}<1, \beta_{i}=\hat{\beta}_{i}-$ $\left.\frac{1}{2}, i=1,2\right)$ and $g\left(A_{i}\right)=0, i=1,2$. Then there is $u$ such that
(i) $u \in \mathfrak{B}_{\beta}^{2}(\Omega)$, with $0<\beta_{j}<1, j=3, \cdots, M$, arbitrary;
(ii) $\left.u\right|_{\Gamma_{1}}=g$ and $\left.u\right|_{\Gamma_{j}}=0$ for $j=2, \cdots, M$.

Proof. Let $\psi=\prod_{i=3}^{M}\left|x-A_{i}\right|^{2}, x \in \Omega$. Denote $\tilde{g}=g / \psi$. Then obviously $\tilde{g} \in \mathfrak{B}_{\hat{\beta}}^{1}\left(\Gamma_{1}\right)$ (respectively, $\tilde{g} \in \mathfrak{B}_{\hat{\beta}}^{2}\left(\Gamma_{1}\right)$ ). Now select $0<\gamma_{i}<\frac{1}{2}$ such that $0<\hat{\beta}+\gamma_{i}<\frac{1}{2}$ (respectively, $\left.0<\hat{\beta}+\gamma_{i}-1<\frac{1}{2}\right)$. Denote $\hat{g}=\tilde{g} \prod_{i=1}^{2}\left|x-A_{i}\right|^{-\gamma_{i}}=\tilde{g} \Phi_{-\gamma}$ where $\gamma=\left(\gamma_{1}, \gamma_{2}, 0, \cdots, 0\right)$. By Lemmas 4.1 and $4.2 \hat{g}\left(A_{i}\right)=0, i=1,2$. Using Lemma 4.11 (and 4.12) we see that $\hat{g} \in \mathfrak{B}_{\hat{\beta}+\gamma}^{1}(I)$ (respectively, $\hat{g} \in \mathfrak{B}_{\hat{\beta}+\gamma-1}^{1}(I)$ ).

Let $U \in H^{1}(\Omega), \Delta U=0$ and $U=\hat{g}$ on $\Gamma_{1}$ and $U=0$ on $\Gamma_{j}, j=2, \cdots, M$. Function $U$ exists and is uniquely determined. To see this consider $\varphi(x), x \in \Gamma_{1}, \varphi \in C^{\infty}\left(\Gamma_{1}\right)$, $\varphi(x)=1$ for $\left|x-A_{i}\right| \leqq \varepsilon / 2, i=1,2$ and $\varphi(x)=0$ for $\left|x-A_{i}\right|>\varepsilon, i=1,2$ with $\varepsilon$ sufficiently small. We define

$$
U=U_{1}+U_{2}
$$

where $\Delta U_{i}=0, \quad U_{i} \in H^{1}(\Omega), i=1,2,\left.\quad U_{1}\right|_{\Gamma_{1}}=\hat{g}(1-\varphi),\left.\quad U_{2}\right|_{\Gamma_{1}}=\hat{g} \varphi$ and $U_{i}=0$ on $\Gamma_{j}$, $j=2, \cdots, M$. Because $h_{1}=\hat{g}(1-\varphi) \in C^{\infty}\left(\Gamma_{1}\right)$ and $h_{1}(x)=0$ for $\left|x-A_{i}\right| \leqq \varepsilon / 2, U_{1}$ obviously exists.

By Lemma 4.10 there exists $W \in H^{1}(\Omega)$ such that $\left.W\right|_{\Gamma_{1}}=h_{2}=\hat{g} \varphi$, and $\left.W\right|_{\Gamma_{j}}=0$, $j=2, \cdots, M$. Hence, $U_{2}$ exists too. Function $U$ has the following properties:
(i) $\Delta U=0$.
(ii) $\left.U\right|_{\Gamma_{1}}=\hat{g},\left.U\right|_{\Gamma_{j}}=0, j=2, \cdots, M$.
(iii) $\hat{g}$ is analytic on $\Gamma_{1}$ (not on $\bar{\Gamma}_{1}$ ).
(iv) In $\Omega_{i, \delta}=\Omega \cap\left\{x| | x-A_{i} \mid<\delta\right\}, i=1,2$, with $\delta$ sufficiently small, there is $W_{i}$ such that $W_{i} \in \mathfrak{B}_{\bar{\beta}}^{2}\left(\Omega_{i, \delta}\right)$, where $\bar{\beta}=\hat{\beta}+\gamma+\frac{1}{2} \quad$ (respectively, $\bar{\beta}=\hat{\beta}+\gamma-1+\frac{1}{2}$ ) and $\left.W_{i}\right|_{\Gamma_{i} \cap \bar{\Omega}_{i, \delta}}=\hat{g}$. (This follows from Lemma 4.10.)

By the selection of $\gamma_{i}$ we have $\bar{\beta}_{i}>\frac{1}{2}, i=1,2$. Now using the same arguments as in the proof of Theorem 2.1 in [4], we conclude that $U \in \mathfrak{B}_{\bar{\beta}}^{2}(\Omega)$, where $\bar{\beta}_{i}=\hat{\beta}_{i}+\gamma_{i}+\frac{1}{2}$ (respectively, $\bar{\beta}_{i}=\hat{\beta}_{1}+\gamma_{i}-\frac{1}{2}$ ), $i=1,2$, and $1>\bar{\beta}_{j}>\frac{1}{2}$.

By Lemma 4.13 we see that $u=\psi \Phi{ }_{\gamma} U \in \mathfrak{B}_{\beta}^{2}(\Omega)$ where $\beta_{i}=\hat{\beta}_{i}+\frac{1}{2}$ (respectively, $\left.\beta_{i}=\hat{\beta}_{i}-\frac{1}{2}\right), i=1,2$ and $0<\beta_{j}<1$ arbitrary for $j=3, \cdots, M$. In addition, $\left.u\right|_{\Gamma_{1}}=g$ and $\left.u\right|_{\Gamma_{j}}=0, j=2, \cdots, M$.

Let us outline the main idea of the assertion that $U \in \mathfrak{B}_{\bar{\beta}}^{2}(\Omega)$. Let $S_{i, \delta_{i}}=$ $\left\{r_{i}, \theta_{i} \mid 0<r_{i}<\delta_{i}, 0<\theta_{i}<\omega_{i}\right\} \cap \Omega$ where ( $r_{i}, \theta_{i}$ ) are the polar coordinates with the origin in $A_{i}$. We select $\delta_{i}<1$ such that $S_{i, 2 \delta_{i}} \cap S_{j, 2 \delta_{j}}=\varnothing$ for $i \leqq j$. Using Theorems 5.7.1, 5.7.1', and 6.6.1 of [8], we conclude similarly, as in the proof of Theorem 2.1 of [3], that $U \in \mathfrak{B}_{\beta}^{2}\left(\Omega-\bigcup_{i=1}^{M} S_{i, \delta_{i} / 4}\right)$ due to the analyticity of $\hat{g}$ on $\Gamma-\bigcup_{i=1}^{M} S_{i, \delta_{i} / 4}$. Hence we have to prove only that $U \in \mathfrak{B}_{\bar{\beta}}^{2}\left(S_{i, \delta_{i} / 4}\right)$.

Let

$$
\begin{gathered}
\varphi_{0} \in C^{\infty}\left(\mathbb{R}^{+}\right), \\
\varphi_{0}(r)=1 \quad \text { for } 0 \leqq r \leqq \frac{1}{2}, \\
\varphi_{0}(r)=0 \quad \text { for } x \geqq 1, \\
\varphi_{\delta_{i}}(r)=\varphi_{0}\left(r / 2 \delta_{i}\right)=\varphi(r) .
\end{gathered}
$$

Denote $v=\varphi U$. Then $v$ can be understood to be defined on the infinite sector $Q_{w_{i}}^{(i)}=$ $\left\{\left(r_{i}, \theta_{i}\right) \mid 0<r_{i}<\infty, 0<\theta_{i}<\omega_{i}\right\}$ when extended by zero outside of $S_{i, \delta_{i}}$ and we have $v \in H^{1}\left(Q_{\omega_{i}}^{(i)}\right)$.

Now we prove that $v \in \mathfrak{B}_{\beta}^{2}\left(S_{i, \delta_{i} / 2}\right)$ as in [3].
Remark 4.3. We have assumed that either $g \in \mathfrak{B}_{\hat{\beta}}^{1}\left(\Gamma_{1}\right), 0<\hat{\beta}<\frac{1}{2}$ or $g \in \mathfrak{B}_{\hat{\beta}}^{2}\left(\Gamma_{1}\right)$, $\frac{1}{2}<\hat{\beta}<1$. Obviously Theorem 4.2 is correct if $g \in \mathfrak{B}_{\hat{\beta}}^{1}\left(\Gamma_{1}\right)$ only in the neighborhood of $A_{1}$ and $g \in \mathfrak{B}_{\beta}^{2}\left(\Gamma_{1}\right)$ in the neighborhood of $\boldsymbol{A}_{2}$. Theorem 4.1 leads easily to the next theorem.

Theorem 4.3. Let $\Omega$ be a straight polygon with the edges $\Gamma_{i}, i=1, \cdots, M$ and let

$$
\begin{array}{cl}
g \in \mathfrak{B}_{\hat{\beta}_{i}}^{1}\left(\Gamma_{i}\right), & \hat{\beta}_{i}=\left(\hat{\beta}_{i, 1}, \hat{\beta}_{i, 2}\right), \quad 0<\hat{\beta}_{i, 1}, \hat{\beta}_{i, 2}<\frac{1}{2}, \\
\bar{\beta}_{i, 1}=\hat{\beta}_{i, 1}+\frac{1}{2}, & \bar{\beta}_{i, 2}=\hat{\beta}_{i, 2}+\frac{1}{2}, \quad i \in Q \subset\{1, \cdots, M\}
\end{array}
$$

or

$$
\begin{gathered}
g \in \mathfrak{B}_{\hat{\beta}_{i}}^{2}\left(\Gamma_{i}\right), \quad \hat{\beta}_{i}=\left(\hat{\beta}_{i, 1}, \hat{\beta}_{i, 2}\right), \quad \frac{1}{2}<\hat{\beta}_{i, 1}, \hat{\beta}_{i, 2}<1, \\
\bar{\beta}_{i, 1}=\hat{\beta}_{i, 1}-\frac{1}{2}, \quad \bar{\beta}_{i, 2}=\hat{\beta}_{i, 2}-\frac{1}{2}, \quad i \in Q \subset\{1, \cdots, M\} .
\end{gathered}
$$

Further, let $g$ be continuous on $\gamma=\bigcup_{i \in Q} \bar{\Gamma}_{i}$. Then $g \in \mathfrak{B}_{\beta}^{3 / 2}(\gamma)$ where $\bar{\beta}_{i}=\max \left(\bar{\beta}_{i-1,2}, \bar{\beta}_{i, 1}\right)$, for $A_{i} \in \gamma\left(\right.$ if $i-1 \notin Q$ or $i \notin Q$ then we define $\bar{\beta}_{i-1,2}=0$, respectively, $\left.\bar{\beta}_{i, 1}=0\right)$ and $0<\bar{\beta}_{i}<1$ arbitrarily for $A_{i} \notin \gamma$.

Proof. Because $g$ is continuous on $\gamma$ we can construct a polynomial $P$ on $\Omega$ such that $g-P=0$ at $A_{i}$. Then we can apply Theorem 4.2.

Remark 4.4. It is obvious how the theorem may be modified when $g \in \mathfrak{B}_{\beta}^{1}\left(\Gamma_{i}\right)$, respectively, $g \in \mathfrak{B}_{\beta}^{2}\left(\Gamma_{i}\right)$ in the neighborhood of $A_{i}$ only. See also Remark 4.3.

Remark 4.5. Theorems 4.1 and 4.3 are complementary, which is analogous to the theorems of trace and extension in usual Sobolev spaces on smooth domain. Namely, if $g \in \mathfrak{B}_{\hat{\beta}_{i}}^{1}\left(\Gamma_{i}\right), 0<\hat{\beta}_{i, j}<\frac{1}{2}$ (respectively, $\left.g \in \mathfrak{B}_{\beta_{1}}^{2}(\Gamma), \frac{1}{2}<\hat{\beta}_{i, j}<1\right) j=1,2$, then we have an extension by function $G \in \mathfrak{B}_{\beta}^{2}(\Omega), \beta_{i}=\hat{\beta}_{i, 1}+\frac{1}{2}, \beta_{i+1}=\hat{\beta}_{i, 2}+\frac{1}{2}$ (respectively, $\beta_{i}=\hat{\beta}_{i, 1}-\frac{1}{2}$, $\left.\beta_{i+1}=\hat{\beta}_{i, 2}-\frac{1}{2}\right)$, and if $G \in \mathfrak{B}_{\beta}^{2}(\Omega)$ then $\left.G\right|_{\Gamma_{i}}=g \in \mathfrak{B} \hat{\beta}_{\hat{\beta}_{i}+\varepsilon}^{1}\left(\Gamma_{i}\right), \hat{\beta}_{\hat{\beta}_{1}}=\beta_{i}-\frac{1}{2}, \hat{\beta}_{i, 2}=\beta_{i+1}-\frac{1}{2}$ for $\frac{1}{2}<\beta_{i}, \beta_{i+1}<1$ (respectively, $g \in \mathfrak{B}_{\hat{\beta}_{i}+\varepsilon}^{2}\left(\Gamma_{i}\right), \hat{\beta}_{i, 1}=\beta_{i}+\frac{1}{2}, \hat{\beta}_{i, 2}=\beta_{i+1}+\frac{1}{2}$ for $0<\beta_{i}$, $\beta_{i+1}<\frac{1}{2}$ ), $\varepsilon>0$ arbitrary.

Theorem 4.4. Let $\Omega$ be a straight polygon with the edges $\Gamma_{i}, i=1, \cdots, M$, and let $g \in \mathfrak{B}_{\hat{\beta}}^{0}\left(\Gamma_{1}\right), 0<\hat{\beta}_{i}<\frac{1}{2}, i=1,2, \beta_{i}=\hat{\beta}_{i}+\frac{1}{2}, i=1,2$ (respectively, $g \in \mathfrak{B}_{\hat{\beta}}^{1}\left(\Gamma_{1}\right), \frac{1}{2}<\hat{\beta}_{i}<1$, $\left.\beta_{i}=\hat{\beta}_{i}-\frac{1}{2}, i=1,2\right)$. Then there is $u$ such that we have the following:
(i) $u \in \mathfrak{B}_{\beta}^{1}(\Omega)$ with $0<\beta_{j}<1, j=3, \cdots, M$ arbitrary.
(ii) $\left.u\right|_{\Gamma_{i}}=g$ and $\left.u\right|_{\Gamma_{j}}=0, j=2, \cdots, M$.

Proof. By Lemma $4.14, \tilde{g}=g \hat{\Phi} \in \mathfrak{B}_{\hat{\beta}}^{1}\left(\Gamma_{1}\right)$, respectively, $\mathfrak{B}_{\hat{\beta}}^{2}\left(\Gamma_{1}\right)$ and $\tilde{g}\left(A_{i}\right)=0$, $i=2,3$, and hence by Theorem 4.2 there is $v \in \mathfrak{B}_{\beta}^{2}(\Omega)$ such that $v=\tilde{g}$ on $\Gamma_{1}$ and $v=0$ on $\Gamma_{j}, j=2, \cdots, M$. By Lemma 4.15 the function $v \Phi^{-1}$ has the desired properties.

Theorem 4.4 leads immediately to Theorem 4.5.
Theorem 4.5. Let $\Omega$ be a straight polygon with the edges $\Gamma_{i}, i=1, \cdots, M$, and let

$$
\begin{gathered}
g \in \mathfrak{B}_{\hat{\beta}_{i}}^{0}\left(\Gamma_{i}\right), \quad \hat{\beta}_{i}=\left(\hat{\beta}_{i, 1}, \hat{\beta}_{i, 2}\right), \quad 0<\hat{\beta}_{i, 1}, \hat{\beta}_{i, 2}<\frac{1}{2}, \\
\bar{\beta}_{i, 1}=\hat{\beta}_{i, 1}+\frac{1}{2}, \quad \bar{\beta}_{i, 2}=\hat{\beta}_{i, 2}+\frac{1}{2}, \quad i \in Q \subset\{1, \cdots, M\}
\end{gathered}
$$

or

$$
\begin{gathered}
g \in \mathfrak{B}_{\hat{\beta}_{i}}^{1}\left(\Gamma_{i}\right), \quad \hat{\beta}_{i}=\left(\hat{\beta}_{i, 1}, \hat{\beta}_{i, 2}\right), \quad \frac{1}{2}<\hat{\beta}_{i, 1}, \hat{\beta}_{i, 2}<1, \\
\bar{\beta}_{i, 1}=\hat{\beta}_{i, 1}-\frac{1}{2}, \quad \bar{\beta}_{i, 2}=\hat{\beta}_{i, 2}-\frac{1}{2}, \quad i \in Q \subset\{1, \cdots, M\} .
\end{gathered}
$$

Let $\gamma=\bigcup_{i \in Q} \bar{\Gamma}_{i}$. Then $g \in \mathfrak{B}_{\bar{\beta}}^{1 / 2}(\gamma)$ where $\bar{\beta}_{i}=\max \left(\bar{\beta}_{i-1,2}, \bar{\beta}_{i, 1}\right), A_{i} \in \gamma \quad$ if $i-1 \notin Q$ or $i \notin Q$ when we define $\hat{\beta}_{i-1,2}=0$, respectively, $\bar{\beta}_{i, 1}=0$ ) and $0<\bar{\beta}_{i}<1$ arbitrarily for $A_{i} \notin \gamma$.

Remark 4.6. It is obvious how Theorem 4.4 has to be modified when $g \in \mathfrak{B}_{\hat{\beta}}^{1}\left(\Gamma_{i}\right)$, respectively, $g \in \mathfrak{B}_{\beta}^{2}\left(\Gamma_{i}\right)$ in the neighborhood of $A_{i}$ only. See Remark 4.3.

Theorems 4.3 and 4.5 give the characterization of the boundary conditions that guarantees that the solution of an elliptic partial differential equation of second order with analytic coefficients on a domain $\Omega$ with piecewise analytic boundary belongs to $\mathfrak{B}_{\beta}^{2}(\Omega)$ or $\mathfrak{C}_{\beta}^{2}(\Omega)$ (see Theorems 3.2 and 3.3).

In the concrete cases these conditions are usually very easy to check. Let us state a useful lemma that characterizes the space $\mathfrak{B}_{\hat{\beta}}^{1}(I)$ (respectively, $\mathfrak{B}_{\hat{\beta}}^{2}(I)$ ).

Lemma 4.16. Let

$$
\Omega_{\alpha}=\{z=x+i y|x \in I,|y| \leqq \alpha \hat{\Phi}(x), \alpha>0\}
$$

and $G(z)$ be a holomorphic function on $\Omega_{\alpha}$ such that for $\nu=\left(\nu_{1}, \nu_{2}\right)$

$$
|G(z)| \leqq C \hat{\Phi}_{\nu}(\operatorname{Re} z) .
$$

Let $g(x)=\left.\operatorname{Re} G(z)\right|_{I}$ or $\left.\operatorname{Im} G(z)\right|_{I}$. Then for $\nu_{i}>-\frac{1}{2}+(j-1), \hat{\beta}_{i}+\nu_{i}>\frac{1}{2}+(j-1), 0<\hat{\beta}_{i}<$ $1, i=1,2, j=0,1,2$

$$
g(x) \in \mathfrak{B}_{\beta}^{j}(I) .
$$

Proof. By the Cauchy formula we have for $k>0$

$$
\left|g^{(k)}(x)\right| \leqq C \hat{\Phi}_{\nu}(x)(\hat{\Phi}(x))^{-k} k!\alpha^{-k} .
$$

Hence,

$$
\int_{-1}^{1} \Phi_{k-1+\hat{\beta}}^{2}\left|g^{(k)}(x)\right|^{2} d x \leqq\left(C k!\alpha^{-k}\right)^{2} \int_{-1}^{1} \Phi_{\nu+\hat{\beta}-1}^{2} d x \leqq\left(C_{1} d^{k} k!\right)^{2}
$$

provided that $\nu_{i}+\hat{\beta}_{i}>\frac{1}{2}$. Furthermore, for $k=0$

$$
|g(x)| \leqq C \Phi_{\nu}(x)
$$

and hence for $\nu_{i}>-\frac{1}{2}, g \in H^{0}(I)$. The lemma is proved for $j=1$. The proof of the case $j=0$ is analogous. Let us consider now the case $j=2$. We see that for $\nu_{i}+\hat{\beta}_{i}>\frac{3}{2}$ and $k \geqq 2$

$$
\int_{-1}^{1} \Phi_{k-2+\hat{\beta}}^{2}\left|g^{(k)}(x)\right|^{2} d x \leqq\left(C k!\alpha^{-k}\right)^{2} \int_{-1}^{1} \Phi_{\nu-k+k-2+\hat{\beta}}^{2} d x \leqq\left(C_{1} d^{k} k!\right)^{2} .
$$

Furthermore, if $\nu_{i}>\frac{1}{2}$, then also $g \in H^{1}(I)$.
Instead of $|G(z)| \leqq C \hat{\Phi}_{\nu}(\operatorname{Re} z)$ we can assume that $|G(z)-P(z)| \leqq C \hat{\Phi}_{\nu}(\operatorname{Re} z)$ where $P(z)$ is a polynomial.

Lemma 4.16 is very useful in practice. For example, if $g$ is analytic on $\bar{\Gamma}_{i}$ then $g(x)$ can be extended into some neighborhood of $\bar{\Gamma}_{i}$ and therefore $g \in \mathfrak{B}_{\beta}^{1}(I)$. Lemma 4.16 characterizes very well the structure of the spaces $\mathfrak{B}_{\beta}^{1}(I)$ (respectively, $\mathfrak{B}_{\beta}^{2}(I)$ ).

Lemma 4.17. Let $g \in \mathfrak{B} \hat{\hat{\beta}}(I), 0<\hat{\beta}_{i}<\frac{1}{2}$. Then there exists $\alpha>0$ such that $g$ can be analytically extended onto $\Omega_{\alpha}$ and

$$
\left|G(z)-g(-1) \frac{(1-x)}{2}-g(1) \frac{(x+1)}{2}\right| \leqq C \hat{\Phi}_{1 / 2-\hat{\beta}}(\operatorname{Re} x)
$$

( $g \in C^{0}(\bar{I})$ by Theorem 3.1).
Proof. Since $g \in \mathfrak{B}_{\hat{\beta}}^{1}(I)$ we have by Lemma 4.3 for $k \geqq 1$

$$
\left|g^{(k)}(x)\right| \leqq C\left(\Phi_{k-1 / 2+\hat{\beta}}(x)\right)^{-1} d^{k} k!
$$

Hence the series

$$
g^{\prime}(x)=\sum_{k=0}^{\infty} g^{(k+1)}\left(x_{0}\right)\left(x-x_{0}\right)^{k} \frac{1}{k!}, \quad x_{0} \in I
$$

is absolutely convergent for $\left|x-x_{0}\right| \leqq \frac{1}{2}\left(\Phi\left(x_{0}\right) / d\right)$, and hence also

$$
G^{\prime}(z)=\sum_{k=0}^{\infty} g^{(k+1)}\left(x_{0}\right)\left(z-x_{0}\right)^{k} \frac{1}{k!}
$$

converges for $\left|z-x_{0}\right| \leqq \frac{1}{2}\left(\Phi\left(x_{0}\right) / d\right)$ and $\left|G^{\prime}(z)\right| \leqq C \hat{\Phi}_{\hat{\hat{\beta}}+1 / 2}^{1}\left(x_{0}\right), x_{0}=\operatorname{Re}(z)$, and $C$ is independent of $x_{0}$, which yields the lemma.

So far we have assumed that $\Omega$ is a straight polygon. We did not exclude the case where the internal angle is $2 \pi$; i.e., we did not exclude the slit domain. Let us now consider the curvilinear polygon and assume that it is a Lipschitzian domain. Let us prove first Lemma 4.18.

LEMMA 4.18. Let $\Omega=\left\{x_{1}, x_{2} \mid-1<x_{1}<1,0<x_{2}<h\left(x_{1}\right), h\left(x_{1}\right)>\alpha\left(x_{1}+1\right)\right.$, $h(-1)=0, \alpha>0\}$. Assume that $\psi\left(x_{1}, x_{2}\right)$ is an analytic function on $S=$ $\left\{x_{1}, x_{2} \mid\left(x_{1}+1\right)^{2}+x_{2}^{2} \leqq 4\right\}$ such that we have the following:
(i) $\psi\left(x_{1}, h\left(x_{1}\right)\right)=0$;
(ii) $\partial \psi / \partial x_{1}\left(x_{1}, 0\right)>\alpha>0,-1 \leqq x_{1} \leqq 1$.

Define

$$
\begin{gathered}
\Gamma_{1}=\left\{x_{1}, x_{2} \mid-1<x_{1}<1, x_{2}=0\right\}, \\
\Gamma_{2}=\left\{x_{1}, x_{2} \mid-1<x_{1}<1, x_{2}=h\left(x_{1}\right)\right\},
\end{gathered}
$$

and let $T=\Omega \cap S_{1}$ where $S_{1}=\{r, \theta \mid 0<\theta<2 \pi, 0<r<1\}$ where ( $r, \theta$ ) are polar coordinates with respect to $(-1,0)$ and $T^{*}=S_{1}-T$. Let $g_{1} \in \mathfrak{B}_{\hat{\beta}}\left(\Gamma_{1}\right), 0<\hat{\beta}_{i}<\frac{1}{2}, \hat{\beta}_{1}=\hat{\beta}_{2}$ (respectively, $\left.g_{2}=\mathfrak{B}_{\hat{\beta}}^{2}\left(\Gamma_{1}\right), \frac{1}{2}<\hat{\beta}_{i}<1, \hat{\beta}_{1}=\hat{\beta}_{2}\right), g_{i}(-1)=0, i=1,2$ and $\Phi=r$.

Then there exists

$$
V_{1} \in \mathfrak{B}_{\bar{\beta}}^{2}(T), \quad V_{1}^{*} \in \mathfrak{B}_{\bar{\beta}}^{2}\left(T^{*}\right), \quad \bar{\beta}=\hat{\beta}+\frac{1}{2}
$$

(respectively, $\left.V_{2} \in \mathfrak{B}_{\bar{\beta}}^{2}(T), V_{2}^{*} \in \mathfrak{B}_{\bar{\beta}}^{2}\left(T^{*}\right), \bar{\beta}=\hat{\beta}-\frac{1}{2}\right)$ such that $V_{i}=g_{i}$ and $V_{i}^{*}=g_{i}$ on $\Gamma_{1} \cap \bar{T}$ and $V_{i}, V_{i}^{*}=0$ on $\Gamma_{2} \cap \bar{T}$.

Proof. Let $\varphi(r, \theta)=\psi(r, \theta) / r$. Then $\varphi(r, 0)=\varphi\left(x_{1}\right)$ is analytic on $\bar{\Gamma}_{1}$ and $\varphi\left(x_{1}\right)>$ $\bar{\alpha}>0$; hence $\varphi^{-1}\left(x_{1}\right)$ is analytic on $\bar{\Gamma}_{1}$ too. In addition, $\varphi=0$ on $\Gamma_{2}$. Furthermore, $\left|D^{\alpha} \varphi\left(x_{1}, x_{2}\right)\right| \leqq C|\alpha|!\Phi^{-|\alpha|} d^{|\alpha|}$ by Cauchy's theorem on the theory of two complex variables. Define $\tilde{g}_{1}=g_{1} \varphi^{-1}\left(x_{1}\right)$. Then $\tilde{g}_{1} \in \mathfrak{B}_{\hat{\beta}}^{1}\left(\Gamma_{1}\right)$ and by Lemma 4.11 there exists $U_{1}$ on $S_{1}$ such that $U_{1} \in \mathfrak{B}_{\bar{\beta}}^{2}\left(S_{1}\right), \bar{\beta}=\hat{\beta}+\frac{1}{2}$ and $\left.U_{1}\right|_{\Gamma_{1}}=\tilde{g}_{1}$. Now define $V_{1}=U_{1} \varphi$. Using Lemma 4.13, we conclude that $V_{1} \in \mathfrak{B}_{\bar{\beta}}^{2}(T)$ (respectively, $\mathfrak{B}_{\bar{\beta}}^{2}\left(T^{*}\right)$ ), $\left.V_{1}\right|_{\Gamma_{1}}=g_{1}$ and $\left.V_{1}\right|_{\Gamma_{2}}=0$. The proof that $V_{2}$ has desired properties is analogous.

Lemma 4.19. Let $\Omega=\left\{x_{1}, x_{2} \mid-1<x_{1}<1, h_{1}\left(x_{1}\right)<x_{2}<h_{2}\left(x_{1}\right), h_{1}\left(x_{1}\right)<-\alpha\left(x_{1}+1\right)\right.$, $h_{2}\left(x_{1}\right)>\alpha\left(x_{1}+1\right), \alpha>0, h_{i}(-1)=0, h_{i}\left(x_{1}\right)$ analytic functions on $\left.\bar{I}, i=1,2\right\}$ and

$$
\begin{aligned}
& \Gamma_{i}=\left\{x_{1}, x_{2} \mid-1<x_{1}<1, x_{2}=h_{i}\left(x_{1}\right)\right\}, \\
& \Omega_{\eta}=\Omega \cap S_{\eta}, \quad S_{\eta}=\{r, \theta \mid 0<\theta \leqq 2 \pi, 0<r<\eta, \eta>0\}, \quad \Omega_{\eta}^{*}=S_{\eta}-\Omega_{\eta},
\end{aligned}
$$

where $(r, \theta)$ are polar coordinates with the origin at $(-1,0)$. Let $g_{1} \in \mathfrak{B}_{\hat{\beta}}\left(\Gamma_{1}\right), 0<\hat{\beta}<\frac{1}{2}$ (respectively, $\left.g_{2} \in \mathfrak{B}_{\hat{\beta}}^{2}\left(\Gamma_{1}\right), \frac{1}{2}<\hat{\beta}_{i}<1\right), \beta_{1}=\beta_{2}, g_{i}(-1)=0$ and let $\Phi=r$. Then there exist $\eta>0$ and $V_{1} \in \mathfrak{B}_{\bar{\beta}}^{2}\left(\Omega_{\eta}\right), V_{1}^{*} \in \mathfrak{B}_{\bar{\beta}}^{2}\left(\Omega_{\eta}^{*}\right), \bar{\beta}=\hat{\beta}+\frac{1}{2}+\varepsilon, \varepsilon>0$ arbitrary (respectively, $V_{2} \in$ $\left.\mathfrak{B}_{\bar{\beta}}^{2}\left(\Omega_{\eta}\right), V_{2} \in \mathfrak{B}_{\bar{\beta}}^{2}\left(\Omega_{\eta}^{*}\right), \bar{\beta}=\hat{\beta}-\frac{1}{2}+\varepsilon\right)$ such that $\left.V_{i}\right|_{\Gamma_{1} \cap \bar{\Omega}_{\eta}}=g_{i}$ and $\left.V_{i}\right|_{\Gamma_{2} \cap \bar{\Omega}_{\eta}}=0$.

Proof. Because $h_{1}\left(x_{1}\right)$ is analytic on $\bar{I}$ it can be analytically extended onto $\tilde{I}_{\delta}=$ $\left\{-1-\delta<x_{1}<1+\delta\right\}$. Then the mapping $M:\left(x_{1}, x_{2}\right) \rightarrow\left(y_{1}, y_{2}\right), y_{1}=x_{1}, y_{2}=x_{2}-h_{1}\left(x_{1}\right)$ is analytic on $\Omega_{\eta}, \eta=\delta / 2$ and $M\left(\Omega_{\eta}\right)=\tilde{\Omega}_{\eta}$. For $\eta_{1}$ sufficiently small we have $\partial \tilde{\Omega}_{\eta} \cap$ $S_{\eta_{1}}=\Gamma_{1}^{*} \cup \Gamma_{2}^{*}$ where

$$
\begin{gathered}
\Gamma_{1}^{*}=\left\{y_{1}, y_{2} \mid-1<y_{1}<-1+\eta, y_{2}=0\right\} \\
\Gamma_{2}^{*}=\left\{y_{1}, y_{2} \mid-1<y_{1}<-1+\bar{\eta}_{1}, y_{2}=h_{2}^{*}\left(y_{1}\right)=h_{2}\left(y_{1}\right)-h_{1}\left(y_{1}\right)\right\},
\end{gathered}
$$

and $h_{2}\left(y_{1}\right)>\alpha_{1}\left(y_{1}+1\right)$. In addition, it is easy to see that $|J|,\left|J^{-1}\right|<\mu<\alpha$, where $J$ is the Jacobian of the mapping $M$. Because $h_{2}^{*}\left(y_{1}\right)$ is analytic on $-1 \leqq y_{1} \leqq-1+\bar{\eta}_{1}$ we define $\psi\left(y_{1}, y_{2}\right)=-y_{2}+h_{2}^{*}\left(y_{1}\right)$ and $\psi\left(y_{1}, y_{2}\right)$ has the properties in Lemma 4.18. Now using Corollaries 4.4, 4.5, $g_{1} \in \mathfrak{C}_{\hat{\beta}}^{1}\left(\Gamma_{1}\right), g_{2} \in \mathfrak{C}_{\hat{\beta}}^{2}\left(\Gamma_{1}\right)$, and hence using Lemma 4.6, $\left.g_{1}\left(M^{-1}(y)\right)\right|_{y_{2}=0} \in \mathfrak{C}_{\hat{\beta}}^{1}\left(\Gamma_{1}^{*}\right),\left.g_{2}\left(M^{-1}(y)\right)\right|_{y_{2}=0} \in \mathfrak{C}_{\hat{\beta}}^{2}\left(\Gamma_{1}^{*}\right)$. Using Lemmas 4.8 and 4.18, we obtain functions $V_{1}$ and $V_{1}^{*}$ (respectively, $V_{2}$ and $V_{2}^{*}$ ) on $\tilde{\Omega}_{\eta} \cap S_{\eta_{2}}$ (respectively, $\tilde{\Omega}_{\eta}^{*} \cap S_{\eta_{2}}$ ), which belong to $\mathfrak{B}_{\hat{\beta}+\varepsilon / 2}^{2}\left(\Omega_{\eta} \cap S_{\eta_{2}}\right)$ (respectively, $\mathfrak{B}_{\hat{\beta}+\varepsilon / 2}^{\eta}\left(\tilde{\Omega}_{\eta}^{*} \cap S_{\eta_{2}}\right)$ ). Now when we use Lemmas 4.7 and 2.3, our lemma follows.

The lemma leads to the following theorem.
Theorem 4.6. Theorems 4.3 and 4.5 hold also for a Lipschitzian curvilinear polygon when $\bar{\beta}_{i}$ are replaced by $\bar{\beta}_{i}+\varepsilon, \varepsilon>0$ arbitrary.

Proof. Because the edges are analytic curves and $g$ are analytic on $\Gamma_{i}$ (but not on $\bar{\Gamma}_{i}$ ) we show similarly (as in the proof of Theorem 4.1) that the solution $u$ of the Laplace equation belongs to $\mathfrak{B}_{\bar{\beta}+\varepsilon}^{2}(\Omega)$. This can be done identically as in the proofs of Theorems 3.3 and 3.4 of [6], showing that $u \in \mathfrak{G}_{\beta+\varepsilon}^{2}(\Omega)$.

Remark 4.7. Comparing the respective theorems for straight and curvilinear polygons, we see that in the latter case we lose slightly in the regularity. It is not known whether this loss can be removed.
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#### Abstract

This paper is concerned with second-order quasilinear partial differential equations in two independent variables of the form $\operatorname{div}[\rho(\mathbf{x}, u, \operatorname{grad} u) \operatorname{grad} u]=0$. Previous work of the authors, establishing exponential decay estimates for Dirichlet problems on a semi-infinite strip subject to nonzero data on the finite end, is extended to include regions of arbitrary shape, and, in the case of unbounded regions, the a priori assumption that solutions must decay to zero as $|\mathbf{x}| \rightarrow \infty$ is removed. The results have application to Saint-Venant principles for nonlinear elasticity as well as to theorems of Phragmén-Lindelöf type.
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1. Introduction. In a recent paper [3] the authors derived exponential decay estimates for a certain class of nonlinear boundary-value problems in the plane. Specifically, they treated a class of second-order quasilinear equations (not necessarily elliptic) defined in a semi-infinite strip with nonzero boundary data at the finite end. Assuming boundedness of certain functionals on the strip, the authors derived exponential decay estimates in various norms. In a subsequent paper [4] these results were extended to $\mathbb{R}^{3}$.

In this paper we remove the requirement that the region be a strip domain (i.e., of constant cross section) and in the case of unbounded regions we eliminate the a priori assumption that solutions must decay to zero uniformly as $|\mathbf{x}| \rightarrow \infty$, where $|\mathbf{x}|=\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}$.

The spatial decay estimates of concern in [3], [4] and in the present paper are of interest in connection with studies on Saint-Venant's principle in elasticity theory. (See [2] for a review of results on Saint-Venant's principle.) The results may also be viewed as giving rise to theorems of Phragmén-Lindelöf type (see, e.g., the references cited in [3]).

Let $\Omega$ be a bounded (or unbounded) simply-connected region with Lipschitz boundary $\partial \Omega$, lying in the half plane $x_{2}>0$, and let $u\left(x_{1}, x_{2}\right)$ be a classical solution of the equation

$$
\begin{equation*}
\left[\rho(\mathbf{x}, u, \operatorname{grad} u) u_{, j}\right]_{, j}=0 \quad(j=1,2) \tag{1.1}
\end{equation*}
$$

in $\Omega$. Here we have adopted the convention of summing over repeated indices and a comma denotes partial differentiation. The boundary $\partial \Omega$ is composed of a small arc $\Sigma$ on which no data are prescribed and the remainder $\partial \Omega / \Sigma$ on which $u$ is assumed to vanish. When $\Omega$ is unbounded it is assumed that no data are prescribed on $\Sigma$ and that $u$ vanishes on the finite portion of the remainder of $\partial \Omega$. For the moment no a priori assumption is made about the behavior of $u$ as $|\mathbf{x}| \rightarrow \infty$ in $\Omega$, where $|\mathbf{x}|=\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}$.

[^54]Although we assume existence of a classical solution throughout, it will be clear that the same decay results would hold for appropriately defined weak solutions.

Consider then the solution $u$ of (1.1) subject to the condition

$$
\begin{equation*}
u=0 \quad \text { on } \partial \Omega / \Sigma . \tag{1.2}
\end{equation*}
$$

We wish to derive a bound for a suitable norm of the solution that decays as some function of the distance from $\Sigma$. The assumptions on the form of $\rho$ are as follows. We have either Case 1 or Case 2 as follows.

Case 1.

$$
\begin{equation*}
0<m_{1} \leqq \rho \leqq M_{1}+K_{1} \rho q^{2} . \tag{1.3}
\end{equation*}
$$

Case 2.

$$
\begin{equation*}
0<m_{2} \leqq \rho^{-1} \leqq M_{2}+K_{2} \rho q^{2} \quad \text { in } \Omega . \tag{1.4}
\end{equation*}
$$

Here we have used the notation $q^{2}=|\operatorname{grad} u|^{2}$. These are the same assumptions made in [3]. It will be clear that $M_{1}$ and $M_{2}$ could be allowed to depend on $x_{1}$ and $x_{2}$, but in this paper we assume that the $m_{i}$ and $M_{i}$ are positive constants and that the $K_{i}$ are nonnegative constants. We recall the discussion in [3] concerning assumptions (1.3), (1.4). If, for instance, $\rho$ were a bounded function of its arguments, then $K_{1}$ in (1.3) could be taken to be zero. Roughly speaking, the first term on the right in (1.3) provides a bound on $\rho$ as $q \rightarrow 0$, while the second term gives a bounding function for $\rho$ as $q \rightarrow \infty$. A function $\rho$ for which (1.3) holds is $\rho=1+q^{2}$, in which case we may take $m_{1}=1, M_{1}=1$, and $K_{1}=1$. If $\rho=\left(1+q^{2}\right)^{-1 / 2}$, in which case (1.1) is the minimal surface equation, then (1.4) is satisfied with $m_{2}=1, M_{2}=1$, and $K_{2}=1$.

Let us now introduce a family of curves $f\left(x_{1}, x_{2}\right)=\alpha, \alpha>\alpha_{0}$. For $\alpha_{0}<\alpha<\alpha_{1}$ the curve $f=\alpha$ is assumed to intersect $\Omega$ and form a region $\Omega_{\alpha}$ defined as

$$
\begin{equation*}
\Omega_{\alpha}=\Omega \cap\left\{x_{1}, x_{2} ; f\left(x_{1}, x_{2}\right)>\alpha\right\} . \tag{1.5}
\end{equation*}
$$

It is further assumed that through each point of $\Omega$ one and only one curve of the family passes and that the following properties hold:
(i) $\beta \leqq \delta \Rightarrow \Omega_{\beta} \supset \Omega_{\delta}$;
(ii) $\partial \Omega_{\alpha_{0}}$ contains no points of $\Sigma$;
(iii) $|\operatorname{grad} f| \leqq \gamma$ in $\Omega_{\alpha_{0}}$.

We will also investigate the case in which $\Omega$ is unbounded and $\alpha_{1}$ is infinity. In the previous paper [3] the region $\Omega$ was assumed to be the semi-infinite strip $\left\{x_{1}>0\right.$, $\left.0<x_{2}<h\right\}$, and $f\left(x_{1}, x_{2}\right)$ was chosen to be the coordinate $x_{1}$. For certain geometries this same choice of $f$ can be made for the class of problems considered in this paper.
2. Decay estimates in the first case. The method of proof will differ somewhat from that used in [3]. Furthermore, for the case of unbounded $\Omega$ we make no a priori assumption on the decay of $u$ as $|\mathbf{x}| \rightarrow \infty$ in $\Omega$. The method itself will provide an appropriate alternative.

Let us first introduce some additional notation, i.e.,

$$
\begin{align*}
& S_{\alpha}:=\left\{f\left(x_{1}, x_{2}\right)=\alpha\right\} \cap \Omega \\
& l(\alpha)=\text { length of } S_{\alpha}, \\
& B(\alpha)=\int_{S_{\alpha}} \rho|\operatorname{grad} f| d s,  \tag{2.1}\\
& \mathscr{B}(\alpha)=\int_{S_{\alpha}} \rho^{-1}|\operatorname{grad} f| d s .
\end{align*}
$$

We wish to consider the behavior of the functional

$$
\begin{equation*}
F(\alpha)=\int_{S_{\alpha}} \frac{\rho u u_{i, i} f_{i}}{|\operatorname{grad} f|} d s, \quad \alpha_{0}<\alpha<\alpha_{1} \tag{2.2}
\end{equation*}
$$

as a function of $\alpha$. It is understood throughout that $\rho \equiv \rho(\mathbf{x}, u, \operatorname{grad} u)$.
Now, $F(\alpha)$ may be rewritten as either

$$
\begin{equation*}
F(\alpha)=-\int_{\Omega_{\alpha}} \rho q^{2} d x \text { if } \Omega \text { is bounded, } \tag{2.3}
\end{equation*}
$$

or

$$
\begin{equation*}
F(\alpha)=F\left(\alpha_{0}\right)+\int_{\alpha_{0}}^{\alpha} \int_{s_{\eta}} \frac{\rho q^{2}}{|\operatorname{grad} f|} d s d \eta \quad \text { if } \Omega \text { is unbounded. } \tag{2.4}
\end{equation*}
$$

We could, of course, use the second representation in either case. Both representations follow directly from the divergence theorem. The weighted Dirichlet integrals (2.3), (2.4) provide a measure for the "energy" associated with solutions of (1.1), (1.2). It follows that

$$
\begin{equation*}
F^{\prime}(\alpha)=\int_{S_{\alpha}} \frac{\rho q^{2}}{|\operatorname{grad} f|} d s \tag{2.5}
\end{equation*}
$$

where the prime denotes differentiation with respect to $\alpha$. Our first objective is to derive an explicit inequality of the form

$$
\begin{equation*}
|F(\alpha)| \leqq k^{-1}(\alpha) F^{\prime}(\alpha) \tag{2.6}
\end{equation*}
$$

This will lead to the following two first-order differential inequalities:

$$
\begin{align*}
& F^{\prime}(\alpha) \geqq k(\alpha) F(\alpha),  \tag{2.7}\\
& F^{\prime}(\alpha) \geqq-k(\alpha) F(\alpha) . \tag{2.8}
\end{align*}
$$

One of these inequalities will be superfluous if $\Omega$ is bounded, but it will permit us to derive an alternative result if $\Omega$ is unbounded. We now proceed to establish (2.6).

By Schwarz's inequality,

$$
\begin{equation*}
F^{2}(\alpha) \leqq \int_{S_{\alpha}} \frac{\rho(\partial u / \partial n)^{2}}{|\operatorname{grad} f|} d s \int_{S_{\alpha}} \rho u^{2}|\operatorname{grad} f| d s \tag{2.9}
\end{equation*}
$$

Regarding $\rho$ as a function of the variables ( $x_{1}, x_{2}$ ) and introducing the variable

$$
\begin{equation*}
\sigma=\int_{0}^{s} \rho|\operatorname{grad} f| d s, \tag{2.10}
\end{equation*}
$$

we have

$$
\begin{equation*}
\int_{S_{\alpha}} \rho u^{2}|\operatorname{grad} f| d s=\int_{0}^{B(\alpha)} u^{2} d \sigma \leqq \frac{[B(\alpha)]^{2}}{\pi^{2}} \int_{0}^{B(\alpha)}\left(\frac{\partial u}{\partial \sigma}\right)^{2} d \sigma, \tag{2.11}
\end{equation*}
$$

where $B(\alpha)$ is as defined in (2.1). The boundary condition (1.2) and a well-known inequality of Wirtinger type (see e.g., [1, p. 185]) have been used in obtaining the last inequality. Reverting to the original coordinates, we have

$$
\begin{align*}
\int_{S_{\alpha}} \rho u^{2}|\operatorname{grad} f| d s & \leqq \frac{[B(\alpha)]^{2}}{\pi^{2}} \int_{S_{\alpha}} \rho^{-1}\left(\frac{\partial u}{\partial s}\right)^{2}|\operatorname{grad} f|^{-1} d s \\
& \leqq \frac{[B(\alpha)]^{2}}{m_{1}^{2} \pi^{2}} \int_{S_{\alpha}} \frac{\rho}{|\operatorname{grad} f|}\left(\frac{\partial u}{\partial s}\right)^{2} d s, \tag{2.12}
\end{align*}
$$

where the left-hand inequality of (1.3) has been used in the last step. Insertion of the above into (2.9) leads to

$$
\begin{align*}
|F(\alpha)| & \leqq \frac{B(\alpha)}{m_{1} \pi}\left\{\int_{S_{\alpha}} \frac{\rho}{|\operatorname{grad} f|}\left(\frac{\partial u}{\partial n}\right)^{2} d s \int_{S_{\alpha}} \frac{\rho}{|\operatorname{grad} f|}\left(\frac{\partial u}{\partial s}\right)^{2} d s\right\}^{1 / 2} \\
& \leqq \frac{B(\alpha)}{2 m_{1} \pi} F^{\prime}(\alpha) \tag{2.13}
\end{align*}
$$

We have thus established (2.6) with $k(\alpha)=2 m_{1} \pi / B(\alpha)$.
An integration of (2.7) with the above value for $k(\alpha)$ leads to

$$
\begin{equation*}
F(\alpha) \geqq F(\tilde{\alpha}) \exp \left\{2 m_{1} \pi \int_{\tilde{\alpha}}^{\alpha}[B(\eta)]^{-1} d \eta\right\} \tag{2.14}
\end{equation*}
$$

for $\alpha \geqq \tilde{\alpha}>\alpha_{0}$. This inequality shows that if $F(\alpha)>0$ for any $\alpha$ (say $\tilde{\alpha}$ ), then $F(\alpha)>0$ for $\alpha>\tilde{\alpha}$, and hence if $\Omega$ is bounded then $F\left(\alpha_{1}\right)$ cannot be zero. Thus in this case $F(\alpha)<0$, for all $\alpha$. It is, of course, obvious from (2.3) that, for bounded $\Omega, F(\alpha)$ can never be positive. Thus for $\Omega$ bounded we have from (2.8)

$$
\begin{equation*}
-F(\alpha) \leqq-F\left(\alpha_{0}\right) \exp \left\{-2 m_{1} \pi \int_{\alpha_{0}}^{\alpha}[B(\eta)]^{-1} d \eta\right\} \tag{2.15}
\end{equation*}
$$

which we write as

$$
\begin{equation*}
\int_{\Omega_{\alpha}} \rho q^{2} d x \leqq \int_{\Omega_{\alpha_{0}}} \rho q^{2} d x \exp \left\{-2 m_{1} \pi \int_{\alpha_{0}}^{\alpha}[B(\eta)]^{-1} d \eta\right\} . \tag{2.16}
\end{equation*}
$$

The exponential will now be bounded in a manner somewhat different from that used in [3]. We note that

$$
\begin{align*}
\int_{\alpha_{0}}^{\alpha}[B(\eta)]^{-1} d \eta & \geqq \int_{\alpha_{0}}^{\alpha} d \eta /\left[\int_{S_{\eta}}\left\{M_{1}+K_{1} \rho q^{2}\right\}|\operatorname{grad} f| d s\right]  \tag{2.17}\\
& \geqq \frac{1}{M_{1} \gamma} \int_{\alpha_{0}}^{\alpha} d \eta / l(\eta)\left\{1+\frac{K_{1} \gamma}{M_{1} l(\eta)} \int_{S_{\eta}} \frac{\rho q^{2}}{|\operatorname{grad} f|} d s\right\},
\end{align*}
$$

where we recall from (2.1) that $l(\eta)$ is the length of $S_{\eta}$. Thus

$$
\begin{align*}
\int_{\alpha_{0}}^{\alpha}[B(\eta)]^{-1} d \eta & \geqq \frac{1}{M_{1} \gamma} \int_{\alpha_{0}}^{\alpha} \frac{d \eta}{l(\eta)}-\frac{K_{1}}{M_{1}^{2}} \int_{\alpha_{0}}^{\alpha}\left(\int_{S_{\eta}} \frac{\rho q^{2}}{l^{2}(\eta)|\operatorname{grad} f|} d s\right) d \eta  \tag{2.18}\\
& \geqq \frac{1}{M_{1} \gamma} \int_{\alpha_{0}}^{\alpha} \frac{d \eta}{l(\eta)}-\frac{K_{1}}{M_{1}^{2} l_{\alpha}^{2}} \int_{\Omega_{\alpha_{0}}} \rho q^{2} d x
\end{align*}
$$

where $l_{\alpha}$ denotes $\inf _{\eta \in\left[\alpha_{0}, \alpha\right]} l(\eta)$. We are thus led, for bounded $\Omega$, to the inequality

$$
\begin{equation*}
\int_{\Omega_{\alpha}} \rho q^{2} d x \leqq \int_{\Omega_{\alpha_{0}}} \rho q^{2} d x \exp \left\{\frac{2 m_{1} K_{1} \pi}{M_{1}^{2} l_{\alpha}^{2}} \int_{\Omega_{\alpha_{0}}} \rho q^{2} d x\right\} \exp \left\{\frac{-2 m_{1} \pi}{M_{1} \gamma} \int_{\alpha_{0}}^{\alpha} \frac{d \eta}{l(\eta)}\right\} \tag{2.19}
\end{equation*}
$$

which is the desired decay result. Thus we have established Theorem 1.
Theorem 1. If $\Omega$ is bounded, then the decay estimate (2.19) holds for $\alpha_{0}<\alpha<\alpha_{1}$.
To make the inequality explicit we of course need a bound for $\int_{\Omega_{\alpha_{0}}} \rho q^{2} d x$. Techniques for finding such bounds have been indicated in [3].

We now consider the case in which $\Omega$ is unbounded. From (2.14) we again conclude that if $F(\alpha)$ is positive for some $\tilde{\alpha}$ then it must be positive for all $\alpha>\tilde{\alpha}$. Let us suppose now that $F(\tilde{\alpha})>0$ and that

$$
\begin{equation*}
l(\eta) \leqq L<\infty . \tag{2.20}
\end{equation*}
$$

Then if

$$
\begin{equation*}
\liminf _{\alpha \rightarrow \infty} \frac{\int_{S_{\alpha}}\left(\rho q^{2} /|\operatorname{grad} f|\right) d s}{\alpha}=0 \tag{2.21}
\end{equation*}
$$

we will show that we are led to a contradiction, i.e., it must follow that $F(\alpha) \leqq 0$, for all $\alpha \in\left(\alpha_{0}, \infty\right)$. This can be deduced from the fact that, if $F(\tilde{\alpha})>0$, then for $\alpha>\tilde{\alpha}$, (2.7), (2.5), and (2.14) lead to

$$
\begin{align*}
\alpha^{-1} \int_{S_{\alpha}} \frac{\rho q^{2}}{|\operatorname{grad} f|} d s \geqq & \frac{2 m_{1} \pi F(\tilde{\alpha})}{\alpha \gamma\left[M_{1} l(\alpha)+K_{1} \gamma \int_{S_{\alpha}}\left(\rho q^{2} d s /|\operatorname{grad} f|\right)\right]}  \tag{2.22}\\
& \cdot \exp \left\{\int_{\tilde{\alpha}}^{\alpha} \frac{2 m_{1} \pi d \eta}{\gamma\left[M_{1} l(\eta)+K_{1} \gamma \int_{S_{\eta}}\left(\rho q^{2} d s /|\operatorname{grad} f|\right)\right]}\right\} .
\end{align*}
$$

But given any $\varepsilon>0$ it follows from assumption (2.21) that for sufficiently large $\alpha$

$$
\begin{equation*}
\int_{S_{\alpha}} \frac{\rho q^{2}}{|\operatorname{grad} f|} d s \leqq \varepsilon \alpha \tag{2.23}
\end{equation*}
$$

Thus for sufficiently large $\alpha$

$$
\begin{align*}
\varepsilon & \geqq \alpha^{-1} \int_{S_{\alpha}} \frac{\rho q^{2}}{|\operatorname{grad} f|} d s \geqq \frac{2 m_{1} \pi F(\tilde{\alpha})}{\alpha \gamma\left[M_{1} L+\gamma K_{1} \varepsilon \alpha\right]}\left[\frac{M_{1} L+\gamma K_{1} \varepsilon \alpha}{M_{1} L+\gamma K_{1} \varepsilon \tilde{\alpha}}\right]^{2 m_{1} \pi / K_{1} \gamma^{2} \varepsilon} \\
& \geqq 2 m_{1} K_{1} \varepsilon \pi F(\tilde{\alpha})\left[M_{1} L+\gamma K_{1} \varepsilon \alpha\right]^{\left[\left(2 m_{1} \pi / K_{1} \gamma^{2} \varepsilon\right)-2\right]}\left[M_{1} L+\gamma K_{1} \varepsilon \tilde{\alpha}\right]^{-2 m_{1} \pi / K_{1} \gamma^{2} \varepsilon} . \tag{2.24}
\end{align*}
$$

Letting $\alpha \rightarrow \infty$ we observe that for $\varepsilon$ sufficiently small the right-hand side tends to infinity. Thus we have established Theorem 2.

Theorem 2. If $\Omega$ is unbounded and $l(\alpha)$ is bounded for all $\alpha$, then either $\lim \inf _{\alpha \rightarrow \infty}\left[\alpha^{-1} \int_{s_{\alpha}}\left(\rho q^{2} /|\operatorname{grad} f|\right) d s\right]>K>0$ or $F(\alpha) \leqq 0$ for all $\alpha \in\left(\alpha_{0}, \infty\right)$.

If $l(\alpha) \rightarrow \infty$ as $\alpha \rightarrow \infty$, then similar alternative theorems can be derived depending on the order of $l(\alpha)$ as $\alpha \rightarrow \infty$. For instance, if the family of curves $x_{1}=\alpha$ is used and $l(\alpha) \leqq C \alpha$ for some positive constant $C$ then $\gamma \equiv 1$, and in (2.22) the exponential term is bounded by

$$
\begin{gather*}
\exp \left\{2 m_{1} \pi \int_{\tilde{\alpha}}^{\alpha} \frac{d \eta}{\left[M_{1} l(\eta)+K_{1} \int_{S_{\eta}}\left(\rho q^{2} d s /|\operatorname{grad} f|\right)\right]}\right\} \\
\leqq\left[\frac{\alpha}{\tilde{\alpha}}\right]^{2 m_{1} \pi /\left[M_{1} C+K_{1} \varepsilon\right]} . \tag{2.25}
\end{gather*}
$$

Thus (2.22), (2.23) imply in this case

$$
\begin{align*}
\varepsilon & \geqq \alpha^{-1} \int_{S_{\alpha}} \rho q^{2} d s  \tag{2.26}\\
& \geqq \frac{2 m_{1} \pi F(\tilde{\alpha})}{\left[M_{1} C+K_{1} \varepsilon\right]}[\tilde{\alpha}]^{-2 m_{1} \pi /\left(M_{1} C+K_{1} \varepsilon\right)}[\alpha]^{2\left[m_{1} \pi /\left(M_{1} C+K_{1} \varepsilon\right)-1\right]} .
\end{align*}
$$

We observe that if

$$
\begin{equation*}
m_{1} \pi / M_{1} C>1, \tag{2.27}
\end{equation*}
$$

then we may choose $\varepsilon$ so small that the exponent of $\alpha$ is positive. Then, letting $\alpha \rightarrow \infty$, we would again be led to a contradiction. We see, therefore, that if $l(\alpha) \leqq C \alpha$ then either $\lim \inf _{\alpha \rightarrow \infty}\left[\alpha^{-1} \int_{S_{\alpha}} \rho q^{2} d s\right]>K>0$ or $F(\alpha) \leqq 0$ for all $\alpha \in\left(\alpha_{0}, \infty\right)$ provided (2.27) is satisfied.

Alternatively we could have chosen the family $|\mathbf{x}|=\alpha$, in which case the assumption $l(\alpha) \leqq C \alpha$ would have led to the same result. We could also have shown by similar arguments that if $m_{1} \pi / M_{1} C>2$ then either $\lim \inf _{\alpha \rightarrow \infty}\left\{\alpha^{-2} \int_{S_{\alpha}} \rho q^{2} d s\right\}>K>0$ or $F(\alpha) \leqq 0$ for all $\alpha \in\left(\alpha_{0}, \infty\right)$.

We assume henceforth that conditions as $\alpha \rightarrow \infty$ imply that $F(\alpha) \leqq 0$ for all $\alpha>\alpha_{0}$. It follows then from (2.16) that

$$
\begin{equation*}
\int_{\Omega_{\alpha}} \rho q^{2} d x \leqq \int_{\Omega_{\alpha_{0}}} \rho q^{2} d x \exp \left\{-2 m_{1} \pi \int_{\alpha_{0}}^{\alpha}[B(\eta)]^{-1} d \eta\right\}, \tag{2.28}
\end{equation*}
$$

and we conclude as before that the decay estimate (2.19) holds now for unbounded $\Omega$.
Suppose that $\Omega$ is a wedge of angle $2 \delta$. Then by using $f\left(x_{1}, x_{2}\right)=|\mathbf{x}|$ in (2.19), we find that, as $\alpha \rightarrow \infty$, the energy term $\int_{\Omega_{\alpha}} \rho q^{2} d x$ tends to zero like $\left(x_{1}^{2}+x_{2}^{2}\right)^{-\beta}$. The constant $\beta$ is given by

$$
\begin{equation*}
\beta=m_{1} \pi / 2 M_{1} \delta . \tag{2.29}
\end{equation*}
$$

(Note that when $f=|\mathbf{x}|, \gamma$ may be taken to be 1.) It follows that if $m_{1}=M_{1}$, the estimated decay rate $\beta$ will be the same as the optimal decay rate for harmonic functions (see, e.g., [2], [5], [6]). Since (1.3) yields $m_{1} \leqq M_{1}$, the estimated decay rate (2.29) is always less than or equal to the actual decay rate for harmonic functions.

For the wedge we have $l(\alpha)=2 \delta \alpha$, and if $m_{1}=M_{1}$, condition (2.27) implies that the alternative holds for $\delta<\pi / 2$. For angles $\pi / 2<\delta<\pi$ we must replace the condition

$$
\liminf _{\alpha \rightarrow \infty}\left[\alpha^{-1} \int_{S_{\alpha}} \frac{\rho q^{2} d s}{|\operatorname{grad} f|}\right]=0 \quad \text { by } \quad \liminf _{\alpha \rightarrow \infty}\left[\alpha^{-p} \int_{S_{\alpha}} \frac{\rho q^{2} d s}{|\operatorname{grad} f|}\right]=0
$$

for an appropriately chosen $p \in(0,1)$.
When $\Omega$ is a semi-infinite strip, we may take $f\left(x_{1}, x_{2}\right)=x_{1}$ and recover from (2.19) the exponential decay estimate (2.1) of [3].
3. Decay estimates in the second case. Again in this case we define $F(\alpha)$ as in (2.2) and seek to determine a $k(\alpha)$ such that (2.6) is satisfied. To bound the second integral on the right-hand side of (2.9) we now note that, on using the left-hand inequality in (1.4), we have

$$
\begin{equation*}
\int_{S_{\alpha}} \rho u^{2}|\operatorname{grad} f| d s \leqq \frac{1}{m_{2}^{2}} \int_{S_{\alpha}} \rho^{-1} u^{2}|\operatorname{grad} f| d s . \tag{3.1}
\end{equation*}
$$

Thus, on setting

$$
\begin{equation*}
\tau=\int_{0}^{s} \rho^{-1}|\operatorname{grad} f| d s, \quad \mathscr{B}(\alpha)=\int_{S_{\alpha}} \rho^{-1}|\operatorname{grad} f| d s \tag{3.2}
\end{equation*}
$$

we are now led to

$$
\begin{equation*}
\int_{S_{\alpha}} \rho u^{2}|\operatorname{grad} f| d s \leqq \frac{\mathscr{B}^{2}(\alpha)}{\pi^{2} m_{2}^{2}} \int_{S_{\alpha}} \frac{\rho}{|\operatorname{grad} f|}\left(\frac{\partial u}{\partial s}\right)^{2} d s \tag{3.3}
\end{equation*}
$$

which, together with (2.9), (2.5) yields

$$
\begin{equation*}
|F(\alpha)| \leqq \frac{\mathscr{B}(\alpha)}{2 m_{2} \pi} F^{\prime}(\alpha) . \tag{3.4}
\end{equation*}
$$

It is clear now that the arguments following (2.13) carry through and that we obtain (2.19) with $m_{1}, M_{1}$, and $K_{1}$ replaced by $m_{2}, M_{2}$, and $K_{2}$, respectively, provided either that $\Omega$ is bounded or that the appropriate behavior at infinity is assumed.

In [3] decay estimates for other norms of the solution have been given. Similar estimates are obtainable for solutions of the problems considered in this paper.

As has been pointed out in the Introduction, for the case of the minimal surface equation we have $m_{2}=M_{2}=K_{2}=1$, in which case the bound for the decay rate is given according to (2.19) as $\exp \left\{-2 \pi \gamma^{-1} \int_{\alpha_{0}}^{\alpha} d \eta / l(\eta)\right\}$, which for a wedge and for a semiinfinite strip agrees with the optimal decay rate for harmonic functions. (We choose $f=|\mathbf{x}|, \gamma=1$ for a wedge; $f=x_{1}, \gamma=1$ for a semi-infinite strip.)
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#### Abstract

In this paper St. Venant type results are derived for the flow of viscous fluid in a pipe of arbitrary cross section. In the spirit of earlier work of Horgan and Wheeler [SIAM J. Appl. Math., 35 (1978), pp. 97-116], the decay to fully developed flow as a function of distance from the entry section is investigated. Here, it is not assumed that the flow is fully developed at the exit section. Weighted energy inequalities are derived that lead to estimates for the "energy" associated with the velocity field represented by the difference between the entrance flow and the fully developed flow in a portion of the pipe near the exit section. The analysis is based on a variety of differential inequality techniques and Payne's investigation of uniqueness criteria for steady-state solutions of the Navier-Stokes equations [Simpos. Internaz. Appl. Fis. Mat., 1965, pp. 130-153].
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1. Introduction. Consider the problem of steady flow of a viscous fluid in a pipe of arbitrary smooth cross section. The flow is governed by the Navier-Stokes equations together with the assumption of adherence at the pipe boundary. If the Reynolds number is sufficiently small we expect that, irrespective of the entrance velocity profile, the flow will approach the fully developed flow near the pipe exit if the pipe is sufficiently long. In a recent paper of Horgan and Wheeler [7] the goal of the authors was to show that under certain assumptions this decay to fully developed flow (in the appropriate measure) was exponential. Their results were based on differential inequality techniques developed by Knowles [8] and Toupin [17] in their investigations of St. Venant's Principle in classical elasticity theory (see also Horgan and Knowles [5]).

In the present paper we again address this flow problem with an analysis that has many features in common with that used by Horgan and Wheeler and thus relies heavily on differential inequality techniques. However, our formulation of the problem and methodology differ somewhat from theirs with the consequence that we have obtained slightly better, more explicit estimates for a weighted energy integral associated with the flow.

One of the assumptions that Horgan and Wheeler made in their work was that the entrance flow had already evolved completely into the fully developed flow at the exit end of the pipe and thus that the tangential components of the velocity in the outlet cross section were both zero. This is a somewhat unrealistic assumption since we cannot expect complete evolution in a pipe of finite length. In this paper we relax that assumption, supposing instead that the tangential velocities and their derivatives in the exit section are small. Our assumption has the effect of making the problem considerably more complicated, and we find it convenient to compare the entrance flow to the fully developed flow indirectly through the introduction of a linearized Stokes flow that enters the pipe with a velocity field equivalent to the fully developed one. Such an approach has necessitated the introduction of some additional restrictions on the boundary data for us to obtain our estimates.

[^55]Our main result is an explicit inequality that gives an indication of the spatial development of the entrance flow as it moves through the pipe. If the data and $\nu$ are suitably restricted, the inequality we derive establishes a decay estimate for a weighted functional defined on the difference between the entrance velocity field and the Stokes flow. Combining this result with estimates on this functional defined on the difference between the Stokes and fully developed flows, we obtain the desired inequality comparing the entrance and fully developed velocity fields. In fact we show that a certain weighted energy functional of this difference is bounded by the sum of two terms-one a decaying exponential and the other a function of difference in exit data.

In the course of our analysis, it becomes necessary for us to find bounds for the energy of the corresponding linearized Stokes problem. The arguments we used to accomplish this are patterned after those used by Payne [11] in his investigation of uniqueness criteria for steady state solutions of the Navier-Stokes equations. As we will see, our estimates are explicit in the sense that they depend only on $\nu$, the boundary data, and the geometry of the domain.

It should be pointed out that questions related to those discussed in this paper have also been considered by Amick [1], [2], Yosifian [19], [20], and Oleinik [10]. In these latter papers the authors have considered domains with boundaries extending to infinity, concentrating primarily on questions of existence, uniqueness, and regularity. Yosifian [19] has established an energy decay result for the Stokes system (which is of precisely the same form as the equations of incompressible linear elasticity), and Amick [2] has established exponential energy decay rates, but for general cross sections these were not explicitly expressed in terms of the data and geometry.

In the next section, we will formulate the boundary value problem that serves as the basis for our analysis. Section 3 is devoted to a summary of the inequalities and auxiliary results that we will utilize to generate our estimates. We then compare the entrance flow to a Stokes flow whose boundary data on the inlet cross section coincide with that of the fully developed flow. Our main differential inequality is established in $\S 4$ and bounds for the Stokes flow are derived in $\S \S 5$ and 6 . Comparison of the entrance and fully developed flows and a discussion of our results, in particular the criteria that ensure decay, are the subjects of § 7. In this section, we also obtain an upper bound for the maximum speed of the fully developed flow in terms of the prescribed net inflow and the domain geometry by taking advantage of results for the analogous Saint-Venant torsion problem. The section also contains some remarks about the constants appearing in our estimates. Finally, part of $\S 7$ is devoted to a brief description of how bounds for the total weighted energy in terms of data and geometry can be derived. We note that because of the tedious nature of the analysis used in this problem, we have relegated some of the details to three appendices.
2. Formulation of problem. In this section we formulate the boundary value problem that provides the framework for our investigation of the flow development of an incompressible viscous fluid in a pipe. Much of our notation coincides with that used by Horgan and Wheeler [7]. We let $R$ denote the interior of a three-dimensional cylindrical pipe of length $l$ and $\partial R$ its boundary. A plane cross section of the pipe with Cartesian coordinates ( $x_{1}, x_{2}, z$ ), $z \in[0, l]$ fixed, will be denoted by $S_{z}$ and its boundary by $\partial S_{z}$. In particular, $S_{0}$ represents the inlet cross section and $S_{l}$ the outlet cross section of the pipe.

The velocity field $u_{i}\left(x_{1}, x_{2}, x_{3}\right)(i=1,2,3)$ and the pressure $p\left(x_{1}, x_{2}, x_{3}\right)$ of the fluid are assumed to be classical solutions of the following boundary value problem:

$$
\begin{equation*}
\nu \Delta u_{i}=p_{, i}+u_{j} u_{i, j} \quad \text { in } R, \tag{2.1}
\end{equation*}
$$

$$
\begin{align*}
& u_{i, i}=0 \quad \text { in } R,  \tag{2.2}\\
& u_{i}=0 \quad \text { on } \partial R \backslash\left(S_{0} \cup S_{l}\right),  \tag{2.3}\\
& u_{i}=f_{i}\left(x_{1}, x_{2}\right) \quad \text { on } S_{0},  \tag{2.4}\\
& u_{i}=g_{i}\left(x_{1}, x_{2}\right) \quad \text { on } S_{l} . \tag{2.5}
\end{align*}
$$

Here $\Delta$ denotes the Laplace operator and $\nu$ is the constant kinematic viscosity. The prescribed entrance profile $f_{i}\left(x_{1}, x_{2}\right)$ and exit velocity $g_{i}\left(x_{1}, x_{2}\right)$ are assumed to be zero on $\partial S_{0}$ and $\partial S_{l}$, respectively. The vector field $v_{i}\left(x_{1}, x_{2}, x_{3}\right)$ is the solution of the Stokes problem

$$
\begin{align*}
& \nu \Delta v_{i}=q_{, i} \text { in } R,  \tag{2.6}\\
& v_{i, i}=0 \quad \text { in } R,  \tag{2.7}\\
& v_{i}=0 \quad \text { on } \partial R \backslash\left(S_{0} \cup S_{l}\right),  \tag{2.8}\\
& v_{i}=V \delta_{3 i} \text { on } S_{0},  \tag{2.9}\\
& v_{i}=u_{i} \text { on } S_{l} . \tag{2.10}
\end{align*}
$$

Here $\left(0,0, V\left(x_{1}, x_{2}\right)\right)$ represents the fully developed velocity field corresponding to the net inflow

$$
\begin{equation*}
\int_{S_{0}} f_{3} d x=Q \tag{2.11}
\end{equation*}
$$

and can thus be characterized as the solution of the boundary value problem

$$
\begin{align*}
& \nu V_{, \alpha \alpha}=\tilde{p}_{, 3} \text { in } S_{z},  \tag{2.12}\\
& V=0 \text { on } \partial S_{z},  \tag{2.13}\\
& \int_{S_{z}} V d x=Q . \tag{2.14}
\end{align*}
$$

The gradient of the pressure $\tilde{p}$ in (2.12) has the form $\tilde{p}_{, i}=-P \delta_{3 i}$ where $P$ is a positive constant.

If the velocity vector $g_{i}\left(x_{1}, x_{2}\right)$ at the exit end of the pipe is close to that of fully developed flow then the data $g_{i}-V \delta_{3 i}$ may be expected to be small as elements of $W_{2}^{1}\left(S_{l}\right)$. We shall have more to say about this later.

In the previous equations as well as the subsequent analysis, we adopt the summation convention and denote differentiation by a comma. Latin subscripts will range from 1-3 while Greek subscripts will range only from 1-2.

Recall that our goal is to compare the entrance flow $u_{i}$ to the fully developed flow $V$. To do so we introduce a Stokes flow $v_{i}$ that coincides with $V$ on the inlet cross section of the pipe and with $u_{i}$ on the outlet section. We shall first compare $u_{i}$ and $v_{i}$ and then $v_{i}$ and $V \delta_{3 i}$. These separate comparisons will lead to estimates for the energy of the difference between the entrance and fully developed flows. As mentioned in the Introduction, our reason for taking this approach rather than comparing $u_{i}$ and $V \delta_{3 i}$ directly as Horgan and Wheeler did, is motivated by the fact that we do not expect the entrance velocity field to evolve completely into the fully developed field in a pipe of finite length. The present approach allows us to avoid making the assumption that $u_{\alpha}=0$ and $u_{3}=V$ on $S_{l}$.

To relate the solution $u_{i}$ of (2.1)-(2.5) to the solution $v_{i}$ of (2.6)-(2.10), we define $w_{i}=u_{i}-v_{i}$ and $s=p-q$. Then the boundary value problem governing the difference fields is

$$
\begin{align*}
& \nu \Delta w_{i}=s_{, i}+\left(w_{j}+v_{j}\right)\left(w_{i, j}+v_{i, j}\right) \text { in } R,  \tag{2.15}\\
& w_{i, i}=0 \text { in } R,  \tag{2.16}\\
& w_{i}=0 \quad \text { on } \partial R \backslash S_{0},  \tag{2.17}\\
& w_{i}=f_{i}-V \delta_{3 i} \text { on } S_{0} . \tag{2.18}
\end{align*}
$$

In view of (2.11) and (2.14), we have $\int_{S_{0}} w_{3} d x=0$. From this fact as well as equations (2.16)-(2.18) and the divergence theorem, we readily obtain the condition of zero net axial flow, i.e.,

$$
\begin{equation*}
\int_{S_{z}} w_{3} d x=0 \quad \text { for } 0 \leqq z \leqq l . \tag{2.19}
\end{equation*}
$$

As pointed out in [7], an analogy between this condition and one that arises in Saint-Venant's Principle of elasticity theory can be made.
3. Auxiliary results. To establish the main estimate of this paper, we have relied on a number of standard inequalities that we summarize in this section.

Let $S$ be a plane domain with boundary $\partial S$. If $w=0$ on $\partial S$, then we have the Poincaré inequality

$$
\begin{equation*}
\lambda_{1} \int_{S} w^{2} d x \leqq \int_{S} w_{, \alpha} w_{, \alpha} d x \tag{3.1}
\end{equation*}
$$

where $\lambda_{1}$ is the smallest positive eigenvalue of

$$
\Delta \varphi+\lambda \varphi=0 \quad \text { in } S, \quad \varphi=0 \quad \text { on } \partial S .
$$

If, however, $w=0$ on $\partial S$ and $\int_{S} w d x=0$, then

$$
\begin{equation*}
\lambda_{2} \int_{S} w^{2} d x \leqq \int_{S} w_{, \alpha} w_{, \alpha} d x \tag{3.2}
\end{equation*}
$$

where $\lambda_{2}$ is the smallest positive eigenvalue of the problem

$$
\begin{gathered}
\Delta \varphi+\lambda \varphi=\hat{k} \text { in } S, \quad \varphi=0 \text { on } \partial S, \\
\int_{S} \varphi d x=0
\end{gathered}
$$

for a constant $\hat{k}$. It is easily seen that $\lambda_{1} \leqq \lambda_{2}$. In fact, as indicated in $\S 5$, a sharper lower bound for $\lambda_{2}$ can be found.

In addition to inequalities (3.1) and (3.2), we will make use of the following two Sobolev inequalities that hold for any sufficiently smooth function $w$ with compact support in either $\mathbb{R}^{2}$ or $\mathbb{R}^{3}$ :

$$
\begin{align*}
& \text { (i) } \iint_{-\infty}^{\infty} w^{4} d x \leqq \frac{1}{2}\left(\iint_{-\infty}^{\infty} w^{2} d x\right)\left(\iint_{-\infty}^{\infty} w_{, \alpha} w_{, \alpha} d x\right) \text {, }  \tag{3.3}\\
& \text { (ii) } \iiint_{-\infty}^{\infty} w^{6} d x \leqq \Omega\left(\iiint_{-\infty}^{\infty} w_{, j} w_{, j} d x\right)^{3} . \tag{3.4}
\end{align*}
$$

In a number of papers [9], [16], the best constant in (3.4) has been computed to have the value $\Omega=(1 / 27)(2 / \pi)^{4}$.

An important result that will be needed in deriving our estimates is contained in the following theorem that is given in Babuška and Aziz [3] under less stringent smoothness hypotheses.

Theorem A. Let $S$ be a plane Lipschitz domain and let $w$ be a function that is continuously differentiable on $\bar{S}$ and satisfies $\int_{S} w d x=0$. Then there exists a vector function $\psi_{\alpha}$ such that

$$
\begin{equation*}
\psi_{\alpha, \alpha}=w \quad \text { in } S, \quad \psi_{\alpha}=0 \quad \text { on } \partial S \tag{3.5}
\end{equation*}
$$

and a positive constant $C$ depending only on the geometry of $S$ such that

$$
\begin{equation*}
\int_{S} \psi_{\alpha, \beta} \psi_{\alpha, \beta} d x \leqq C \int_{S}\left(\psi_{\alpha, \alpha}\right)^{2} d x \tag{3.6}
\end{equation*}
$$

This theorem asserts the existence of such a function $\psi_{\alpha}$, which clearly is not unique. In fact, in our applications we will not be interested in the function $\psi_{\alpha}$ itself (we require only the existence of such a function) but rather in the constant $C$. More specifically, for a given domain $S$ we would like to find the smallest possible value of $C$ or, barring this, a close upper bound for this optimal $C$. Since the optimal $C$ does not depend on the size of $S$ but only on its shape (it can be thought of as a dimensionless eigenvalue defined by (3.6)), it can easily be seen that the optimal constant for a circle of arbitrary radius is $C=1$. In [6] it has been shown how this optimal constant is related to an optimal Korn's constant and to an optimal Friedrich's constant. In this latter paper an explicit upper bound for the optimal $C$ for a star-shaped region is given. Not only will inequality (3.6) be useful in establishing the final estimate but this result will enable us to eliminate the pressure difference $s$ via the introduction of an auxiliary function $\psi_{\alpha}$, the existence of which is ensured by the theorem since $w_{3}$ satisfies its hypotheses.
4. Comparison of $\boldsymbol{u}_{i}$ and $\boldsymbol{v}_{i}$. We will divide our analysis into two parts. In the first part, we derive a first-order inequality for a weighted energy integral that is defined for solutions of (2.15)-(2.18). Integration of this inequality results in the desired estimates. In the course of this derivation, we shall need some inequalities for the energy associated with the linearized Stokes problem that corresponds to (2.15)-(2.18). Section 5 will be devoted to establishing these inequalities.

We define a weighted energy integral by

$$
\begin{equation*}
\Phi(z)=\frac{1}{3} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{i, j} w_{i, j} d x d \xi \tag{4.1}
\end{equation*}
$$

for solutions $w_{i}$ of the problem (2.15)-(2.18). In this section, we show that $\Phi(z)$ satisfies a first-order differential inequality of the form

$$
\begin{equation*}
K \frac{d \Phi}{d z}+M \Phi \leqq M_{2} l^{3} Q_{0} \tag{4.2}
\end{equation*}
$$

where $K, M$, and $M_{2}$ are positive constants and $Q_{0}$ is a data term. Integration of this inequality with the appropriate data assumptions leads to a result of the form

$$
\begin{equation*}
\Phi(z) \leqq \Phi(0) e^{-\kappa_{1} z}+\kappa_{2} l^{3} Q_{0}\left(1-e^{-\kappa_{1} z}\right) \tag{4.3}
\end{equation*}
$$

for $0 \leqq z \leqq l$. Here $\kappa_{1}=M / K$ and $\kappa_{2}=M_{2} / M$.

To obtain (4.2), we first observe that the function $\Phi(z)$ can be rewritten after an integration by parts and substitution of the differential equations for $w_{i}$ as

$$
\begin{align*}
\Phi(z)=-\int_{z}^{l} & \int_{S_{\xi}}(\xi-z)^{2} w_{i} w_{i, 3} d x d \xi+\frac{1}{\nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3} s d x d \xi \\
& +\frac{1}{2 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{i} w_{i} v_{3} d x d \xi  \tag{4.4}\\
& \quad-\frac{1}{3 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{i}\left[w_{j} w_{i, j}+\left(w_{j}+v_{j}\right) v_{i, j}\right] d x d \xi .
\end{align*}
$$

From the definition of $\Phi(z)$ in (4.1), we also have

$$
\begin{equation*}
\frac{d \Phi}{d z}=-\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{i, j} w_{i, j} d x d \xi \tag{4.5}
\end{equation*}
$$

To derive the desired differential inequality, we need to eliminate the pressure term $s$ from the expression (4.4) for $\Phi(z)$. This can be accomplished with the aid of Theorem A from § 3. We thus introduce the vector function $\psi_{\alpha}$ that satisfies

$$
\begin{align*}
& \psi_{\alpha, \alpha}=w_{3} \quad \text { in } S_{z},  \tag{4.6}\\
& \psi_{\alpha}=0 \quad \text { on } \partial S_{z} \tag{4.7}
\end{align*}
$$

for $z \in[0, l]$. The existence of such a function is guaranteed by Theorem A since $\int_{s_{z}} w_{3} d x=0$ for $0 \leqq z \leqq l$. If we now multiply the first two of equations (2.14) by $(\xi-z)^{2} \psi_{\alpha}$ and integrate over the domain, we obtain (following Horgan and Wheeler [7])

$$
\begin{align*}
\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} s w_{3} d x d \xi  \tag{4.8}\\
\quad=\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2}\left[\psi_{\alpha}\left(w_{j}+v_{j}\right)\left(w_{\alpha, j}+v_{\alpha, j}\right)+\nu \psi_{\alpha, j} w_{\alpha, j}-\nu\left(\psi_{\alpha} w_{\alpha, 3}\right)_{, 3}\right] d x d \xi
\end{align*}
$$

Substitution of this expression into (4.4) leads to
$\Phi(z)=-\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{i} w_{i, 3} d x d \xi-\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2}\left(\psi_{\alpha} w_{\alpha, 3}\right)_{, 3} d x d \xi$ $+\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha, j} w_{\alpha, j} d x d \xi+\frac{1}{\nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha}\left(w_{j}+v_{j}\right)\left(w_{\alpha, j}+v_{\alpha, j}\right) d x d \xi$ $+\frac{1}{2 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{i} w_{i} v_{3} d x d \xi-\frac{1}{3 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{i}\left(w_{j}+v_{j}\right) v_{i, j} d x d \xi$ $-\frac{1}{3 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{i} w_{j} w_{i, j} d x d \xi$.

We have thus written $\Phi(z)$ as the sum of eleven integrals $\Phi_{k}$ each of which we must now bound in terms of $\Phi$ and $d \Phi / d z$. We indicate here how this can be done for four representative $\Phi_{k}$; the remaining seven integrals are treated in Appendix I. We note that all but $\Phi_{9}$ and $\Phi_{10}$ can be bounded in terms of $d \Phi / d z$ alone. As we shall see, the bounds on $\Phi_{9}$ and $\Phi_{10}$ will generate a decay criterion.

Consider first

$$
\begin{aligned}
\Phi_{3} & =\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha, j} w_{\alpha, j} d x d \xi \\
& =\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha, \beta} w_{\alpha, \beta} d x d \xi+\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha, 3} w_{\alpha, 3} d x d \xi
\end{aligned}
$$

Using Schwarz's inequality and inequalities (3.1), (3.2) and (3.6), we have

$$
\begin{align*}
\Phi_{3} \leqq\left(\frac{C}{\lambda_{2}}\right)^{1 / 2} & \left(\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3, \beta} w_{3, \beta} d x d \xi\right)^{1 / 2}\left(\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{\alpha, \beta} w_{\alpha, \beta} d x d \xi\right)^{1 / 2}  \tag{4.10}\\
& +\left(\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{\alpha, 3} w_{\alpha, 3} d x d \xi\right)^{1 / 2}\left(\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha, 3} \psi_{\alpha, 3} d x d \xi\right)^{1 / 2}
\end{align*}
$$

Since $\psi_{\alpha}=0$ on $\partial S_{z}$, we have $\psi_{\alpha, 3}=0$ on $\partial S_{z}$ and thus

$$
\begin{aligned}
\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha, 3} \psi_{\alpha, 3} d x d \xi & \leqq \frac{1}{\lambda_{1}} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha, \beta 3} \psi_{\alpha, \beta 3} d x d \xi \\
& \leqq \frac{C}{\lambda_{1}} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2}\left(\psi_{\alpha, \alpha 3}\right)^{2} d x d \xi \\
& =\frac{C}{\lambda_{1}} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3,3}^{2} d x d \xi
\end{aligned}
$$

after application of inequalities (3.1) and (3.6). From the arithmetic-geometric mean inequality, we then obtain the bound

$$
\begin{equation*}
\Phi_{3} \leqq-\frac{1}{2} \sqrt{\frac{C}{\lambda_{1}}} \frac{d \Phi}{d z} \tag{4.11}
\end{equation*}
$$

To bound $\Phi_{5}=1 / \nu \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha} v_{j} w_{\alpha, j} d x d \xi$, we first rewrite the integral as

$$
\Phi_{5}=\frac{1}{\nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha} w_{\alpha, 3} V d x d \xi+\frac{1}{\nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha} w_{\alpha, j} \zeta_{j} d x d \xi=I_{1}+I_{2}
$$

where $\zeta_{j}=v_{j}-V \delta_{3 j}$. The first integral is bounded by applying the Schwarz and Poincaré inequalities. We have

$$
I_{1} \leqq \frac{v_{s}}{\nu \sqrt{\lambda_{1}}}\left(\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{\alpha, 3} w_{\alpha, 3} d x d \xi\right)^{1 / 2}\left(\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha, \beta} \psi_{\alpha, \beta} d x d \xi\right)^{1 / 2}
$$

where $v_{s}=\max _{S_{2}}\left|V\left(x_{1}, x_{2}\right)\right|$. It then follows from (3.6), (3.2), and the arithmeticgeometric mean inequality that

$$
\begin{equation*}
I_{1} \leqq-\frac{v_{s}}{2 \nu} \sqrt{\frac{C}{\lambda_{1} \lambda_{2}}} \frac{d \Phi}{d z} . \tag{4.12}
\end{equation*}
$$

A bound for $I_{2}$ is established through the use of Schwarz's inequality and the inequalities (3.1)-(3.3) as well as (3.6). We obtain

$$
\begin{aligned}
I_{2} \leqq \frac{1}{2 \nu} & \sqrt{\frac{C}{\lambda_{2}}}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4} \\
\cdot & {\left[\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3, \beta} w_{3, \beta} d x d \xi+\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{\alpha, j} w_{\alpha, j} d x d \xi\right] . }
\end{aligned}
$$

Consequently, we conclude that

$$
\begin{equation*}
\Phi_{5} \leqq-\frac{v_{s}}{2 \nu} \sqrt{\frac{C}{\lambda_{1} \lambda_{2}}} \frac{d \Phi}{d z}-\frac{1}{2 \nu} \sqrt{\frac{C}{\lambda_{2}}}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4} \frac{d \Phi}{d z} . \tag{4.13}
\end{equation*}
$$

Consider now

$$
\Phi_{9}=-\frac{1}{3 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{3} w_{\alpha} V_{, \alpha} d x d \xi-\frac{1}{3 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{i} w_{j} \zeta_{i, j} d x d \xi=J_{1}+J_{2}
$$

with $\zeta_{i}$ defined as before. Integration of the first integral leads to

$$
J_{1}=\frac{1}{3 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{\alpha} w_{3, \alpha} V d x d \xi+\frac{1}{2 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3}^{2} V d x d \xi .
$$

From Schwarz's inequality, (3.1), (3.2), and the arithmetic-geometric mean inequality, we obtain the bound

$$
\begin{aligned}
& J_{1} \leqq \frac{1}{3}\left(\frac{v_{s}}{2 \nu \sqrt{\lambda_{1}}}\right)\left[\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{3, \alpha} w_{3, \alpha} d x d \xi+\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{\alpha, \beta} w_{\alpha, \beta} d x d \xi\right] \\
& \quad+\frac{v_{s}}{2 \nu \lambda_{2}} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3, \beta} w_{3, \beta} d x d \xi .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
J_{1} \leqq \frac{v_{s}}{2 \nu \sqrt{\lambda_{1}}} \Phi-\frac{v_{s}}{2 \nu \lambda_{2}} \frac{d \Phi}{d z} . \tag{4.14}
\end{equation*}
$$

Turning to $J_{2}$, we observe that it may be rewritten as

$$
J_{2}=\frac{1}{3 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{i, j} w_{j} \zeta_{i} d x d \xi+\frac{1}{\nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{i} w_{3} \zeta_{i} d x d \xi
$$

It then follows by applying Schwarz's inequality, (3.1)-(3.3), and the arithmeticgeometric mean inequality in the proper sequence that

$$
\begin{aligned}
& J_{2} \leqq \frac{1}{3 \nu}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{i, j} w_{i, j} d x d \xi \\
&+ \frac{1}{2 \nu \sqrt{\lambda_{2}}}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4} \\
& \cdot {\left[\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{i, \beta} w_{i, \beta} d x d \xi+\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3, \beta} w_{3, \beta} d x d \xi\right] . }
\end{aligned}
$$

Hence, we see that

$$
\begin{equation*}
J_{2} \leqq \frac{1}{\nu}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4} \Phi-\frac{1}{\nu \sqrt{\lambda_{2}}}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4} \frac{d \Phi}{d z} . \tag{4.15}
\end{equation*}
$$

Combining (4.14) and (4.15), we have a bound for $\Phi_{9}$ in terms of $\Phi$ and $d \Phi / d z$. Finally let us consider $\Phi_{10}$, which we rewrite as the sum of three integrals:

$$
\begin{aligned}
\Phi_{10}= & -\frac{1}{3 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{i} \zeta_{i} \zeta_{i, j} d x d \xi-\frac{1}{3 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{i} \zeta_{i, 3} V d x d \xi \\
& \quad-\frac{1}{3 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{3} \zeta_{\alpha} V_{, \alpha} d x d \xi \\
= & K_{1}+K_{2}+K_{3} .
\end{aligned}
$$

We see that

$$
\begin{gathered}
K_{1}+K_{2} \leqq \frac{1}{3 \nu} \int_{z}^{l}(\xi-z)^{3}\left(\int_{S_{\xi}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4}\left(\int_{S_{\xi}}\left(w_{i} w_{i}\right)^{2} d x\right)^{1 / 4}\left(\int_{S_{\xi}} \zeta_{i, j} \zeta_{i, j} d x\right)^{1 / 2} d \xi \\
+\frac{v_{s}}{3 \nu} \int_{z}^{l}(\xi-z)^{3}\left(\int_{S_{\xi}} w_{i} w_{i} d x\right)^{1 / 2}\left(\int_{S_{\xi}} \zeta_{i, 3} \zeta_{i, 3} d x\right)^{1 / 2} d \xi
\end{gathered}
$$

from which, after applying the appropriate inequalities, it follows that
$K_{1}+K_{2} \leqq \frac{1}{3 \nu} \frac{1}{2}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4}$

$$
\begin{align*}
& \cdot\left[a_{1} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{i, \beta} w_{i, \beta} d x d \xi+\frac{1}{a_{1}} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} \zeta_{i, j} \zeta_{i, j} d x d \xi\right]  \tag{4.16}\\
& +\frac{1}{3} \frac{v_{s}}{2 \nu \sqrt{\lambda_{1}}}\left[a_{2} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{i, \beta} w_{i, \beta} d x d \xi+\frac{1}{a_{2}} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} \zeta_{i, 3} \zeta_{i, 3} d x d \xi\right]
\end{align*}
$$

where $a_{1}$ and $a_{2}$ are arbitrary positive constants. We now observe that integration, the fact that $\int_{S_{z}} \zeta_{3} d x=0$, and the divergence free condition allow us to express $K_{3}$ as

$$
\begin{aligned}
& K_{3}= \frac{1}{3 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{3, j} \zeta_{j} V d x d \xi+\frac{1}{\nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{3} \zeta_{3} V d x d \xi \\
& \leqq \frac{1}{3} \frac{v_{s}}{2 \nu \sqrt{\lambda_{1}}}\left[a_{2} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{3, j} w_{3, j} d x d \xi+\frac{1}{a_{2}} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} \zeta_{j, \beta} \zeta_{j, \beta} d x d \xi\right] \\
&+\frac{v_{s}}{2 \nu \lambda_{2}}\left[\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3, \beta} w_{3, \beta} d x d \xi+\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \zeta_{3, \beta} \zeta_{3, \beta} d x d \xi\right] .
\end{aligned}
$$

From (4.16) and (4.17), we thus conclude that

$$
\Phi_{10} \leqq\left\{\frac{a_{1}}{2 \nu}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4}+\frac{a_{2} v_{s}}{\nu \sqrt{\lambda_{1}}}\right\} \Phi
$$

$$
\begin{align*}
& +\frac{v_{s}}{2 \nu \lambda_{2}}\left[-\frac{d \Phi}{d z}+\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \zeta_{i, j} \zeta_{i, j} d x d \xi\right]  \tag{4.18}\\
& +\left\{\frac{1}{6 \nu a_{1}}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4}+\frac{v_{s}}{3 \nu a_{2} \sqrt{\lambda_{1}}}\right\} \\
& \cdot \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} \zeta_{i, j} \zeta_{i, j} d x d \xi .
\end{align*}
$$

In Appendix I, we derive the following inequalities:

$$
\begin{align*}
& \Phi_{1} \leqq \frac{-1}{2 \sqrt{\lambda_{1}}} \frac{d \Phi}{d z}  \tag{4.19}\\
& \Phi_{2} \leqq-2 \sqrt{\frac{C}{\lambda_{1}}} \frac{d \Phi}{d z}  \tag{4.20}\\
& \Phi_{4} \leqq-\frac{2}{\nu} \sqrt{\frac{C}{\lambda_{1}}}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S_{z}}\left(w_{\alpha} w_{\alpha}\right)^{2} d x\right)^{1 / 4} \frac{d \Phi}{d z}  \tag{4.21}\\
& \Phi_{6} \leqq-\frac{\sqrt{C}}{2 \nu} \max _{z}\left(\int_{S_{z}}\left(\zeta_{\alpha} \zeta_{\alpha}\right)^{2} d x\right)^{1 / 4}\left[\frac{1}{\sqrt{\lambda_{2}}}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4}+\frac{5}{\sqrt{\lambda_{1}}}\left(\frac{1}{2 \lambda_{2}}\right)^{1 / 4}\right] \frac{d \Phi}{d z}, \tag{4.22}
\end{align*}
$$

$$
\begin{align*}
\Phi_{7} \leqq \frac{1}{2 \nu} \sqrt{\frac{C}{\lambda_{2}}}\left\{\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4}+\frac{v_{s}}{\sqrt{\lambda_{1}}}\right\} \\
\cdot\left[-\frac{d \Phi}{d z}+\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \zeta_{i, j} \zeta_{i, j} d x d \xi\right],  \tag{4.23}\\
\Phi_{8} \leqq-\frac{1}{2 \nu}\left[\frac{1}{2 \sqrt{\lambda_{1}}} \max \left(\int_{S_{z}} \zeta_{3}^{2} d x\right)^{1 / 2}+\frac{v_{s}}{\lambda_{1}}\right] \frac{d \Phi}{d z}  \tag{4.24}\\
\Phi_{11} \leqq-\frac{1}{2 \nu \sqrt{2 \lambda_{1}}} \max _{z}\left(\int_{S_{z}} w_{3}^{2} d x\right)^{1 / 2} \frac{d \Phi}{d z} . \tag{4.25}
\end{align*}
$$

Combining the relevant inequalities, we obtain the result

$$
\begin{equation*}
\Phi \leqq M_{1} \Phi-K \frac{d \Phi}{d z}+N \tag{4.26}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{1}=\frac{v_{s}}{2 \nu \sqrt{\lambda_{1}}}\left(1+2 a_{2}\right)+\frac{1}{\nu}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4}\left(1+\frac{a_{1}}{2}\right) \tag{4.27}
\end{equation*}
$$

$$
N=\left\{\frac{1}{6 \nu a_{1}}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4}+\frac{v_{s}}{3 \nu a_{2} \sqrt{\lambda_{1}}}\right\} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} \zeta_{i, j} \zeta_{i, j} d x d \xi
$$

$$
\begin{align*}
& +\left\{\frac{v_{s}}{2 \nu \lambda_{2}}+\frac{1}{2 \nu} \frac{\sqrt{C}}{\sqrt{\lambda_{2}}}\left[\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4}+\frac{v_{s}}{\sqrt{\lambda_{1}}}\right]\right\}  \tag{4.28}\\
& \cdot \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \zeta_{i, j} \zeta_{i, j} d x d \xi
\end{align*}
$$

and

$$
\begin{align*}
K=\frac{1}{2 \sqrt{\lambda_{1}}} & (1+5 \sqrt{C})+\frac{v_{s}}{\nu}\left(\sqrt{\frac{C}{\lambda_{1} \lambda_{2}}}+\frac{1}{\lambda_{2}}+\frac{1}{2 \lambda_{1}}\right) \\
& +\frac{1}{2 \nu \sqrt{2 \lambda_{1}}}\left[\max _{z}\left(\int_{S_{z}} w_{3}^{2} d x\right)^{1 / 2}+\max _{z}\left(\int_{S_{z}} \zeta_{3}^{2} d x\right)^{1 / 2}\right] \\
& +\frac{2}{\nu} \sqrt{\frac{C}{\lambda_{2}}}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S_{z}}\left(w_{\alpha} w_{\alpha}\right)^{2} d x\right)^{1 / 4}  \tag{4.29}\\
& +\frac{\sqrt{C}}{2 \nu}\left[\frac{1}{\sqrt{\lambda_{2}}}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4}+\frac{5}{\sqrt{\lambda_{1}}}\left(\frac{1}{2 \lambda_{2}}\right)^{1 / 4}\right] \max _{z}\left(\int_{S_{z}}\left(\zeta_{\alpha} \zeta_{\alpha}\right)^{2} d x\right)^{1 / 4} \\
& +\frac{1}{\nu \sqrt{\lambda_{2}}}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4}\left(1+\frac{3}{2} \sqrt{C}\right) \max _{z}\left(\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4} .
\end{align*}
$$

We thus have the inequality

$$
K \frac{d \Phi}{d z}+\left(1-M_{1}\right) \Phi \leqq N
$$

To ensure decay, we require

$$
\begin{equation*}
M \equiv 1-M_{1}>0 . \tag{4.30}
\end{equation*}
$$

This condition yields a restriction on the flow. We shall subsequently require a somewhat stronger hypothesis if decay is to occur. We shall consider these restrictions more thoroughly in § 7.
5. Bounds in the Stokes flow problem. The definitions of the constants $M_{1}$ and $K$ involve the quantities $\max _{z}\left(\int_{S_{z}} w_{3}^{2} d x\right)^{1 / 2}, \max _{z}\left(\int_{S_{z}}\left(w_{\alpha} w_{\alpha}\right)^{2} d x\right)^{1 / 4}, \max _{z}\left(\int_{S_{z}} \zeta_{3}^{2} d x\right)^{1 / 2}$, and $\max _{z}\left(\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4}$. In addition, we see that $N$ is expressed in terms of the integrals $\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{n} \zeta_{i, j} \zeta_{i, j} d x d \xi(n=2,3)$. Since we would like our estimate to depend only on the parameter $\nu$, the boundary data, and the geometry of the domain, we need to obtain bounds for the aforementioned expressions in terms of these quantities. The task of obtaining such estimates ultimately reduces to one of deriving bounds in terms of the geometry and the data for the linearized Stokes problem. This section will be devoted to finding these bounds. We note that our analysis is modeled on that used by Payne [11] in his investigation of uniqueness criteria for steady state solutions of the Navier-Stokes equations. In § 6 we shall address the problem of deriving bounds for the energy associated with the velocity field $\zeta_{i}=v_{i}-V \delta_{3 i}$.
5.1. Estimates for $\mathscr{L}_{2}$ and energy integrals. We first observe that since $\boldsymbol{w}_{i, i}=0$,

$$
\begin{aligned}
\int_{S_{z}} w_{3}^{2} d x & =-2 \int_{z}^{l} \int_{S_{\xi}} w_{3} w_{3,3} d x d \xi \\
& =-(2-a) \int_{z}^{l} \int_{S_{\xi}} w_{3} w_{3,3} d x d \xi-a \int_{z}^{l} \int_{S_{\xi}} w_{\alpha} w_{3, \alpha} d x d \xi
\end{aligned}
$$

for any constant $a$. Application of Schwarz's inequality, (3.1), (3.2), and the arithmeticgeometric mean inequality then lead for $0<a<2$ to

$$
\begin{gather*}
\int_{S_{z}} w_{3}^{2} d x \leqq \frac{a c}{2 \sqrt{\lambda_{1}}} \int_{z}^{l} \int_{S_{\xi}} w_{\alpha, \beta} w_{\alpha, \beta} d x d \xi+\frac{(2-a) b}{2 \sqrt{\lambda_{2}}} \int_{z}^{l} \int_{S_{\xi}} w_{3,3}^{2} d x d \xi  \tag{5.1}\\
+\left(\frac{2-a}{2 b \sqrt{\lambda_{2}}}+\frac{a}{2 c \sqrt{\lambda_{1}}}\right) \int_{z}^{l} \int_{S_{\xi}} w_{3, \beta} w_{3, \beta} d x d \xi
\end{gather*}
$$

where $b$ and $c$ are positive constants that we choose so that the coefficients of the three integrals in (5.1) are equal. Then,

$$
\int_{S_{z}} w_{3}^{2} d x \leqq \frac{\sqrt{\lambda_{1}(2-a)^{2}+\lambda_{2} a^{2}}}{2 \sqrt{\lambda_{1} \lambda_{2}}} \int_{z}^{l} \int_{S_{\xi}} w_{i, j} w_{i, j} d x d \xi .
$$

The optimal choice $a=2 \lambda_{1} /\left(\lambda_{1}+\lambda_{2}\right)$ leads to the result

$$
\begin{equation*}
\int_{S_{z}} w_{3}^{2} d x \leqq \frac{1}{\sqrt{\lambda_{1}+\lambda_{2}}} \int_{z}^{l} \int_{S_{\xi}} w_{i, j} w_{i, j} d x d \xi . \tag{5.2}
\end{equation*}
$$

A bound on $\max _{z}\left(\int_{S_{z}} w_{3}^{2} d x\right)^{1 / 2}$ in terms of $\int_{0}^{l} \int_{S} w_{i, j} w_{i, j} d x d z$ where $S$ is a generic cross section easily follows from (5.2).

We can also bound $\max _{z}\left(\int_{S_{z}}\left(w_{\alpha} w_{\alpha}\right)^{2} d x\right)^{1 / 4}$ in terms of $\int_{0}^{l} \int_{S} w_{i, j} w_{i, j} d x d z$ since

$$
\begin{aligned}
\int_{S_{z}}\left(w_{\alpha} w_{\alpha}\right)^{2} d x & =-4 \int_{z}^{l} \int_{S_{\xi}} w_{\alpha} w_{\alpha, 3} w_{\beta} w_{\beta} d x d \xi \\
& \leqq 4\left(\int_{z}^{l} \int_{S_{\xi}} w_{\alpha, 3} w_{\alpha, 3} d x d \xi\right)^{1 / 2}\left(\int_{z}^{l} \int_{S_{\xi}}\left(w_{\alpha} w_{\alpha}\right)^{3} d x d \xi\right)^{1 / 2}
\end{aligned}
$$

by Schwarz's inequality. Applying the Sobolev inequality (3.4), ${ }^{1}$ we obtain

$$
\begin{equation*}
\int_{S_{z}}\left(w_{\alpha} w_{\alpha}\right)^{2} d x \leqq 8 \Omega^{1 / 2}\left(\int_{0}^{l} \int_{S_{\xi}} w_{i, j} w_{i, j} d x d z\right)^{2} . \tag{5.3}
\end{equation*}
$$

This inequality then leads to the desired bound.
In view of these expressions, we must now obtain a bound for $\int_{0}^{l} \int_{S} w_{i, j} w_{i, j} d x d z$. To accomplish this, we introduce an auxiliary vector field $F_{i}$ that satisfies the Stokes problem

$$
\begin{align*}
& \nu \Delta F_{i}=\tilde{q}_{, i} \text { in } R=S \times[0, l], \\
& F_{i, i}=0 \text { in } R,  \tag{5.4}\\
& F_{i}=w_{i} \text { on } \partial R .
\end{align*}
$$

Our task is now twofold. We shall first compare the energy $\int_{0}^{l} \int_{S} w_{i, j} w_{i, j} d x d z$ to the energy $\int_{0}^{l} \int_{S} F_{i, j} F_{i, j} d x d z$ associated with (5.4). Second, we shall obtain a bound on the energy of the Stokes problem in terms of the geometry and boundary data (which are just the data for $w_{i}$ ). In this way, we are led to the desired bound on $\int_{0}^{l} \int_{S} w_{i, j} w_{i, j} d x d z$ in terms of its data and the geometry of the domain.

Let us begin by noting that since both $w_{i}$ and $F_{i}$ are divergence free and $w_{i}-F_{i}$ vanishes on $\partial R$, we have

$$
\begin{equation*}
\int_{0}^{l} \int_{S} w_{i, j} w_{i, j} d x d z-\int_{0}^{l} \int_{S} F_{i, j} F_{i, j} d x d z=\int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)_{, j}\left(w_{i}-F_{i}\right)_{, j} d x d z \tag{5.5}
\end{equation*}
$$

Applying the divergence theorem to the integral on the right side of (5.5), making use of the governing equations, and adding in the term $(1 / \nu) \int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)\left(w_{i}-F_{i}\right)_{, j} u_{j} d x d z$, which clearly gives no contribution, we find that

$$
I=\int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)_{, j}\left(w_{i}-F_{i}\right)_{, j} d x d z=\frac{1}{\nu} \int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)_{, j}\left(w_{j}+v_{j}\right)\left(v_{i}+F_{i}\right) d x d z
$$

Adding and subtracting the term $(1 / \nu) \int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)_{, j} v_{i} F_{j} d x d z$ and introducing $\zeta_{i}=$ $v_{i}-V \delta_{3 i}$, we obtain $I$ as the sum of nine integrals $I_{k}$,

$$
\begin{aligned}
I=\frac{1}{\nu} & \int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)_{, j}\left(w_{j}-F_{j}\right) \zeta_{i} d x d z+\frac{1}{\nu} \int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)_{, j}\left(w_{j}-F_{j}\right) V \delta_{3 i} d x d z \\
& +\frac{1}{\nu} \int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)_{, j} w_{j} F_{i} d x d z+\frac{1}{\nu} \int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)_{, j}\left(\zeta_{i} F_{j}+\zeta_{j} F_{i}\right) d x d z \\
& +\frac{1}{\nu} \int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)_{, j}\left(F_{j} V \delta_{3 i}+F_{i} V \delta_{3 j}\right) d x d z \\
& +\frac{1}{\nu} \int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)_{, j} \zeta_{i} \zeta_{j} d x d z+\frac{1}{\nu} \int_{0}^{l} \int_{S}\left(w_{3}-F_{3}\right)_{, \alpha} \zeta_{\alpha} V d x d z \\
& -\frac{1}{\nu} \int_{0}^{l} \int_{S}\left(w_{3}-F_{3}\right) \zeta_{3,3} V d x d z+\frac{1}{\nu} \int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)_{, 3} \zeta_{i} V d x d z .
\end{aligned}
$$

Each of the $I_{k}$ can be bounded in terms of $I, \int_{0}^{l} \int_{S} w_{i, j} w_{i, j} d x d z, \int_{0}^{l} \int_{S} F_{i, j} F_{i, j} d x d z$ and $\int_{0}^{l} \int_{S} \zeta_{i, j} \zeta_{i, j} d x d z$. Using these bounds and (5.5), we can obtain a bound for

[^56]$\int_{0}^{l} \int_{S} w_{i, j} w_{i, j} d x d z$. In Appendix II, we outline how the proper use of inequalities and (5.5) leads us to the inequality
\[

$$
\begin{align*}
& \left\{1-k_{1} v_{s}-k_{2} \mathscr{F}^{1 / 2}-k_{3} \mathscr{H}^{1 / 2}\right\} \int_{0}^{l} \int_{S} w_{i, j} w_{i, j} d x d z \\
& \quad \leqq\left\{1-k_{4} v_{s}-\frac{k_{2}}{2} \mathscr{F}^{1 / 2}-k_{5} \mathscr{H}^{1 / 2}\right\} \mathscr{F}+\left\{k_{6} v_{s}+k_{7} \mathscr{H}^{1 / 2}\right\} \mathscr{H} \tag{5.7}
\end{align*}
$$
\]

where

$$
\mathscr{F}=\int_{0}^{l} \int_{S} F_{i, j} F_{i, j} d x d z \quad \text { and } \quad \mathscr{H}=\int_{0}^{l} \int_{S} \zeta_{i, j} \zeta_{i, j} d x d z
$$

Here the $k_{i}$ are positive constants defined by

$$
\begin{align*}
& k_{1}=\frac{1}{2 \nu \sqrt{\lambda_{1}}}\left[\sqrt{\left(\lambda_{1}+\lambda_{2}\right) / \lambda_{2}}\left(1+\varepsilon_{1}\right)+\hat{c}\right], \\
& k_{2}=\frac{1}{\nu}\left(\frac{4}{\lambda_{1}}\right)^{1 / 4} \Omega^{1 / 8}, \quad k_{3}=k_{2}(1+\delta),  \tag{5.8}\\
& k_{4}=k_{1}-\frac{2}{\hat{c} \nu \sqrt{\lambda_{1}}}, \quad k_{5}=k_{3}-\frac{2}{\delta} k_{2}, \\
& k_{6}=\frac{1}{\varepsilon_{1} \nu \sqrt{\lambda_{1}}} \sqrt{\left(\lambda_{1}+\lambda_{2}\right) / \lambda_{2}}, \quad k_{7}=\frac{1}{2 \delta} k_{2}
\end{align*}
$$

where $0<\varepsilon_{1}<1,0<\delta \ll 1$, and $\hat{c}$ is an arbitrary positive constant. Inequality (5.7) is the desired bound on $\int_{0}^{l} \int_{S} w_{i, j} w_{i, j} d x d z$ provided

$$
\begin{equation*}
1-k_{1} v_{s}-k_{2} \mathscr{F}^{1 / 2}-k_{3} \mathscr{H}^{1 / 2}>0 \tag{5.9}
\end{equation*}
$$

As we discuss in § 7, this condition generates another restriction on the flow if energy decay is to occur.
5.2. Estimates for the Stokes flow. We now turn to the task of finding a bound for $\int_{0}^{l} \int_{S} F_{i, j} F_{i, j} d x d z$ in terms of the boundary data and geometry. Here we shall assume in order to make our results explicit that the region $R=S \times[0, l]$ is star-shaped. With a little more effort a bound for the Stokes flow energy can be found for regions that are not star-shaped (see Payne [11]), but we will not pursue this topic in the present paper.

We first observe that

$$
\begin{equation*}
\int_{R} F_{i, j} F_{i, j} d \mathscr{V}=\int_{R} F_{i, j}\left(F_{i, j}-F_{j, i}\right) d \mathscr{V}-\int_{S_{0}}\left(F_{3, \alpha} F_{\alpha}-F_{\alpha, \alpha} F_{3}\right) d x, \tag{5.10}
\end{equation*}
$$

since $F_{i}$ is divergence free and vanishes everywhere on $\partial R$ except on $S_{0}$. Consequently, to obtain the desired bound we need to estimate the first integral on the right side of (5.10). Let $y_{k}=x_{k}+d \delta_{k 3}$ where $d=\min _{\partial R \backslash S_{0} \cup S_{l}} x_{\alpha} n_{\alpha}$ and consider the identity

$$
\begin{align*}
0= & \frac{1}{\nu} \int_{R} y_{k} F_{i, k}\left(\nu \Delta F_{i}-\tilde{q}_{, i}\right) d \mathscr{V} \\
=- & \frac{1}{\nu} \int_{\partial R} \tilde{q} y_{k} F_{i, k} n_{i} d \mathscr{Y}+\int_{\partial R} y_{k} F_{i, k}\left(F_{i, j}-F_{j, i}\right) n_{j} d \mathscr{Y}  \tag{5.11}\\
& +\frac{1}{2} \int_{R} F_{i, j}\left(F_{i, j}-F_{j, i}\right) d \mathscr{V}-\frac{1}{2} \int_{\partial R} y_{k} n_{k} F_{i, j}\left(F_{i, j}-F_{j, i}\right) d \mathscr{C} .
\end{align*}
$$

Rewriting (5.11), we have

$$
\begin{align*}
\frac{1}{2} \int_{R} F_{i, j}\left(F_{i, j}-F_{j, i}\right) d \mathscr{V}=\frac{1}{\nu} & \int_{S_{0}} \tilde{q} y_{k}\left(F_{i, k} n_{i}-F_{i, i} n_{k}\right) d x \\
& -\int_{\partial R} y_{k}\left(n_{j} F_{i, k}-n_{k} F_{i, j}\right)\left(F_{i, j}-F_{j, i}\right) d \mathscr{Y}  \tag{5.12}\\
& -\frac{1}{2} \int_{\partial R} y_{k} n_{k} F_{i, j}\left(F_{i, j}-F_{j, i}\right) d \mathscr{C} .
\end{align*}
$$

It follows from Schwarz's inequality and the arithmetic-geometric mean inequality that

$$
\begin{align*}
& \frac{1}{2} \int_{R} F_{i, j}\left(F_{i, j}-F_{j, i}\right) d \mathscr{V} \\
& \leqq\left(\frac{a}{2}-\right.\left.\frac{1}{4}\right) \int_{\partial R} y_{k} n_{k}\left(F_{i, j}-F_{j, i}\right)\left(F_{i, j}-F_{j, i}\right) d \mathscr{S} \\
&+\frac{1}{2 a} \int_{S_{0}} \frac{y_{s} y_{s}}{y_{l} n_{l}}\left(n_{j} F_{i, k}-n_{k} F_{i, j}\right)\left(n_{j} F_{i, k}-n_{k} F_{i, j}\right) d x  \tag{5.13}\\
&+\frac{1}{2 b} \int_{S_{0}}\left(y_{\alpha} F_{3, \alpha}-y_{3} F_{\alpha, \alpha}\right)\left(y_{\beta} F_{3, \beta}-y_{3} F_{\beta, \beta}\right) d x+\frac{b}{2 \nu^{2}} \int_{S_{0}} \tilde{q}^{2} d x
\end{align*}
$$

for positive constants $a$ and $b, a<\frac{1}{2}$. In Appendix III, we derive a bound for the last term of (5.13) of the form

$$
\begin{equation*}
\int_{S_{0}} \tilde{q}^{2} d x \leqq \frac{\nu^{2} \alpha_{1}}{4} \int_{\partial R}\left(F_{i, j}-F_{j, i}\right)\left(F_{i, j}-F_{j, i}\right) d \mathscr{Y} \tag{5.14}
\end{equation*}
$$

with an explicit constant $\alpha_{1}$. Substituting (5.14) for the pressure term in (5.13), we obtain the result

$$
\begin{align*}
& \frac{1}{2} \int_{R} F_{i, j}\left(F_{i, j}-F_{j, i}\right) d \mathscr{V} \\
& \leqq\left[\left(\frac{a}{2}-\frac{1}{4}\right) d+\frac{b \alpha_{1}}{8}\right] \int_{\partial R}\left(F_{i, j}-F_{j, i}\right)\left(F_{i, j}-F_{j, i}\right) d \mathscr{S} \\
& \quad+\frac{1}{2 a}\left(\frac{r_{M}^{2}+d^{2}}{d}\right) \int_{S_{0}}\left(n_{j} F_{i, k}-n_{k} F_{i, j}\right)\left(n_{j} F_{i, k}-n_{k} F_{i, j}\right) d x  \tag{5.15}\\
& \quad+\frac{1}{2 b} \int_{S_{0}}\left(y_{\alpha} F_{3, \alpha}-y_{3} F_{\alpha, \alpha}\right)\left(y_{\beta} F_{3, \beta}-y_{3} F_{\beta, \beta}\right) d x
\end{align*}
$$

where $r_{M}^{2}=\max _{S_{0}} x_{\alpha} x_{\alpha}$. We now choose $a$ and $b$ in such a way that $\left(a / 2-\frac{1}{4}\right) d+b \alpha_{1} / 8=$ 0 and thus obtain from (5.15) a bound for $\int_{R} F_{i, j}\left(F_{i, j}-F_{j, i}\right) d \mathscr{V}$ in terms of the given data and geometry. From (5.10) we then have the bound

$$
\begin{align*}
& \int_{R} F_{i, j} F_{i, j} d \mathscr{V} \leqq \frac{1}{a} \\
&\left(\frac{r_{M}^{2}+d^{2}}{d}\right) \int_{S_{0}}\left(n_{j} F_{i, k}-n_{k} F_{i, j}\right)\left(n_{j} F_{i, k}-n_{k} F_{i, j}\right) d x  \tag{5.16}\\
&+\frac{1}{b} \int_{S_{0}}\left(y_{\alpha} F_{3, \alpha}-y_{3} F_{\alpha, \alpha}\right)\left(y_{\beta} F_{3, \beta}-y_{3} F_{\beta, \beta}\right) d x \\
&-\int_{S_{0}}\left(F_{3, \alpha} F_{\alpha}-F_{\alpha, \alpha} F_{3}\right) d x .
\end{align*}
$$

Using Schwarz's inequality and the arithmetic-geometric mean inequality leads to the result

$$
\begin{equation*}
\int_{R} F_{i, j} F_{i, j} d \mathscr{V} \leqq \gamma_{1} \int_{S_{0}} F_{i} F_{i} d x+\gamma_{2} \int_{S_{0}} F_{i, \alpha} F_{i, \alpha} d x \tag{5.17}
\end{equation*}
$$

where the positive constants $\gamma_{1}$ and $\gamma_{2}$ can be explicitly computed and depend only on the geometry of the domain.
6. The Stokes flow problem for $\zeta_{i}$. The purpose of this section is to briefly discuss the bounds for the flow associated with the velocity field $\zeta_{i}$ that are needed to complete our analysis. We first observe that the $\zeta_{i}$ satisfy

$$
\begin{align*}
& \nu \Delta \zeta_{i}=\tilde{s}_{, i} \text { in } R, \\
& \zeta_{i, i}=0 \quad \text { in } R,  \tag{6.1}\\
& \zeta_{i}=0 \quad \text { on } \partial R \backslash S_{l}, \\
& \zeta_{i}=g_{i}-V \delta_{3 i} \quad \text { on } S_{l} .
\end{align*}
$$

This problem is just the Stokes problem (5.4) except that here the data are nonzero on $S_{l}$ instead of $S_{0}$. Consequently, the bounds we need for this flow can be derived in much the same manner as those for (5.4) with some modifications.

Recall that we require estimates for $\max _{z}\left(\int_{S_{z}} \zeta_{3}^{2} d x\right)^{1 / 2}$, $\max _{z}\left(\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4}$, and $\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{n} \zeta_{i, j} \zeta_{i, j} d x d \xi$ to make our decay inequality explicit. The first two quantities can be bounded using the methods of $\S 5.1$ with the result that

$$
\begin{equation*}
\int_{S_{z}} \zeta_{3}^{2} d x \leqq \frac{1}{\sqrt{\lambda_{1}+\lambda_{2}}} \int_{0}^{z} \int_{S_{\xi}} \zeta_{i, j} \zeta_{i, j} d x d \xi \tag{6.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x \leqq 8 \Omega^{1 / 2}\left(\int_{0}^{l} \int_{S_{\xi}} \zeta_{i, j} \zeta_{i, j} d x d z\right)^{2} \tag{6.3}
\end{equation*}
$$

In addition, we observe that

$$
\begin{equation*}
J_{n}(z)=\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{n} \zeta_{i, j} \zeta_{i, j} d x d \xi \leqq l^{n} \int_{0}^{l} \int_{S} \zeta_{i, j} \zeta_{i, j} d x d z \tag{6.4}
\end{equation*}
$$

Thus, we again need to find an upper bound for the energy of a Stokes flow problem in terms of the data on $S_{l}$ and geometry of the domain.

We will not go into the details of finding this bound but indicate where our previous analysis requires modification. Since the data are nonzero on $S_{l}$, we have upon integration and application of Schwarz's inequality

$$
\begin{aligned}
\int_{R} \zeta_{i, j} \zeta_{i, j} d \mathscr{V}= & \int_{S_{l}} \zeta_{i}\left(\zeta_{i, 3}-\zeta_{3, i}\right) d x+\int_{S_{l}} \zeta_{i} \zeta_{3, i} d x-\frac{1}{\nu} \int_{S_{l}} \zeta_{3} \tilde{s} d x \\
\leqq & \left(\int_{S_{l}} \zeta_{i} \zeta_{i} d x\right)^{1 / 2}\left(\int_{\partial R}\left(\zeta_{i, j}-\zeta_{j, i}\right)\left(\zeta_{i, j}-\zeta_{j, i}\right) d \mathscr{S}\right)^{1 / 2} \\
& +\left(\int_{S_{l}} \zeta_{3}^{2} d x\right)^{1 / 2}\left(\int_{S_{l}} \tilde{s}^{2} d x\right)^{1 / 2}+\int_{S_{l}}\left[\zeta_{\alpha} \zeta_{3, \alpha}-\zeta_{3} \zeta_{\alpha, \alpha}\right] d x
\end{aligned}
$$

The bound on $\int_{S_{1}} \tilde{s}^{2} d x$ can be found using the analysis of Appendix III with the obvious modification that $\partial G / \partial n=\tilde{s}$ on $S_{l}$ and is zero elsewhere. To bound $\int_{\partial R}\left(\zeta_{i, j}-\zeta_{j, i}\right)\left(\zeta_{i, j}-\zeta_{j, i}\right) d \mathscr{S}$, we integrate, instead of (5.11), the identity

$$
0=\int_{R}\left[x_{k}-(l-d) \delta_{k 3}\right] \zeta_{i, k}\left(\nu \Delta \zeta_{i}-\tilde{s}_{, i}\right) d \mathscr{V}
$$

where $d$ is given following (5.10).
The final result is that we can compute explicit constants $\beta_{1}, \beta_{2}$ that depend only on the geometry of the domain such that

$$
\begin{equation*}
\int_{0}^{l} \int_{S} \zeta_{i, j} \zeta_{i, j} d x d z \leqq \beta_{1} \int_{S_{l}} \zeta_{i} \zeta_{i} d x+\beta_{2} \int_{S_{l}} \zeta_{i, \alpha} \zeta_{i, \alpha} d x \tag{6.5}
\end{equation*}
$$

We thus have bounds for the quantities that appear in $M_{1}$ and $K$ as well as $J_{n}(z)$ ( $n=2,3$ ) in terms of the geometry and data of the problem.

For future use let us write

$$
\begin{equation*}
J_{3}(z) \leqq \kappa_{3} l^{3} Q_{0} \tag{6.6}
\end{equation*}
$$

where $Q_{0}$ is the data term in (6.5).

## 7. Discussion of results.

7.1. Comparison of entrance and fully-developed flows. In the last few sections, we have shown that provided certain conditions hold, $\Phi(z)$ satisfies an inequality of the form (4.2) where the constants $K$ and $M$ depend on $v_{s}, \nu$, the boundary data, and the geometry. The data term $N$ also depends on these quantities and in view of (6.4) and (6.5) is of order $l^{3}$. From (4.2), we can thus obtain the estimate (4.3) that we shall now use to compare $u_{i}$ and $V \delta_{3 i}$. Since $\omega_{i}=u_{i}-V \delta_{3 i}=w_{i}+\zeta_{i}$, we see that

$$
\begin{align*}
\left(\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} \omega_{i, j} \omega_{i, j} d x d \xi\right)^{1 / 2} \leqq & \left(\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} w_{i, j} w_{i, j} d x d \xi\right)^{1 / 2}  \tag{7.1}\\
& +\left(\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} \zeta_{i, j} \zeta_{i, j} d x d \xi\right)^{1 / 2}
\end{align*}
$$

The first integral on the right of (7.1) is just a multiple of $\Phi(z)$ while the second is $\sqrt{J_{3}(z)}$. It then follows that

$$
\begin{equation*}
E\left(\omega_{i}\right) \equiv \frac{1}{3} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{3} \omega_{i, j} \omega_{i, j} d x d \xi \leqq\left(1+\frac{\sqrt{\kappa_{3}}}{\sqrt{\kappa_{2}}}\right) \Phi(0) e^{-\kappa_{1} z}+\left(\sqrt{\kappa_{2}}+\sqrt{\kappa_{3}}\right)^{2} l^{3} Q_{0} \tag{7.2}
\end{equation*}
$$

where $\kappa_{2}$ and $\kappa_{3}$ are given by (4.3) and (6.6). Inequality (7.2) provides an upper bound for the weighted energy associated with the difference of velocities between the entrance flow and the fully developed flow measured over the portion of the pipe between $S_{z}$ and $S_{l}$. If (7.2) is to be meaningful when $l$ is large, then we need to assume that

$$
\begin{align*}
Q_{0} & \equiv \beta_{1} \int_{S_{l}} \zeta_{i} \zeta_{i} d x+\beta_{2} \int_{S_{l}} \zeta_{i, \alpha} \zeta_{i, \alpha} d x \\
& \equiv \beta_{1} \int_{S_{l}}\left(g_{i}-V \delta_{3 i}\right)\left(g_{i}-V \delta_{3 i}\right) d x+\beta_{2} \int_{S_{l}}\left(g_{i}-V \delta_{3 i}\right)_{, \alpha}\left(g_{i}-V \delta_{3 i}\right)_{, \alpha} d x  \tag{7.3}\\
& \leqq \frac{\varepsilon^{2}}{l^{3}}
\end{align*}
$$

for some $\varepsilon \lll 1$. In that case $E\left(\omega_{i}\right)$ will be bounded by a term that decays exponentially in $z$ plus a term that is $O\left(\varepsilon^{2}\right)$.
7.2. Decay criteria. In the course of our analysis, we have imposed two restrictions on the flow to ensure that the first term in (7.2) decays. Let us examine these conditions more closely. We have from (4.30) and (5.9) the following conditions:
(1) $1-\left(v_{s} / 2 \nu \sqrt{\lambda_{1}}\right)\left(1+2 a_{2}\right)-k_{2}\left(1+a_{1} / 2\right) \mathscr{H}^{1 / 2}>0$,
(2) $1-k_{1} v_{s}-k_{2} \mathscr{F}^{1 / 2}-k_{3} \mathscr{H}^{1 / 2}>0$
where the $k_{i}, \mathscr{H}$, and $\mathscr{F}$ are as defined in $\S 5$ and $a_{1}, a_{2}$ are positive arbitrary constants, chosen so that condition (1) holds. Both of these conditions yield two pieces of information: (i) a restriction on $\nu$ and (ii) a restriction on the boundary data. From (1) we obtain

$$
\begin{equation*}
\beta_{1} \int_{S_{1}} \zeta_{i} \zeta_{i} d x+\beta_{2} \int_{S_{1}} \zeta_{i, \alpha} \zeta_{i, \alpha} d x \leqq\left\{\left[\frac{1}{k_{2}\left(1+a_{1} / 2\right)}\right]\left[1-\frac{v_{s}}{2 \nu \sqrt{\lambda_{1}}}\left(1+2 a_{2}\right)\right]\right\}^{2} \tag{7.4}
\end{equation*}
$$

provided $1-\left(v_{s} / 2 \nu \sqrt{\lambda_{1}}\right)\left(1+2 a_{2}\right)>0$, or choosing $a_{2}=\varepsilon_{2} / 2 \ll 1$

$$
\begin{equation*}
\nu>\frac{v_{s}}{2 \sqrt{\lambda_{1}}}\left(1+\varepsilon_{2}\right) . \tag{7.5}
\end{equation*}
$$

Condition (2) yields

$$
\begin{align*}
& k_{2}\left(\gamma_{1} \int_{S_{0}} w_{i} w_{i} d x+\gamma_{2} \int_{S_{0}} w_{i, \alpha} w_{i, \alpha} d x\right)^{1 / 2} \\
& \quad+k_{3}\left(\beta_{1} \int_{S_{l}} \zeta_{i} \zeta_{i} d x+\beta_{2} \int_{S_{l}} \zeta_{i, \alpha} \zeta_{i, \alpha} d x\right)^{1 / 2} \leqq 1-k_{1} v_{s} . \tag{7.6}
\end{align*}
$$

We thus require $1-k_{1} v_{s}>0$ which, in view of our definition of $k_{1}$ translates into the viscosity restriction

$$
\begin{equation*}
\nu>\frac{v_{s}}{2 \sqrt{\lambda_{1}}}\left[\frac{\sqrt{\lambda_{1}+\lambda_{2}}}{\sqrt{\lambda_{2}}}\left(1+\varepsilon_{1}\right)+\hat{c}\right] . \tag{7.7}
\end{equation*}
$$

We are at liberty to choose $\hat{c} \ll 1$, but in any case if (7.7) is satisfied then so is (7.5). We thus see that condition (1) is actually contained in (2).

The two conditions (7.7) and (7.6) indicate that our inequality is valid only for flows with sufficiently large viscosity coefficients (or, with the proper definition, small Reynolds' numbers), and for flows whose data are suitably restricted.
7.3. Bounds for $\boldsymbol{v}_{s}$ and $\boldsymbol{\lambda}_{2}$. To make our inequalities more explicit, we shall now demonstrate how an upper bound for $v_{s}$ in terms of the geometry of the domain and the prescribed data can be obtained. We make use here of some results for the Saint-Venant torsion problem in a simply connected plane domain $S$. The torsion function $\Psi$ satisfies

$$
\Delta \Psi=-2 \quad \text { in } S, \quad \Psi=0 \quad \text { on } \partial S .
$$

In view of (2.11)-(2.13) and the relation $\tilde{p}_{, i}=-P \delta_{3 i}$, we may express $V$ in terms of the torsion function, the torsional rigidity $T \equiv 2 \int_{S} \Psi d x$, and the net inflow $Q$. We have (see, e.g., [7])

$$
V=\frac{2 Q}{T} \Psi
$$

and thus

$$
v_{s} \leqq 2 Q \frac{\Psi_{M}}{T}
$$

where $\Psi_{M}$ is the maximum value of the torsion function on $S$. We now need an upper bound on $\Psi_{M} / T$. For a simply connected domain, we have the isoperimetric inequality (see [12]),

$$
2 \pi \Psi_{M}^{2} \leqq T
$$

Using this inequality, we see that

$$
\begin{equation*}
v_{s} \leqq Q \sqrt{\frac{2}{\pi T}} \tag{7.8}
\end{equation*}
$$

The desired upper bound can be obtained from (7.8) once we find a lower bound for the torsional rigidity. Such bounds for various domains are available in the literature or can be derived using monotony arguments [12], [15]. We mention here two results: (1) the inequality of Pólya and Szegö [15] for a star-shaped domain

$$
T \geqq A^{2} R^{-1}
$$

where $A$ is the area of $S$ and $R=\int_{\partial S}\left(x n_{x}+y n_{y}\right)^{-1} d s$, and (2) the bound obtained by Payne and Weinberger [14] for convex domains

$$
T \geqq \frac{A^{2}}{2 \pi}\left[1-2 D^{2}\left(1-D^{2}\right)^{-1}-4 D^{4}\left(1-D^{2}\right)^{-2} \log D\right]
$$

where $D^{2}=1-4 \pi A L^{-2}, A$ is the area of $S$, and $L$ is the length of the perimeter.
Recall from $\S 3$ that $\lambda_{2} \geqq \lambda_{1}$. We can actually get a sharper bound for $\lambda_{2}$ in terms of the first two positive eigenvalues $\mu_{1}\left(=\lambda_{1}\right)$ and $\mu_{2}$ of the fixed membrane problem using Weinstein's method [18] and the Payne-Rayner inequality [13]. We shall not go into the details of this derivation but merely record the lower bound that can be obtained. We find that

$$
\lambda_{2} \geqq \mu_{1}+\left(\frac{\mu_{2}-\mu_{1}}{A \mu_{1}}\right) 4 \pi
$$

where $A$ is the cross-sectional area.
7.4. Bound for $\boldsymbol{\Phi}(\mathbf{0})$. Finally, we shall briefly indicate how an upper bound for $\Phi(0)$ can be derived. Using (4.9) with $z$ replaced by zero, we may write $\Phi(0)$ as the sum of eleven integrals, each of which may be bounded in terms of $\Phi(0)$, $\int_{0}^{l} \int_{s} w_{i, j} w_{i, j} d x d z$, and $\int_{0}^{l} \int_{S} \zeta_{i, j} \zeta_{i, j} d x d z$. These bounds are generated in much the same way as those for the $\Phi_{k}(z)$ by making use of the appropriate integral inequalities. The major difference here is that it is necessary to use Hölder's inequality and Young's inequality in place of the Schwarz and arithmetic-geometric mean inequalities, respectively. We omit the derivation of these estimates since we assume by now the reader is familiar with the general procedure. The result is an inequality of the form

$$
\begin{equation*}
\mathscr{D} \Phi(0) \leqq \gamma_{3} \int_{0}^{l} \int_{S} w_{i, j} w_{i, j} d x d z+\gamma_{4} \int_{0}^{l} \int_{S} \zeta_{i, j} \zeta_{i, j} d x d z \tag{7.9}
\end{equation*}
$$

where $\gamma_{3}$ and $\gamma_{4}$ are positive constants,

$$
\mathscr{D}=1-k_{1} v_{s}-k_{3} \mathscr{H}^{1 / 2}-\delta_{1}
$$

and $0<\delta_{1} \ll 1$. Provided $\mathscr{D}>0$ and in view of the results of $\S \S 5$ and $6,(7.9)$ yields an upper bound for $\Phi(0)$ in terms of the geometry and data. Note that we are guaranteed that $\mathscr{D}>0$ once we impose (5.9).

We conclude here by remarking that, in view of the results of this section, the constants in our estimates depend only on $\nu$, the geometry of the domain, and the prescribed boundary data.
8. Concluding remarks. We note here that if we were to assume that $v_{i}$ and the fully developed flow are identical, then we would recover Horgan and Wheeler's results with a slightly better decay constant. In fact, we would obtain instead of (4.2) the inequality

$$
K \frac{d \Phi}{d z}+M \Phi \leqq 0
$$

where $M=1-v_{s} / 2 \nu \sqrt{\lambda_{1}}$. Consequently, we may conclude that our methodology, although it bears much resemblance to that of the aforementioned authors, yields a slightly sharper decay rate.

We also observe that our estimate for $\Phi(z)$ can be used to obtain bounds on other integral quantities associated with the difference flow $w_{i}$. For example, we could find upper bounds for a weighted $\mathscr{L}_{2}$ integral of $w_{i}$ or the ordinary $\mathscr{L}_{2}$ integral over a subdomain.

The case of a semi-infinite pipe is of some interest. In this case our results are still valid for $0 \leqq z \leqq l$, where now we may think of $Q_{0}$ not as data but as the value of the combination of the "unknown" indicated integrals over that section. It becomes clear then from (7.2) and the arguments leading to (7.9) that if (5.9) is satisfied, and provided

$$
\lim _{z \rightarrow \infty}\left[\beta_{1} \int_{S_{z}} \zeta_{i} \zeta_{i} d x+\beta_{2} \int_{S_{z}} \zeta_{i, \alpha} \zeta_{i, \alpha} d x\right] z^{3}=0
$$

we may conclude that

$$
\int_{z}^{\infty} \int_{S_{\xi}}(\xi-z)^{3} w_{i, j} w_{i, j} d x d \xi \leqq\left[\int_{0}^{\infty} \int_{S_{\xi}} \xi^{3} w_{i, j} w_{i, j} d x d \xi\right] e^{-\kappa_{1} z},
$$

an inequality reminiscent of the exponential decay exhibited by the St. Venant Principle of classical elasticity.

Appendix I. In this Appendix, we derive the upper bounds given in (4.19)-(4.25) of the main text. We begin by considering

$$
\Phi_{1}=-\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{i} w_{i, 3} d x d \xi
$$

Schwarz's inequality, (3.1), and the arithmetic-geometric mean inequality then yield

$$
\Phi_{1} \leqq \frac{1}{2} \frac{1}{\sqrt{\lambda_{1}}} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{i, j} w_{i, j} d x d \xi
$$

from which (4.19) follows. For $\Phi_{2}$, we see that

$$
\begin{align*}
\Phi_{2} & =-\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2}\left(\psi_{\alpha} w_{\alpha, 3}\right)_{, 3} d x d \xi=2 \int_{z}^{l} \int_{S_{\xi}}(\xi-z) \psi_{\alpha} w_{\alpha, 3} d x d \xi \\
& \leqq 2\left(\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{\alpha, 3} w_{\alpha, 3} d x d \xi\right)^{1 / 2}\left(\int_{z}^{l} \int_{S_{\xi}} \psi_{\alpha} \psi_{\alpha} d x d \xi\right)^{1 / 2} \tag{I.1}
\end{align*}
$$

Now

$$
\begin{aligned}
\int_{z}^{l} \int_{S_{\xi}} \psi_{\alpha} \psi_{\alpha} d x d \xi & =-2 \int_{z}^{l} \int_{S_{\xi}}(\xi-z) \psi_{\alpha, 3} \psi_{\alpha} d x d \xi \\
& \leqq 2\left(\int_{z}^{l} \int_{S_{\xi}} \psi_{\alpha} \psi_{\alpha} d x d \xi\right)^{1 / 2}\left(\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha, 3} \psi_{\alpha, 3} d x d \xi\right)^{1 / 2}
\end{aligned}
$$

Thus, we find that

$$
\left(\int_{z}^{l} \int_{S_{\xi}} \psi_{\alpha} \psi_{\alpha} d x d \xi\right)^{1 / 2} \leqq 2\left(\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha, 3} \psi_{\alpha, 3} d x d \xi\right)^{1 / 2}
$$

and, recalling that $\psi_{\alpha, 3}=0$ on $\partial S_{z}$, we have from (3.1) and (3.7) the bound

$$
\begin{equation*}
\left(\int_{z}^{l} \int_{S_{\xi}} \psi_{\alpha} \psi_{\alpha} d x d \xi\right)^{1 / 2} \leqq 2 \sqrt{\frac{C}{\lambda_{1}}}\left(\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3,3}^{2} d x d \xi\right)^{1 / 2} \tag{I.2}
\end{equation*}
$$

Substituting this result in (I.1) and applying the arithmetic-geometric mean inequality results in the estimate (4.20).

To bound $\Phi_{4}$, we first integrate by parts and write it as the sum of three integrals:

$$
\begin{aligned}
\Phi_{4}= & \frac{1}{\nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha} w_{\alpha, j} w_{j} d x d \xi=\sum_{i=1}^{3} \Phi_{4}^{i} \\
= & \frac{1}{\nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha, \beta} w_{\beta} w_{\alpha} d x d \xi-\frac{1}{\nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha, 3} w_{3} w_{\alpha} d x d \xi \\
& -\frac{2}{\nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z) \psi_{\alpha} w_{\alpha} w_{3} d x d \xi .
\end{aligned}
$$

Each of these three integrals can now be bounded using Schwarz's inequality, (3.1)(3.3), (3.6), and the arithmetic-geometric mean inequality. We have

$$
\begin{aligned}
\Phi_{4}^{1} & \leqq \frac{1}{\nu} \int_{z}^{l}(\xi-z)^{2}\left(\int_{S_{\xi}}\left(w_{\alpha} w_{\alpha}\right)^{2} d x\right)^{1 / 4}\left(\int_{S_{\xi}}\left(w_{\beta} w_{\beta}\right)^{2} d x\right)^{1 / 4}\left(\int_{S_{\xi}} \psi_{\alpha, \beta} \psi_{\alpha, \beta} d x\right)^{1 / 2} d \xi \\
& \leqq \frac{\sqrt{C}}{\nu} \max _{z}\left(\int_{S_{z}}\left(w_{\alpha} w_{\alpha}\right)^{2} d x\right)^{1 / 4}
\end{aligned}
$$

$$
\begin{align*}
& \quad \cdot \int_{z}^{l}(\xi-z)^{2}\left(\int_{S_{\xi}} w_{3}^{2} d x\right)^{1 / 2}\left[\frac{1}{2}\left(\int_{S_{\xi}} w_{\alpha} w_{\alpha} d x\right)\left(\int_{S_{\xi}} w_{\alpha, \beta} w_{\alpha, \beta} d x\right)\right]^{1 / 4} d \xi  \tag{I.3}\\
& \leqq \frac{1}{2 \nu}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \sqrt{\frac{C}{\lambda_{2}}} \max \left(\int_{S_{z}}\left(w_{\alpha} w_{\alpha}\right)^{2} d x\right)^{1 / 4} \\
& \cdot\left\{\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3, \beta} w_{3, \beta} d x d \xi+\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{\alpha, \beta} w_{\alpha, \beta} d x d \xi\right\} .
\end{align*}
$$

An analogous process leads to the bound

$$
\begin{align*}
\Phi_{4}^{2} \leqq \frac{1}{2 \nu} & \left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \sqrt{\frac{C}{\lambda_{2}}} \max _{z}\left(\int_{S_{z}}\left(w_{\alpha} w_{\alpha}\right)^{2} d x\right)^{1 / 4} \\
& \cdot\left\{\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3,3}^{2} d x d \xi+\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3, \beta} w_{3, \beta} d x d \xi\right\} . \tag{I.4}
\end{align*}
$$

Finally, it follows from (3.3), (3.1), and (3.6) that

$$
\begin{aligned}
\int_{S_{z}}\left(\psi_{\alpha} \psi_{\alpha}\right)^{2} d x & \leqq \frac{1}{2}\left(\int_{S_{z}} \psi_{\alpha} \psi_{\alpha} d x\right)\left(\int_{S_{z}} \psi_{\alpha, \beta} \psi_{\alpha, \beta} d x\right) \leqq \frac{1}{2 \lambda_{1}}\left(\int_{S_{z}} \psi_{\alpha, \beta} \psi_{\alpha, \beta} d x\right)^{2} \\
& \leqq \frac{C^{2}}{2 \lambda_{1}}\left(\int_{S_{z}} w_{3}^{2} d x\right)^{2}
\end{aligned}
$$

and therefore

$$
\begin{aligned}
\Phi_{4}^{3} & \leqq \frac{2}{\nu} \int_{z}^{l}(\xi-z)\left(\int_{S_{\xi}}\left(\psi_{\alpha} \psi_{\alpha}\right)^{2} d x\right)^{1 / 4}\left(\int_{S_{\xi}}\left(w_{\alpha} w_{\alpha}\right)^{2} d x\right)^{1 / 4}\left(\int_{S_{\xi}} w_{3}^{2} d x\right)^{1 / 2} d \xi \\
& \leqq \frac{2}{\nu}\left(\frac{C^{2}}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S_{z}}\left(w_{\alpha} w_{\alpha}\right)^{2} d x\right)^{1 / 4} \int_{z}^{l} \int_{S_{\xi}}(\xi-z) w_{3}^{2} d x d \xi .
\end{aligned}
$$

Now, since $\int_{z}^{l} \int_{S_{\xi}}(\xi-z) w_{3}^{2} d x d \xi=-\int_{z}^{l} \int_{S_{\xi}}(\xi-z) w_{3} w_{3,3} d x d \xi$, we find after application of (3.2) and the arithmetic-geometric mean inequality that

$$
\begin{align*}
& \Phi_{4}^{3} \leqq \frac{1}{\nu}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \sqrt{\frac{C}{\lambda_{2}}} \max _{z}\left(\int_{S_{z}}\left(w_{\alpha} w_{\alpha}\right)^{2} d x\right)^{1 / 4} \\
& \cdot\left\{\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3, \beta} w_{3, \beta} d x d \xi+\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3,3}^{2} d x d \xi\right\} . \tag{I.5}
\end{align*}
$$

Combining (I.3)-(I.5), we then obtain (4.21).
Turning now to $\Phi_{6}$, we write

$$
\begin{aligned}
& \Phi_{6}=\frac{1}{\nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha} w_{j} v_{\alpha, j} d x d \xi=-\frac{1}{\nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha, \beta} w_{\beta} \zeta_{\alpha} d x d \xi \\
&-\frac{1}{\nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha, 3} w_{3} \zeta_{\alpha} d x d \xi-\frac{2}{\nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z) \psi_{\alpha} w_{3} \zeta_{\alpha} d x d \xi
\end{aligned}
$$

where $\zeta_{i}=v_{i}-V \delta_{3 i}$.
Again, the appropriate inequalities applied to each of the three integrals in this expression for $\Phi_{6}$ will lead to the bound

$$
\begin{aligned}
\Phi_{6} \leqq \frac{1}{2 \nu}( & \left.\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \sqrt{\frac{C}{\lambda_{2}}} \max \\
\cdot & {\left.\left[\int_{S_{z}}\left(\zeta_{\alpha} \zeta_{\alpha}\right)^{2}\right)^{1 / 4}(\xi-z)^{2} w_{3, \beta} w_{3, \beta} d x d \xi+\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{\alpha, \beta} w_{\alpha, \beta} d x d \xi\right] } \\
& +\frac{5}{2 \nu}\left(\frac{1}{2 \lambda_{2}}\right)^{1 / 4} \sqrt{\frac{C}{\lambda_{1}}} \max _{z}\left(\int_{S_{z}}\left(\zeta_{\alpha} \zeta_{\alpha}\right)^{2}\right)^{1 / 4} \\
\cdot & {\left[\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3, \beta} w_{3, \beta} d x d \xi+\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3,3}^{2} d x d \xi\right] }
\end{aligned}
$$

from which (4.22) easily follows.
Consider now

$$
\begin{aligned}
\Phi_{7} & =\frac{1}{\nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha} v_{j} v_{\alpha, j} d x d \xi \\
& =\frac{1}{\nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha} \zeta_{j} \zeta_{\alpha, j} d x d \xi+\frac{1}{\nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \psi_{\alpha} V \zeta_{\alpha, 3} d x d \xi \\
& \leqq \frac{1}{\nu} \int_{z}^{l}(\xi-z)^{2}\left(\int_{S_{\xi}}\left(\psi_{\alpha} \psi_{\alpha}\right)^{2} d x\right)^{1 / 4}\left(\int_{S_{\xi}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4}\left(\int_{S_{\xi}}\left(\zeta_{\alpha, j} \zeta_{\alpha, j}\right)^{2} d x\right)^{1 / 2} d \xi
\end{aligned}
$$

$$
\begin{align*}
& \quad+\frac{v_{s}}{\nu} \int_{z}^{l}(\xi-z)^{2}\left(\int_{S_{\xi}}\left(\psi_{\alpha} \psi_{\alpha}\right)^{2} d x\right)^{1 / 2}\left(\int_{S_{\xi}} \zeta_{\alpha, 3} \zeta_{\alpha, 3} d x\right)^{1 / 2} d \xi  \tag{I.6}\\
& \leqq \frac{1}{2 \nu}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \sqrt{\frac{C}{\lambda_{2}}} \max \left(\int_{S_{z}}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4} \\
& \cdot \\
& \cdot\left[\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3, \beta} w_{3, \beta} d x d \xi+\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \zeta_{\alpha, j} \zeta_{\alpha, j} d x d \xi\right] \\
& \quad+\frac{v_{s}}{2 \nu \sqrt{\lambda_{1}}} \sqrt{\frac{C}{\lambda_{2}}}\left[\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3, \beta} w_{3, \beta} d x d \xi+\int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} \zeta_{\alpha, 3} \zeta_{\alpha, 3} d x d \xi\right] .
\end{align*}
$$

Inequality (4.23) then follows directly from (I.6).
Finally, bounds for $\Phi_{8}$ and $\Phi_{11}$ are easily derivable using the same procedure.
We find

$$
\begin{aligned}
\Phi_{8} & =\frac{1}{2 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{i} w_{i} v_{3} d x d \xi \\
& =\frac{1}{2 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{i} w_{i} \zeta_{3} d x d \xi+\frac{1}{2 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{i} w_{i} V d x d \xi \\
& \leqq\left[\frac{1}{2 \nu} \frac{1}{\sqrt{2 \lambda_{1}}} \max _{z}\left(\int_{S_{z}} \zeta_{3}^{2} d x\right)^{1 / 2}+\frac{v_{s}}{2 \nu \lambda_{1}}\right] \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{i, \beta} w_{i, \beta} d x d \xi
\end{aligned}
$$

and

$$
\begin{aligned}
\Phi_{11} & =\frac{1}{2 \nu} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{3} w_{i} w_{i} d x d \xi \\
& \leqq \frac{1}{2 \nu \sqrt{2 \lambda_{1}}} \max _{z}\left(\int_{S_{z}} w_{3}^{2} d x\right)^{1 / 2} \int_{z}^{l} \int_{S_{\xi}}(\xi-z)^{2} w_{i, \beta} w_{i, \beta} d x d \xi .
\end{aligned}
$$

Appendix II. We will briefly indicate here how the inequality (5.7) is obtained from (5.5) and (5.6). The basic idea is to bound each of the integrals $I_{K}$ in (5.6) in terms of $I, \int_{0}^{l} \int_{S} w_{i, j} w_{i, j} d x d z, \int_{0}^{l} \int_{S} F_{i, j} F_{i, j} d x d z$, and $\int_{0}^{l} \int_{S} \zeta_{i, j} \zeta_{i, j} d x d z$. Such bounds are derived by appropriately utilizing Schwarz's inequality, (3.1)-(3.3), and the arithmeticgeometric mean inequality. Since this is a somewhat tedious task, we will illustrate the methodology for only one integral and summarize the bounds for the other eight.

Let us consider $I_{3}$. We have

$$
\begin{aligned}
I_{3}= & \frac{1}{\nu} \int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)_{, j} w_{j} F_{i} d x d z \\
\leqq & \frac{1}{\nu} \max _{z}\left(\int_{S}\left(F_{i} F_{i}\right)^{2} d x\right)^{1 / 4}\left(\int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)_{, j}\left(w_{i}-F_{i}\right)_{, j} d x d z\right)^{1 / 2} \\
& \cdot\left(\int_{0}^{l} \int_{S}\left(w_{j} w_{j}\right)^{2} d x d z\right)^{1 / 4} \\
\leqq & \frac{1}{2 \nu}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S}\left(F_{i} F_{i}\right)^{2} d x\right)^{1 / 4} \\
& \cdot\left[a_{1} \int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)_{, j}\left(w_{i}-F_{i}\right)_{, j} d x d z+\frac{1}{a_{1}} \int_{0}^{l} \int_{S} w_{i, \beta} w_{i, \beta} d x d z\right]
\end{aligned}
$$

after applying Schwarz's inequality twice and then using the Sobolev inequality (3.3) and arithmetic-geometric mean inequality.

We observe that the bounds for $I_{2}, I_{7}, I_{8}$, and $I_{9}$ can be combined in such a way that the constants arising from the arithmetic-geometric mean inequality can be chosen so as to optimize the coefficient of $\int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)_{, j}\left(w_{i}-F_{i}\right)_{, j} d x d z$. In fact, we find that

$$
\begin{gathered}
I_{2}+I_{7}+I_{8}+I_{9} \leqq \frac{v_{s}}{2 \nu \sqrt{\lambda_{1}}} \sqrt{\frac{\lambda_{1}+\lambda_{2}}{\lambda_{2}}}\left(1+\varepsilon_{1}\right) \int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)_{, j}\left(w_{i}-F_{i}\right)_{, j} d x d z \\
+\frac{v_{s}}{\varepsilon_{1} \nu \sqrt{\lambda_{1}}} \sqrt{\frac{\lambda_{1}+\lambda_{2}}{\lambda_{2}}} \int_{0}^{l} \int_{S} \zeta_{i, j} \zeta_{i, j} d x d z
\end{gathered}
$$

where $0<\varepsilon_{1} \ll 1$.
Combining our bounds, we have

$$
\begin{aligned}
I= & \int_{0}^{l} \int_{S}\left(w_{i}-F_{i}\right)_{, j}\left(w_{i}-F_{i}\right)_{, j} d x d z \\
\leqq & \left\{\frac{v_{s}}{2 \nu \sqrt{\lambda_{1}}} \sqrt{\frac{\lambda_{1}+\lambda_{2}}{\lambda_{2}}}\left(1+\varepsilon_{1}\right)+\hat{c}+\frac{b_{2}}{2 \nu}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S}\left(F_{i} F_{i}\right)^{2} d x\right)^{1 / 4}\right. \\
& \left.+\frac{1}{\nu}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4}\left(1+a_{1}+\frac{b_{1}}{2}\right) \max _{z}\left(\int_{S}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4}\right\} I \\
& +\frac{1}{2 b_{2} \nu}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S}\left(F_{i} F_{i}\right)^{2} d x\right)^{1 / 4} \int_{0}^{l} \int_{S} w_{i, j} w_{i, j} d x d z \\
& +\left\{\frac{2 v_{s}}{\hat{c} \nu \sqrt{\lambda_{1}}}+\frac{1}{a_{1} \nu}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4}\right\} \int_{0}^{l} \int_{S} F_{i, j} F_{i, j} d x d z \\
& +\left\{\frac{v_{s}}{\nu \varepsilon_{1} \sqrt{\lambda_{1}}} \sqrt{\frac{\lambda_{1}+\lambda_{2}}{\lambda_{2}}}+\frac{1}{2 b_{1} \nu}\left(\frac{1}{\lambda_{1}}\right)^{1 / 4} \max _{z}\left(\int_{S}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4}\right\} \int_{0}^{l} \int_{S} \zeta_{i, j} \zeta_{i, j} d x d z
\end{aligned}
$$

where $a_{i}, b_{i}(i=1,2)$ and $\hat{c}$ are arbitrary positive constants. If we now make use of the identity (5.5), choose $b_{2}=1$, and rearrange the preceding inequality, we obtain

$$
\begin{align*}
& \left\{1-k_{1} v_{s}-\frac{1}{\nu}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4}\left(1+a_{1}+\frac{b_{1}}{2}\right) \mathcal{M}_{1}-\frac{1}{\nu}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \mathcal{M}_{2}\right\} \int_{0}^{l} \int_{S} w_{i, j} w_{i, j} d x d z \\
& \leqq\left\{\frac{v_{s}}{\varepsilon \nu \sqrt{\lambda_{1}}} \sqrt{\frac{\lambda_{1}+\lambda_{2}}{\lambda_{2}}}+\frac{1}{2 b_{1} \nu}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \mathcal{M}_{1}\right\} \int_{0}^{l} \int_{S} \zeta_{i, j} \zeta_{i, j} d x d z  \tag{II.1}\\
& \\
& \quad+\left\{1-k_{1} v_{s}+\frac{2 v_{s}}{\hat{c \nu} \sqrt{\lambda_{1}}}-\frac{1}{\nu}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4}\left(1+a_{1}+\frac{b_{1}}{2}-\frac{1}{a_{1}}\right) \mathcal{M}_{1}-\frac{1}{2 \nu}\left(\frac{1}{2 \lambda_{1}}\right)^{1 / 4} \mathcal{M}_{2}\right\} \\
& \\
& \quad \cdot \int_{0}^{l} \int_{S} F_{i, j} F_{i, j} d x d z
\end{align*}
$$

where

$$
k_{1}=\frac{1}{2 \nu \sqrt{\lambda_{1}}} \sqrt{\frac{\lambda_{1}+\lambda_{2}}{\lambda_{2}}}\left(1+\varepsilon_{1}\right)
$$

and

$$
\mathscr{M}_{1}=\max _{z}\left(\int_{S}\left(\zeta_{i} \zeta_{i}\right)^{2} d x\right)^{1 / 4}, \quad \mathcal{M}_{2}=\max _{z}\left(\int_{S}\left(F_{i} F_{i}\right)^{2} d x\right)^{1 / 4}
$$

It now remains to find bounds for $\mathscr{M}_{1}$ and $\mathscr{M}_{2}$. We observe that since $\zeta_{i}=0$ on $S_{0}$

$$
\begin{align*}
\int_{S}\left(\zeta_{i} \zeta_{i}\right)^{2} d x & =4 \int_{0}^{z} \int_{S_{\xi}} \zeta_{i} \zeta_{i} \zeta_{j} \zeta_{j, 3} d x d \xi \\
& \leqq 4\left(\int_{0}^{z} \int_{S_{\xi}}\left(\zeta_{i} \zeta_{i}\right)^{3} d x d \xi\right)^{1 / 2}\left(\int_{0}^{z} \int_{S_{\xi}} \zeta_{j, 3} \zeta_{j, 3} d x d \xi\right)^{1 / 2}  \tag{II.2}\\
& \leqq 8 \Omega^{1 / 2}\left(\int_{0}^{l} \int_{S_{\xi}} \zeta_{i, j} \zeta_{i, j} d x d z\right)^{2}
\end{align*}
$$

where we have used (3.4) to obtain (II.2). Consequently,

$$
\begin{equation*}
\mathcal{M}_{1} \leqq 2^{3 / 4} \Omega^{1 / 8}\left(\int_{0}^{l} \int_{S} \zeta_{i, j} \zeta_{i, j} d x d z\right)^{1 / 2} \tag{II.3}
\end{equation*}
$$

Similarly, since $F_{i}=0$ on $S_{l}$, we find that

$$
\begin{equation*}
\mathcal{M}_{2} \leqq 2^{3 / 4} \Omega^{1 / 8}\left(\int_{0}^{l} \int_{S} F_{i, j} F_{i, j} d x d z\right)^{1 / 2} \tag{II.4}
\end{equation*}
$$

Substituting (II.3) and (II.4) into (II.1) and choosing $b_{1}=2 a_{1}=\delta$ for $0<\delta \ll 1$, we obtain the results (5.7) and (5.8).

Appendix III. To derive the bound (5.15) for the pressure term in the Stokes flow problem, we first observe that $\tilde{q}$ is defined only up to an arbitrary constant and then fix it by requiring $\int_{S_{0}} \tilde{q} d x=0$. Let us now introduce an auxiliary function $G$ such that

$$
\begin{array}{ll}
\Delta G=0 & \text { in } R=S \times[0, l], \\
\frac{\partial G}{\partial n}=0 & \text { on } \partial R \backslash S_{0},  \tag{III.1}\\
\frac{\partial G}{\partial n}=\tilde{q} & \text { on } S_{0} .
\end{array}
$$

We have

$$
\int_{S_{0}} \tilde{q}^{2} d x=\int_{\partial R} \tilde{q} \frac{\partial G}{\partial n} d \mathscr{Y}=\int_{R} \tilde{q}_{, i} G_{, i} d \mathscr{V}=\nu \int_{R} G_{, i}\left(F_{i, j}-F_{j, i}\right)_{, j} d \mathscr{V}
$$

and thus

$$
\int_{S_{0}} \tilde{q}^{2} d x=\frac{\nu}{2} \int_{\partial R}\left(G_{, i} n_{j}-G_{, j} n_{i}\right)\left(F_{i, j}-F_{j, i}\right) d \mathscr{S} .
$$

An application of Schwarz's inequality yields the bound

$$
\begin{align*}
& \int_{S_{0}} \tilde{q}^{2} d x \leqq \frac{\nu}{2}\left(\int_{\partial R}\left(F_{i, j}-F_{j, i}\right)\left(F_{i, j}-F_{j, i}\right) d \mathscr{}\right)^{1 / 2} \\
& \quad \cdot\left(\int_{\partial R}\left(G_{, i} n_{j}-G_{, j} n_{i}\right)\left(G_{, i} n_{j}-G_{, j} n_{i}\right) d \mathscr{*}\right)^{1 / 2} . \tag{III.2}
\end{align*}
$$

We now need to bound the second integral on the right in terms of $\int_{S_{0}}(\partial G / \partial n)^{2} d x$.

For a region whose boundary is star-shaped with respect to the origin (which we take at the center of the section $z=l / 2$ ), we have the following two identities:

$$
\begin{align*}
0 & =\int_{0}^{l} \int_{S}\left(\xi-\frac{l}{2}\right) G_{, \xi} \Delta G d x d \xi \\
& =\frac{1}{2} \int_{0}^{l} \int_{S}\left[G_{, \alpha} G_{, \alpha}-G_{, 3}^{2}\right] d x d \xi-\frac{l}{4} \int_{S_{0} \cup S_{l}} G_{, \alpha} G_{, \alpha} d x+\frac{l}{4} \int_{S_{0}} \tilde{q}^{2} d x,  \tag{III.3}\\
0 & =\int_{0}^{l} \int_{S} x_{\alpha} G_{, \alpha} \Delta G d x d \xi \\
& =\int_{0}^{l} \int_{S} G_{, 3}^{2} d x d \xi-\frac{1}{2} \int_{\partial S \times[0, l]} x_{\alpha} n_{\alpha} G_{, j} G_{, j} d \mathscr{S}+\int_{S_{0}} x_{\alpha} G_{, \alpha} \tilde{q} d x . \tag{III.4}
\end{align*}
$$

Upon rewriting (III.3) and (III.4), we see that

$$
\begin{equation*}
\int_{S_{0} \cup S_{l}} G_{, \alpha} G_{, \alpha} d x=\int_{S_{0} \cup S_{l}}\left|\operatorname{grad}_{s} G\right|^{2} d x=\frac{2}{l} \int_{0}^{l} \int_{S}\left[G_{, \alpha} G_{, \alpha}-G_{, 3}^{2}\right] d x d \xi+\int_{S_{0}} \tilde{q}^{2} d x \tag{III.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2} \int_{\partial S \times[0, l]} x_{\alpha} n_{\alpha}\left|\operatorname{grad}_{s} G\right|^{2} d \mathscr{Y}=\int_{S_{0}} x_{\alpha} G_{, \alpha} \tilde{q} d x+\int_{0}^{l} \int_{S} G_{, 3}^{2} d x d \xi \tag{III.6}
\end{equation*}
$$

where $\left|\operatorname{grad}_{s} G\right|^{2}$ denotes the tangential derivatives, i.e.,

$$
\left|\operatorname{grad}_{s} G\right|^{2}=\frac{1}{2}\left(n_{k} G_{, j}-n_{j} G_{, k}\right)\left(n_{k} G_{, j}-n_{j} G_{, k}\right) .
$$

An application of Schwarz's inequality and the arithmetic-geometric mean inequality in (III.6) leads to the inequality
(III.7) $\int_{\partial S \times[0, l]}\left|\operatorname{grad}_{s} G\right|^{2} d \mathscr{S} \leqq \sigma \frac{r_{M}^{2}}{h} \int_{S_{0}} \tilde{q}^{2} d x+\frac{1}{\sigma h} \int_{S_{0}} G_{, \alpha} G_{, \alpha} d x+\frac{2}{h} \int_{0}^{l} \int_{S} G_{, 3}^{2} d x d \xi$
where $r_{M}^{2}=\max _{S_{0}} x_{\alpha} x_{\alpha}, h=\min _{\partial S} x_{\alpha} n_{\alpha}$, and $\sigma$ is a positive constant. If we now add (III.5) and (III.7) and choose $\sigma=1 / r_{M}$, we obtain

$$
\begin{equation*}
\int_{\partial R}\left|\operatorname{grad}_{s} G\right|^{2} d \mathscr{S} \leqq\left(1+\frac{2 r_{M}}{h}\right) \int_{S_{0}} \tilde{q}^{2} d x+K \int_{0}^{l} \int_{S} G_{, j} G_{, j} d x d \xi \tag{III.8}
\end{equation*}
$$

where

$$
K=\max \left[\frac{2}{l}\left(1+\frac{r_{M}}{h}\right), \frac{2}{h}-\frac{2}{l}\left(1+\frac{r_{M}}{h}\right)\right] .
$$

Let us now consider $\int_{0}^{l} \int_{S} G_{, j} G_{, j} d x d \xi=J$. Since

$$
J=\int_{S_{0}} G \tilde{q} d x \leqq\left(\int_{S_{0}} G^{2} d x\right)^{1 / 2}\left(\int_{S_{0}} \tilde{q}^{2} d x\right)^{1 / 2}
$$

it follows that

$$
J^{2} \leqq \frac{1}{\mu_{2}}\left(\int_{S_{0}} G_{, \alpha} G_{, \alpha} d x\right)\left(\int_{S_{0}} \tilde{q}^{2} d x\right)
$$

where $\mu_{2}$ is the first positive eigenvalue of the free membrane problem. In view of (III.5), we have

$$
\mu_{2} J^{2} \leqq M^{2}+\frac{2}{l} M J
$$

where $M=\int_{s_{0}} \tilde{q}^{2} d x$. Solving this inequality, we conclude that

$$
\begin{equation*}
\int_{0}^{l} \int_{S} G_{, j} G_{, j} d x d \xi \leqq \frac{1}{\mu_{2} l}\left(1+\sqrt{1+\mu_{2}^{2} l^{2}}\right) \int_{S_{0}} \tilde{q}^{2} d x \tag{III.9}
\end{equation*}
$$

Inserting this inequality into (III.8), we then obtain the bound

$$
\int_{\partial R}\left|\operatorname{grad}_{S} G\right|^{2} d \mathscr{\varrho} \leqq \alpha_{1} \int_{S_{0}} \tilde{q}^{2} d x
$$

where

$$
\alpha_{1}=\left(1+\frac{2 r_{M}}{h}\right)+\frac{K}{\mu_{2} l}\left(1+\sqrt{1+\mu_{2}^{2} l^{2}}\right) .
$$

From (III.2), it follows that

$$
\int_{S_{0}} \tilde{q}^{2} d x \leqq \frac{\alpha_{1} \nu^{2}}{4} \int_{\partial R}\left(F_{i, j}-F_{j, i}\right)\left(F_{i, j}-F_{j, i}\right) d \mathscr{}
$$
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#### Abstract

Résumé. L'objet de cet article est d'étudier le comportement quand le temps tend vers l'infini des solutions de certains systèmes de réaction-diffusion partiellement dissipatifs. On considère deux types de problèmes: des systèmes avec des nonlinéarités polynomiales et des systèmes possédant une région positivement invariante. L'article démontre que le comportement à $t$ infini peut être décrit par un attracteur universel, et des majorations des dimensions Hausdorff et fractale de cet attracteur sont établis. Ces résultats sont appliqués à plusieurs systèmes classiques issus de la biologie, de la physique et de la chimie.


#### Abstract

The long-time behavior of the solutions of some partly dissipative reaction-diffusion systems is studied. Two types of problems are considered: systems with a polynomial growth nonlinearity, and systems admitting a positively invariant region. It is shown that the long-time behavior can be described by a universal attractor, and bounds of the Hausdorff and fractal dimensions of this attractor are derived. The results are applied to several classical systems borrowed from mathematical biology, physics and chemistry.
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0. Introduction. It is now well known that many parabolic dissipative evolutionary equations possess a universal attractor that has finite Hausdorff and fractal dimensions. All trajectories converge to this attractor as time goes to infinity so that the long-time behavior of solutions depends actually on a finite number of degrees of freedom (see Temam [26] for an extensive review on the subject). In particular, in the case of reaction-diffusion equations, such questions have been investigated by Babin and Vishik [1], [2], Kopell and Ruelle [15], and Marion [18]. However, in these works, a strong dissipation assumption is required; namely, all diffusion coefficients are assumed to be positive.

The aim of this article is to derive the existence of finite-dimensional attractors for reaction-diffusion systems with vanishing diffusion coefficients. The mathematical study differs from the ones in [1], [2], [15], [18], mainly for two reasons:
(1) The semigroup associated with the problem is no longer compact.
(2) The methods used in [1], [2], [15], [18] to prove the finite dimensionality fail; the upper bound on the dimension of the attractor derived there goes to $+\infty$ as the diffusion tends to zero.

We will investigate two types of systems: those with a polynomial growth nonlinearity, and those admitting a positively invariant region.

We first study systems with a polynomial growth nonlinearity. A typical sample of systems we consider is

$$
\begin{equation*}
\frac{\partial u}{\partial t}-d \Delta u+h(u)+\sigma v=0, \quad \frac{\partial v}{\partial t}+\delta v+\gamma u=0 \tag{0.1}
\end{equation*}
$$

where $\delta>0, \sigma, \gamma \in \mathbb{R}$, and $h$ is a polynomial of odd degree with a positive leading coefficient. The precise assumptions on the equations are stated in § 1. In § 2, we derive the existence of a universal attractor by applying a general criterion of existence of

[^57]attractors used by Ghidaglia and Temam [10] for abstract nonlinear wave equations (see also the review of Hale [27] and the presentation in Temam [26]). We then prove an important regularity property of the attractor. Section 3 contains the estimates of the Hausdorff and fractal dimensions of the attractor; these estimates rely on the general method of Constantin, Foias and Temam [6] and on generalizations of the Sobolev-Lieb-Thirring inequalities proved in Ghidaglia, Marion, and Temam [11]. We conclude the section by applying our results to problem (0.1).

We then consider systems of reaction-diffusion equations admitting a positively invariant region as described by Chueh, Conley, and Smoller [3]. Section 4 contains the description of the equations; we assume in particular that the equations take the form

$$
\frac{\partial u}{\partial t}-D \Delta u+f(x, u, v)=0, \quad \frac{\partial v}{\partial t}+G(x, u) v+g(x, u)=0,
$$

where $u$ (respectively, $v$ ) takes its values in $\mathbb{R}^{m_{1}}$ (respectively, $\mathbb{R}^{m_{2}}$ ) and $G(x, u)$ is a square matrix of order $m_{2}$ with definite positive symmetric part. The existence of a universal attractor is proved in $\S 5$. We also derive there the estimates of the Hausdorff and fractal dimensions of the attractor. In § 6 we apply our results to several classical systems, namely the nerve equations (Hodgkin-Huxley equations and FitzHughNagumo equations), some equations related to solid combustion, and the Feld-Noyes equations arising in chemical kinetics.

The results presented here were announced in [28].
A few words about notation follow. Let $\Omega$ be an open bounded set of $\mathbb{R}^{n}$ with boundary $\Gamma$. For $p \in[1,+\infty]$, we denote by $L^{p}(\Omega)$ the space of measurable scalar functions on $\Omega$ for which

$$
\begin{gathered}
|u|_{L^{p}(\Omega)}=\left(\int_{\Omega}|u(x)|^{p} d x\right)^{1 / p}<+\infty \quad \text { for } 1 \leqq p<\infty, \\
|u|_{L^{\infty}(\Omega)}=\underset{x \in \Omega}{\operatorname{ess} \sup }|u(x)|<+\infty \quad \text { for } p=+\infty
\end{gathered}
$$

We denote by $H^{k}(\Omega)$ the Sobolev space of scalar functions that are in $L^{2}(\Omega)$ together with their weak derivatives of order less than or equal to $k \in \mathbb{N}^{*} . H_{0}^{1}(\Omega)$ is the Hilbert subspace of $H^{1}(\Omega)$ made of functions vanishing on $\Gamma$.

We will also consider vector-valued functions and use the notation $\mathbb{R}^{2}(\Omega)=$ $\left(L^{2}(\Omega)\right)^{m}, \mathbb{H}^{k}(\Omega)=\left(H^{k}(\Omega)\right)^{m}, \mathbb{H}_{0}^{1}(\Omega)=\left(H_{0}^{1}(\Omega)\right)^{m}$. We denote by $(\cdot, \cdot)$ the scalar product on $\mathbb{L}^{2}(\Omega)$ and we equip $\mathbb{H}_{0}^{1}(\Omega)$ with the norm

$$
\|u\|=\left(\sum_{i=1}^{n}\left|\frac{\partial u}{\partial x_{1}}\right|^{2}\right)^{1 / 2}
$$

Let $I$ be a bounded interval of $\mathbb{R}$ and let $X$ be a Banach space. We denote by $L^{p}(I ; X), 1 \leqq p \leqq+\infty$, the space of measurable functions $f$ from $I$ into $X$ such that $\|f\|_{X} \in L^{p}(I)$. This is a Banach space for the norm

$$
\|f\|_{L^{p}(I ; X)}=\left|\|f\|_{X}\right|_{L^{p}(I)} .
$$

## Part I. Systems with a Polynomial Growth Nonlinearity

1. The equations and the semigroup. Let $\Omega$ denote an open bounded set of $\mathbb{R}^{n}$ with boundary $\Gamma$. We consider the following initial-boundary value problem involving a
vector function $(u, v)$ from $\Omega \times \mathbb{R}^{+}$into $\mathbb{R}^{2} ;(u, v)$ satisfies

$$
\begin{align*}
& \frac{\partial u}{\partial t}-d \Delta u+h(x, u)+f(x, u, v)=0 \quad \text { in } \Omega \times \mathbb{R}^{+} \\
& \frac{\partial v}{\partial t}+\sigma(x) v+g(x, u)=0 \quad \text { in } \Omega \times \mathbb{R}^{+} \tag{1.1}
\end{align*}
$$

together with the initial conditions

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad v(x, 0)=v_{0}(x) \tag{1.2}
\end{equation*}
$$

and a boundary condition of either Dirichlet type

$$
\begin{equation*}
u=0 \quad \text { on } \Gamma, \tag{1.3}
\end{equation*}
$$

or of Neumann type

$$
\begin{equation*}
\frac{\partial u}{\partial \nu}=0 \quad \text { on } \Gamma, \tag{1.3}
\end{equation*}
$$

or of periodicity type

$$
\begin{equation*}
\Omega=(0, L)^{n} \quad u \text { is } \Omega \text {-periodic. } \tag{1.3}
\end{equation*}
$$

Here, the diffusion coefficient $d$ is positive. Also, the functions $h, f, \sigma$ and $g$ are assumed to be twice continuously differentiable in all variables and to satisfy

$$
\begin{gather*}
\delta_{1}|u|^{p}-\delta_{3} \leqq h(x, u) u \leqq \delta_{2}|u|^{p}+\delta_{3}, \quad p>2,  \tag{1.4}\\
|f(x, u, v)| \leqq \delta_{4}\left(1+|u|^{p_{1}}+|v|\right), \quad 0<p_{1}<p-1,  \tag{1.5}\\
\sigma(x) \leqq \delta>0,  \tag{1.6}\\
\left|g_{u}^{\prime}(x, u)\right| \leqq \delta_{5}, \quad\left|g_{x_{i}}^{\prime}(x, u)\right| \leqq \delta_{5}(1+|u|), \quad i=1, \cdots, n, \tag{1.7}
\end{gather*}
$$

where the $\delta_{i}$ 's are positive constants. We finally require the monotonicity assumption

$$
\begin{equation*}
\left(h_{u}^{\prime}(x, u)+f_{u}^{\prime}(x, u, v)\right) \xi_{1}^{2}+f_{v}^{\prime}(x, u, v) \xi_{1} \xi_{2} \geqq-\delta_{6}\left(\xi_{1}^{2}+\xi_{2}^{2}\right) \quad \forall\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}^{2} \tag{1.8}
\end{equation*}
$$

with $\delta_{6} \geqq 0$.
For the mathematical setting of problem (1.1)-(1.3) ${ }_{\alpha}$ we introduce the functional spaces

$$
H=\mathbb{L}^{2}(\Omega)=L^{2}(\Omega)^{2}, \quad V=V_{1} \times L^{2}(\Omega),
$$

where

$$
V_{1}= \begin{cases}H_{0}^{1}(\Omega) & \text { for } \alpha=1 \\ H^{1}(\Omega) & \text { for } \alpha=2 \\ H_{p}^{1}(\Omega) & \text { for } \alpha=3\end{cases}
$$

where $H_{p}^{k}(\Omega), k \in \mathbb{N}, \Omega=(0, L)^{n}$ denotes the space of functions that are locally in $H^{k}\left(\mathbb{R}^{n}\right)$ and are periodic with period $L$ in each direction. ${ }^{1}$

With the above assumptions and using classical methods (see, for instance, Lions [16]), we can prove the following existence and uniqueness result.

[^58]Proposition 1.1. For $\left(u_{0}, v_{0}\right)$ given in $H$, there exists a unique solution $(u, v)$ of (1.1)-(1.3) ${ }_{\alpha}$ satisfying

$$
\begin{aligned}
& (u, v) \in \mathscr{C}\left(\mathbb{R}^{+}, H\right), \\
& \left.u \in L^{2}\left(0, T ; V_{1}\right) \cap L^{p}\left(Q_{T}\right), \quad Q_{T}=\Omega \times\right] 0, T[\text { for all } T>0 .
\end{aligned}
$$

The mapping $\left(u_{0}, v_{0}\right) \rightarrow(u(t), v(t))$ is continuous on $H$.
2. The universal attractor. This section is devoted to the existence and to some properties of the universal attractor associated with (1.1)-(1.3) $)_{\alpha}$. We first give in § 2.1, general definitions and results. We then prove in $\S 2.2$ the existence of a universal attractor. Finally we conclude the section by deriving a regularity property of the universal attractor.
2.1. A general result on the existence of attractors. Let $H$ be a subset of a Banach space $(E,| |)$ and let $S(t), t \geqq 0$, be a semigroup of operators from $H$ into itself. We recall that the $\omega$-limit set of a subset $\mathscr{C}$ of $H$ is defined by

$$
\omega(\mathscr{C})=\bigcap_{s \geqq 0} \widehat{U} S_{t \geqq s}(t) \mathscr{C}^{H} .
$$

A functional invariant set for the semigroup $S(t)$ is a set $\mathscr{X} \subset H$ such that

$$
S(t) \mathscr{X}=\mathscr{X} \quad \forall t>0 .
$$

If an invariant set $\mathscr{A}$, compact in $H$, possesses an open neighborhood $\mathscr{U}$ such that the image by $S(t)$ of any bounded subset of $\mathscr{U}$ converges to $\mathscr{A}$ as $t \rightarrow+\infty$, then $\mathscr{A}$ is called an attractor and the largest open set that contains $\mathscr{A}$ and that enjoys the same property as $\mathscr{U}$ is called the basin of attraction of $\mathscr{A}$. The universal attractor, if it exists, is the only attractor that admits $H$ for basin of attraction, i.e., the image by $S(t)$ of any bounded set in $H$ converges to $\mathscr{A}$ when $t \rightarrow+\infty$.

A set $\mathscr{B} \subset H$ is said to be absorbing for the semigroup $S(t)$ if, for every bounded set $\mathscr{B}_{0}$ of $H$, there exists $T=T\left(\mathscr{B}_{0}\right)$ such that $S(t) \mathscr{B}_{0} \subset \mathscr{B}$, for all $t \geqq T\left(\mathscr{B}_{0}\right)$.

The following assumptions are made on the semigroup $S(t)$. First:
$S(t)$ is continuous from $H$ into itself, for all $t>0$.
We also require that, for every $t, S(t)=S_{1}(t)+S_{2}(t)$, where the operators $S_{1}, S_{2}$ map $H$ into $E$ and satisfy the following:
(2.2) The operators $S_{1}(t)$ are uniformly compact in the following sense: for every bounded set $\mathscr{B}$ in $H$, there exists $t_{0} \geqq 0$, such that $\bigcup_{t \geqq t_{0}} S_{1}(t) \mathscr{B}$ is relatively compact in $E$.

For every bounded set $\mathscr{B} \subset H, r_{\mathscr{B}}(t)=\sup _{\varphi \in \mathscr{B}}\left|S_{2}(t) \varphi\right| \rightarrow 0$ as $t \rightarrow+\infty$.
We now recall a general result ensuring the existence of a universal attractor.
Theorem 2.1. We assume that (2.1)-(2.3) are satisfied and that there exists a bounded absorbing set $\mathscr{B}$. Then, the $\omega$-limit set of $\mathscr{B}, \mathscr{A}=\omega(\mathscr{B})$, is the universal attractor for $S(t)$ in $H$. Furthermore, if $H$ is convex, then $\mathscr{A}$ is connected.

We conclude the section by a remark that will be useful in the sequel. Under the assumptions of Theorem 2.1, the universal attractor $\mathscr{A}$ is also the $\omega$-limit set of $\mathscr{B}$ for the family of operators $S_{1}$, i.e.,

$$
\mathscr{A}=\bigcap_{s \geqq 0} \bigcup_{t \geqq s} S_{1}(t) \mathscr{B} .
$$

Hence, $u \in \mathscr{A}$ if and only if there exist a sequence $u_{l} \in \mathscr{B}$ and a sequence $t_{l} \rightarrow+\infty$ such that

$$
\begin{equation*}
S_{1}\left(t_{l}\right) u_{l} \rightarrow u \text { as } l \rightarrow+\infty . \tag{2.4}
\end{equation*}
$$

The reader is referred to Temam [26] for more details and in particular for the proof of Theorem 2.1.
2.2. Existence of a universal attractor. We apply here the concepts and the results of $\S 2.1$ to the semigroup associated with (1.1)-(1.3) ${ }_{\alpha}$.

Theorem 2.2. Under assumptions (1.4)-(1.8), the semigroup $\{S(t)\}_{t \in \mathbb{R}_{+}}$associated with (1.1)-(1.3) possesses a universal attractor $\mathscr{A}$ that is connected in $H$.

Proof of Theorem 2.2.
(a) Energy estimates and the existence of an absorbing set. We multiply the first equation (1.1) by $u$ and the second one by $v$ and integrate over $\Omega$. Using the Green formula and (1.3) $)_{\alpha}$, we obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(|u|^{2}+|v|^{2}\right)+d\|u\|^{2}+\int_{\Omega} \sigma(x) v^{2} d x+\int_{\Omega} h(x, u) u d x \\
& \quad+\int_{\Omega}(f(x, u, v) u+g(x, u) v) d x=0 \tag{2.5}
\end{align*}
$$

Due to (1.7), there exists a constant $\delta_{7}>0$ such that

$$
\begin{equation*}
|g(x, \xi)| \leqq \delta_{7}(1+|\xi|) \quad \forall \xi \in \mathbb{R}, \quad \forall x \in \Omega . \tag{2.6}
\end{equation*}
$$

Using also (1.4)-(1.6), we deduce from (2.5) that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(|u|^{2}+|v|^{2}\right)+d\|u\|^{2}+\delta|v|^{2}+\delta_{1} \int_{\Omega}|u|^{p} d x \\
& \quad \leqq \delta_{3}|\Omega|+c_{1} \int_{\Omega}\left(|u|+|u|^{p_{1}+1}\right) d x+c_{1} \int_{\Omega}|v|(1+|u|) d x \tag{2.7}
\end{align*}
$$

with $c_{1}=\delta_{4}+\delta_{7}$. The last integral in (2.7) is then majorized as follows:

$$
c_{1} \int_{\Omega}|v|(1+|u|) d x \leqq \frac{\delta}{2} \int_{\Omega}|v|^{2} d x+\frac{c_{1}^{2}}{2 \delta} \int_{\Omega}(|u|+1)^{2} d x
$$

Also, when we set $q=\max \left(p_{1}+1,2\right)$, there exists a constant $c_{2}>0$ such that

$$
c_{1}\left(|\xi|+|\xi|^{p_{1}+1}+\frac{c_{1}^{2}}{2 \delta}(1+|\xi|)^{2}\right) \leqq c_{2}\left(|\xi|^{q}+1\right) \quad \forall \xi \in \mathbb{R} .
$$

Hence

$$
\begin{aligned}
c_{1} \int_{\Omega}\left(|u|+|u|^{p_{1}+1}+\frac{c_{1}^{2}}{2 \delta}(|u|+1)^{2}\right) d x & \leqq c_{2} \int_{\Omega}|u|^{q} d x+c_{2}|\Omega| \\
& \leqq \frac{\delta_{1}}{4} \int_{\Omega}|u|^{p} d x+c_{3} \quad \text { (using Young's inequality). }
\end{aligned}
$$

Combining the above inequalities, we infer from (2.7) that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left(|u|^{2}+|v|^{2}\right)+d\|u\|^{2}+\frac{\delta}{2}|v|^{2}+\frac{3 \delta_{1}}{4} \int_{\Omega}|u|^{p} d x \leqq \delta_{3}|\Omega|+c_{3} \tag{2.8}
\end{equation*}
$$

Again using Young's inequality, we have

$$
\frac{\delta}{2} \int_{\Omega}|u|^{2} d x \leqq \frac{\delta_{1}}{4} \int_{\Omega}|u|^{p} d x+c_{4}
$$

Hence (2.8) implies

$$
\begin{equation*}
\frac{d}{d t}\left(|u|^{2}+|v|^{2}\right)+2 d\|u\|^{2}+\delta\left(|u|^{2}+|v|^{2}\right)+\delta_{1} \int_{\Omega}|u|^{p} d x \leqq c_{5} \tag{2.9}
\end{equation*}
$$

where $c_{5}=2\left(\delta_{3}|\Omega|+c_{3}+c_{4}\right) ;$ (2.9) gives in particular

$$
\frac{d}{d t}\left(|u|^{2}+|v|^{2}\right)+\delta\left(|u|^{2}+|v|^{2}\right) \leqq c_{5}
$$

which yields, using Gronwall's lemma,

$$
\begin{equation*}
|u(t)|^{2}+|v(t)|^{2} \leqq\left(\left|u_{0}\right|^{2}+\left|v_{0}\right|^{2}\right) \exp (-\delta t)+\frac{c_{5}}{\delta}(1-\exp (-\delta t)) . \tag{2.10}
\end{equation*}
$$

We deduce from (2.10) that any ball of $H$ centered at zero and of radius $\rho_{2}>\rho_{1}=\left(c_{5} / \delta\right)^{1 / 2}$ is an absorbing set. Indeed, if $\mathscr{B}$ is a bounded set of $H$, included in a ball $B(0, R)$ of $H$ centered at zero and of radius $R$, then $S(t) \mathscr{B} \subset B\left(0, \rho_{2}\right)$ for $t \geqq T_{0}=T_{0}\left(\mathscr{B}, \rho_{2}\right)$

$$
T_{0}=\frac{1}{\delta} \log \frac{R^{2}}{\rho_{2}^{2}-\rho_{1}^{2}}
$$

Let $\rho_{2}>\rho_{1}$ and $r>0$ be fixed. We infer from (2.9) after integrating in $t$ that

$$
\begin{equation*}
2 d \int_{t}^{t+r}\|u\|^{2} d s+\delta_{1} \int_{t}^{t+r} \int_{\Omega}|u|^{p} d x d s \leqq r c_{5}+|u(t)|^{2}+|v(t)|^{2} \quad \forall t \geqq 0 . \tag{2.11}
\end{equation*}
$$

Hence, for $\left(u_{0}, v_{0}\right) \in \mathscr{B} \subset B(0, R)$ and $t \geqq T_{0}$,

$$
\begin{equation*}
2 d \int_{t}^{t+r}\|u\|^{2} d s+\delta_{1} \int_{t}^{t+r} \int_{\Omega}|u|^{p} d x d s \leqq r c_{5}+\rho_{2}^{2} \tag{2.12}
\end{equation*}
$$

Again integrating (2.9) in $t$, we also get for $\left(u_{0}, v_{0}\right) \in \mathscr{B} \subset B(0, R)$,

$$
\begin{equation*}
\int_{0}^{t}\|u\|^{2} d s \leqq \frac{1}{2 d}\left(c_{5} t+R^{2}\right) \quad \forall t \geqq 0 \tag{2.13}
\end{equation*}
$$

(b) The solution $v$ of (1.1) can be written $v(t)=v_{1}(t)+v_{2}(t)$ with

$$
\begin{gather*}
v_{1}(x, t)=-\int_{0}^{t} g(x, u(x, s)) e^{-\sigma(x)(t-s)} d s, \\
v_{2}(x, t)=v_{0}(x) \exp (-\sigma(x) t), \tag{2.14}
\end{gather*}
$$

and we define two families $S_{1}, S_{2}$ of operators from $H$ into $H$ by setting

$$
\begin{gather*}
S_{1}(t):\left(u_{0}, v_{0}\right) \rightarrow\left(u(t), v_{1}(t)\right),  \tag{2.15}\\
S_{2}(t):\left(u_{0}, v_{0}\right) \rightarrow\left(0, v_{2}(t)\right) .
\end{gather*}
$$

It is straightforward that $S_{2}(t)$ satisfies (2.3); indeed, for every bounded set $\mathscr{B} \subset H$,

$$
r_{\mathscr{B}}(t) \leqq \exp (-\delta t) \sup _{\varphi \in \mathscr{B}}|\varphi| .
$$

Our aim now is to check the uniform compactness of the operators $S_{1}(t)$ by using uniform in time a priori estimates on $u(t)$ and $v_{1}(t)$.

We multiply the first equation in (1.1) by $-\Delta u$ and integrate over $\Omega$. Thanks to $(1.3)_{\alpha}$ and the Green formula, this gives the energy-type relation

$$
\frac{1}{2} \frac{d}{d t}\|u\|^{2}+d|\Delta u|^{2}=\int_{\Omega} h(x, u) \Delta u d x+\int_{\Omega} f(x, u, v) \Delta u d x
$$

Due to (1.4), there exists a constant $\delta_{8}>0$ such that

$$
|h(x, \xi)| \leqq \delta_{8}\left(1+|\xi|^{p-1}\right) \quad \forall \xi \in \mathbb{R}, \quad \forall x \in \Omega
$$

Hence, using also (1.5), we get, setting $c_{6}=\max \left(\delta_{8}, \delta_{4}\right)$,

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\|u\|^{2}+d|\Delta u|^{2} & \leqq c_{6} \int_{\Omega}\left(2+|u|^{p_{1}}+|u|^{p-1}+|v|\right)|\Delta u| d x \\
& \leqq \frac{d}{2}|\Delta u|^{2}+\frac{c_{6}^{2}}{2 d} \int_{\Omega}\left(2+|u|^{p_{1}}+|u|^{p-1}+|v|\right)^{2} d x
\end{aligned}
$$

Thus

$$
\begin{align*}
\frac{d}{d t}\|u\|^{2} & \leqq \frac{4 c_{6}^{2}}{d} \int_{\Omega}\left(4+|u|^{2 p_{1}}+|u|^{2 p-2}+|v|^{2}\right) d x \\
& \leqq c_{7} \int_{\Omega}\left(1+|u|^{2 p-2}+|v|^{2}\right) d x \quad\left(\text { since } p_{1}<p-1\right) \tag{2.16}
\end{align*}
$$

We then apply the uniform Gronwall lemma, which we recall.
Lemma 2.3. Let g, h, y be three locally integrable scalar functions on $] t_{0}, \infty$ [satisfying

$$
\begin{gathered}
\frac{d y}{d t} \in L_{\mathrm{loc}}^{1}(] t_{0},+\infty[) \quad \text { and } \quad \frac{d y}{d t} \leqq g y+h \quad \text { for } t \geqq t_{0}, \\
\int_{t}^{t+r} g(s) d s \leqq a_{1}, \quad \int_{t}^{t+r} h(s) d s \leqq a_{2}, \quad \int_{t}^{t+r} y(s) d s \leqq a_{3} \quad \text { for } t \geqq t_{0},
\end{gathered}
$$

where $r, a_{1}, a_{2}, a_{3}$ are positive constants. Then

$$
\begin{equation*}
y(t+r) \leqq\left(\frac{a_{3}}{r}+a_{2}\right) \exp \left(a_{1}\right) \quad \forall t \geqq t_{0} \tag{2.17}
\end{equation*}
$$

The proof of this lemma can be found for instance in Foias, Manley, and Temam [9]. Thanks to the techniques of Lemma 2.5 below for $k=1$ and (2.12), we can check the existence of a constant $c_{8}$ such that for $\left(u_{0}, v_{0}\right) \in \mathscr{B}$ and $t \geqq T_{0}+r$

$$
\int_{t}^{t+r} \int_{\Omega}|u|^{2 p-2} d x d s \leqq c_{8}
$$

Hence, again using (2.12) and the existence of the absorbing set $B\left(0, \rho_{2}\right)$, we conclude that we can apply the uniform Gronwall lemma to (2.16) and we infer from (2.17) that

$$
\begin{gather*}
\|u(t)\|^{2} \leqq c_{9} \quad \forall t \geqq T_{0}+2 r,  \tag{2.18}\\
c_{9}=\frac{1}{2 d r}\left(r c_{5}+\rho_{2}^{2}\right)+c_{7}\left(r|\Omega|+c_{8}+r \rho_{2}^{2}\right) .
\end{gather*}
$$

We now derive a time-uniform estimate of $v_{1}(t)$ in $H^{1}(\Omega)$. First, it is easy to deduce from (2.14) and (2.10) that there exists a constant $c_{10}=c_{10}(R)$ such that, for $\left(u_{0}, v_{0}\right) \in \mathscr{B} \subset B(0, R)$,

$$
\begin{equation*}
\left|v_{1}(t)\right|^{2} \leqq c_{10}(R) \quad \forall t \geqq 0 . \tag{2.19}
\end{equation*}
$$

We then set $w_{j}=\partial v_{1} / \partial x_{j}, j=1, \cdots, n ; w_{j}$ satisfies

$$
\begin{align*}
& \frac{\partial w_{j}}{\partial t}+\sigma(x) w_{j}=-\sigma_{x_{j}}^{\prime}(x) v_{1}-g_{x_{j}}^{\prime}(x, u)-g_{u}^{\prime}(x, u) \frac{\partial u}{\partial x_{j}},  \tag{2.20}\\
& w_{j}(0)=0 .
\end{align*}
$$

The right-hand side of (2.20) satisfies the pointwise inequality (see (1.7))

$$
\left|\sigma_{x_{j}}^{\prime}(x) v_{1}+g_{x_{j}}^{\prime}(x, u)+g_{u}^{\prime}(x, u) \frac{\partial u}{\partial x_{j}}\right| \leqq\left(c_{11}+\delta_{5}\right)\left(1+|u|+\left|v_{1}\right|\right)+\delta_{5}\left|\frac{\partial u}{\partial x_{j}}\right|,
$$

where $c_{11}=\max _{1 \leqq j \leq n} \max _{x \in \bar{\Omega}}\left|\sigma_{x_{j}}^{\prime}(x)\right|$. Hence, by multiplying (2.20) by $w_{j}$ and integrating over $\Omega$, we find

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left|w_{j}\right|^{2}+\delta\left|w_{j}\right|^{2} \leqq \frac{\delta}{2}\left|w_{j}\right|^{2}+\frac{1}{2 \delta} \int_{\Omega}\left\{\left(c_{11}+\delta_{5}\right)\left(1+|u|+\left|v_{1}\right|\right)+\delta_{5}\left|\frac{\partial u}{\partial x_{j}}\right|\right\}^{2} d x \\
& \frac{d}{d t}\left|w_{j}\right|^{2}+\delta\left|w_{j}\right|^{2} \leqq \frac{2}{\delta}\left(c_{11}+\delta_{5}\right)^{2} \int_{\Omega}\left(1+|u|+\left|v_{1}\right|\right)^{2} d x+\frac{2 \delta_{5}^{2}}{\delta} \int_{\Omega}\left|\frac{\partial u}{\partial x_{j}}\right|^{2} d x
\end{aligned}
$$

which, thanks to (2.19) and (2.10), for $\left(u_{0}, v_{0}\right) \in \mathscr{B} \subset B(0, R)$, gives

$$
\begin{gather*}
\frac{d}{d t}\left|w_{j}\right|^{2}+\delta\left|w_{j}\right|^{2} \leqq c_{12}+\frac{2 \delta_{5}^{2}}{\delta} \int_{\Omega}\left|\frac{\partial u}{\partial x_{j}}\right|^{2} d x, \\
c_{12}=c_{12}(R)=\frac{8}{\delta}\left(c_{11}+\delta_{5}\right)^{2}\left(|\Omega|+R^{2}+\frac{c_{5}}{\delta}+c_{10}\right) . \tag{2.21}
\end{gather*}
$$

Summing (2.21) from $j=1$ to $j=n$, we finally obtain, for $\left(u_{0}, v_{0}\right) \in \mathscr{B} \subset B(0, R)$,

$$
\begin{equation*}
\frac{d}{d t}\left\|v_{1}\right\|^{2}+\delta\left\|v_{1}\right\|^{2} \leqq n c_{12}+\frac{2 \delta_{5}^{2}}{\delta}\|u\|^{2} \tag{2.22}
\end{equation*}
$$

We then integrate this inequality; this gives, since $v_{1}(0)=0$,

$$
\begin{align*}
&\left\|v_{1}(t)\right\|^{2} \leqq \frac{n c_{12}}{\delta} \\
&+\frac{2 \delta_{5}^{2}}{\delta} \int_{0}^{t}\|u(s)\|^{2} \exp (\delta(s-t)) d s \quad \forall t \geqq 0 \\
& \leqq \frac{n c_{12}}{\delta}+\frac{2 \delta_{5}^{2}}{\delta} \int_{0}^{T_{0}+2 r}\|u(s)\|^{2} \exp (\delta(s-t)) d s  \tag{2.23}\\
&+\frac{2 \delta_{5}^{2}}{\delta} \int_{T_{0}+2 r}^{t}\|u(s)\|^{2} \exp (\delta(s-t)) d s \\
& \leqq \frac{n c_{12}}{\delta}+\frac{\delta_{5}^{2}}{\delta d}\left\{c_{5}\left(T_{0}+2 r\right)+R^{2}\right\}+\frac{2 \delta_{5}^{2} c_{9}}{\delta^{2}} \quad \forall t \geqq 0
\end{align*}
$$

(using (2.13) and (2.18)).

The estimates (2.23), (2.19), (2.18), and (2.10) provide the uniform compactness of the operators $S_{1}$. Indeed, if $\left(u_{0}, v_{0}\right) \in \mathscr{B} \subset B(0, R)$ and $t \geqq T_{0}+2 r$, then $S_{1}(t) \cdot\left(u_{0}, v_{0}\right)$ belongs to a set bounded in $\mathbb{H}^{1}(\Omega)$ independently of $t$ and relatively compact in $H$.

In conclusion, the assumptions (2.1)-(2.3) are satisfied and we have proved the existence of a bounded absorbing set. Hence, Theorem 2.1 applies and gives Theorem 2.2.
2.3. A regularity property of the attractor. The goal of this section is to prove the following regularity result.

Theorem 2.4. Under assumptions (1.4)-(1.8), the universal attractor $\mathscr{A}$ defined in Theorem 2.2 is bounded in $\mathbb{L}^{\infty}(\Omega)$.

We start by proving the following weaker result.
Lemma 2.5. The attractor $\mathscr{A}$ defined in Theorem 2.2 is bounded in $\mathbb{L}^{q}(\Omega)$, for all $q \in[1,+\infty[$.

Proof. Let $\alpha(k)=k(p-2)+2$. Since $\alpha(k) \rightarrow+\infty$, as $k \rightarrow+\infty$, it suffices to prove that $\mathscr{A}$ is bounded in $\mathbb{L}^{\alpha(k)}(\Omega)$, for all $k \in \mathbb{N}$. Let $r>0$ be fixed; we shall prove by induction on $k$ that $\mathscr{A}$ is bounded in $\mathbb{L}^{\alpha(k)}(\Omega)$,

$$
\begin{equation*}
\sup _{\left(u_{0}, v_{0}\right) \in \mathscr{A}} \int_{t}^{t+r} \int_{\Omega}|u|^{\alpha(k+1)} d x d s \leqq K \quad \forall t \geqq 0, \tag{2.24}
\end{equation*}
$$

where $(u, v)$ is the solution of (1.1)-(1.3) $)_{\alpha}$; hereafter, we denote by $K$ any constant that depends on the data and on $k$.
(a) $k=0 ; \alpha(0)=2$, and $\alpha(1)=p ;(2.24)_{0}$ has been proved in Theorem 2.2. Let ( $\left.u_{0}, v_{0}\right) \in \mathscr{A}$; we infer from (2.11) that

$$
\begin{aligned}
\delta_{1} \int_{t}^{t+r} \int_{\Omega}|u|^{p} d x d s & \leqq r c_{5}+|u(t)|^{2}+|v(t)|^{2} \quad \forall t \geqq 0 \\
& \leqq K \quad\left(\text { thanks to }(2.24)_{o}\right)
\end{aligned}
$$

hence we have $(2.25)_{0}$.
(b) We now assume that $(2.24)_{k-1}$ and $(2.25)_{k-1}$ hold for $k \geqq 1$. In particular, there exists a constant $K>0$ such that

$$
\begin{equation*}
\int_{\Omega}|\tilde{v}|^{\alpha(k-1)} d x \leqq K \quad \forall(\tilde{u}, \tilde{v}) \in \mathscr{A} . \tag{2.26}
\end{equation*}
$$

Let $\left(u_{0}, v_{0}\right) \in \mathscr{A}$. By multiplying the first equation in (1.1) by $|u|^{\alpha(k)-2} u$ and integrating over $\Omega$, we obtain

$$
\begin{align*}
& \frac{1}{\alpha(k)} \frac{d}{d t} \int_{\Omega}|u|^{\alpha(k)} d x-d \int_{\Omega} \Delta u|u|^{\alpha(k)-2} u d x \\
& \quad+\int_{\Omega} h(x, u)|u|^{\alpha(k)-2} u d x+\int_{\Omega} f(x, u, v)|u|^{\alpha(k)-2} u d x=0 . \tag{2.27}
\end{align*}
$$

Thanks to the Green formula and (1.3) ${ }_{\alpha}$, we have

$$
-\int_{\Omega} \Delta u|u|^{\alpha(k)-2} u d x=(\alpha(k)-1) \int_{\Omega}|\nabla u|^{2}|u|^{\alpha(k)-2} d x \geqq 0 .
$$

Hence, using also (1.4) and (1.5), we deduce from (2.27)

$$
\begin{aligned}
& \frac{1}{\alpha(k)} \frac{d}{d t} \int_{\Omega}|u|^{\alpha(k)} d x+\delta_{1} \int_{\Omega}|u|^{\alpha(k+1)} d x \\
& \leqq \int_{\Omega}\left(\delta_{3}|u|^{\alpha(k)-2}+\delta_{4}|u|^{\alpha(k)-1}+\delta_{4}|u|^{p_{1}+\alpha(k)-1}\right) d x \\
& \quad+\delta_{4} \int_{\Omega}|v||u|^{\alpha(k)-1} d x
\end{aligned}
$$

(since $p_{1}+\alpha(k)-1<\alpha(k+1)$ ),

$$
\begin{align*}
& \leqq \frac{\delta_{1}}{4} \int_{\Omega}|u|^{\alpha(k+1)} d x+K+\delta_{4} \int_{\Omega}|v||u|^{\alpha(k)-1} d x,  \tag{2.28}\\
\frac{1}{\alpha(k)} & \frac{d}{d t} \int_{\Omega}|u|^{\alpha(k)} d x+\delta_{1} \frac{3}{4} \int_{\Omega}|u|^{\alpha(k+1)} d x \\
& \leqq \delta_{4} \int_{\Omega}|v||u|^{\alpha(k)-1} d x+K .
\end{align*}
$$

Let $\bar{p}=\alpha(k+1) /(\alpha(k)-1)$ and let $\bar{q}$ be such that $1 / \bar{p}+1 / \bar{q}=1$. With the Young inequality, the last integral in (2.28) is majorized as follows:

$$
\delta_{4} \int_{\Omega}|v||u|^{\alpha(k)-1} d x \leqq \frac{\delta_{1}}{4} \int_{\Omega}|u|^{\alpha(k+1)} d x+c_{k}^{\prime} \int_{\Omega}|v|^{\bar{q}} d x .
$$

Since $\bar{q} \leqq \alpha(k-1)$, using the Hölder inequality, we also have

$$
\begin{aligned}
\int_{\Omega}|v|^{\bar{q}} d x & \leqq|\Omega|^{1-(\bar{q} / \alpha(k-1))}\left(\int_{\Omega}|v|^{\alpha(k-1)}\right)^{\bar{q} / \alpha(k-1)} \\
& \leqq K \quad(\mathrm{by}(2.26)) .
\end{aligned}
$$

Combining the above inequalities, we finally obtain

$$
\begin{equation*}
\frac{1}{\alpha(k)} \frac{d}{d t} \int_{\Omega}|u|^{\alpha(k)} d x+\frac{\delta_{1}}{2} \int_{\Omega}|u|^{\alpha(k+1)} d x \leqq K . \tag{2.29}
\end{equation*}
$$

Thanks to the induction assumption (2.25) $)_{k-1}$, we can apply the uniform Gronwall lemma to (2.29) and we conclude from (2.17) that there exists a constant $K$ such that

$$
\int_{\Omega}|u|^{\alpha(k)} d x \leqq K \quad \forall t \geqq r .
$$

Since $S(r) \mathscr{A}=\mathscr{A}$, this implies

$$
\begin{equation*}
\int_{\Omega}|\tilde{u}|^{\alpha(k)} d x \leqq K \quad \forall(\tilde{u}, \tilde{v}) \in \mathscr{A} . \tag{2.30}
\end{equation*}
$$

Then integrating (2.29) between $t$ and $t+r$ and using (2.30), we find

$$
\sup _{\left(u_{0}, v_{0}\right) \in \mathscr{A}} \int_{t}^{t+r} \int_{\Omega}|u|^{\alpha(k+1)} d x d s \leqq K \quad \forall t \geqq 0,
$$

i.e., $(2.25)_{k}$.

It remains to check that

$$
\begin{equation*}
\int_{\Omega}|\tilde{v}|^{\alpha(k)} d x \leqq K \quad \forall(\tilde{u}, \tilde{v}) \in \mathscr{A} . \tag{2.31}
\end{equation*}
$$

Let $(\tilde{u}, \tilde{v}) \in \mathscr{A}$. We claim that there exists a sequence $\left(u_{01}, v_{0 l}\right) \in \mathscr{A}$ and a sequence $t_{l} \rightarrow+\infty$ such that

$$
S_{1}\left(t_{l}\right) \cdot\left(u_{0 l}, v_{0 l}\right) \rightarrow(\tilde{u}, \tilde{v}) \quad \text { in } H \quad \text { as } l \rightarrow+\infty,
$$

where $S_{1}(t)$ is given by (2.15). Indeed this follows from the functional invariance of $\mathscr{A}$ and the property (2.3) for $S_{2}(t)=S(t)-S_{1}(t)$.

Then, by (2.14),

$$
\begin{align*}
\left|v_{1 l}(t)\right|_{L^{\alpha(k)}(\Omega)} & \leqq \int_{0}^{t}\left|g\left(x, u_{l}\right)\right|_{L^{\alpha(k)}(\Omega)} \mathrm{e}^{-\delta(t-s)} d s \quad \text { ( } \delta \text { given by (1.6)) } \\
& \leqq \delta_{7} \int_{0}^{t}\left|1+\left|u_{l}\right|\right|_{L^{\alpha(k)}(\Omega)} e^{-\delta(t-s)} d s \quad \text { (with (2.6)) }  \tag{2.32}\\
& \leqq \delta_{7} K \frac{1}{\delta} \quad \forall t \geqq 0 \quad \text { (thanks to (2.30)), }
\end{align*}
$$

which implies (2.31), since there exists a subsequence $l_{m}$ such that

$$
|\tilde{v}|_{L^{\alpha(k)}} \leqq \liminf _{m \rightarrow+\infty}\left|v_{1_{m}}\left(t_{l_{m}}\right)\right|_{L^{\alpha(k)}}
$$

The proof of Lemma 2.5 is therefore complete.
Conclusion of the proof of Theorem 2.4. We now show that the attractor $\mathscr{A}$ is bounded in $\mathbb{L}^{\infty}(\Omega)$. Let $(\tilde{u}, \tilde{v}) \in \mathscr{A}$ and let $\tilde{i}>0$. Since $\mathscr{A}$ is a functional invariant set, there exists a solution $(u, v)$ of $(1.1)-(1.3)_{\alpha}$ satisfying $\left(u_{0}, v_{0}\right) \in \mathscr{A}$ and $(u(\tilde{t}), v(\tilde{t}))=$ $(\tilde{u}, \tilde{v})$. Introducing the semigroup $\Sigma(t)$ associated with the linear operator $\partial / \partial t-d \Delta+I$ and with the boundary condition $(1.3)_{\alpha}$, it is classical that $u$ can be written as

$$
\begin{equation*}
u(t)=\Sigma(t) u_{0}+\int_{0}^{t} \Sigma(t-s)\{-h(x, u(s))-f(x, u(s), v(s))+u(s)\} d s \quad \text { for } t \geqq 0 \tag{2.33}
\end{equation*}
$$

The semigroup $\Sigma(t)$ satisfies the regularity property (see Rothe [22])

$$
|\Sigma(t) \varphi|_{L^{\infty}(\Omega)} \leqq c m(t)^{-1 / 2} e^{-\lambda t}|\varphi|_{L^{n}(\Omega)},
$$

where $m(t)=\min (1, t), \lambda$ is the smallest eigenvalue of the operator $-d \Delta+I$ associated with the boundary condition (1.3) $)_{\alpha}$, and $c$ is a positive constant. Also, by Lemma 2.5, there exists a constant $K>0$ such that

$$
|u|_{L^{n}(\Omega)},|-h(x, u)-f(x, u, v)+u|_{L^{n}(\Omega)} \leqq K .
$$

Hence, we deduce from (2.33) that

$$
\begin{aligned}
|u(t)|_{L^{\infty}(\Omega)} & \leqq c K\left\{e^{-\lambda t} m(t)^{-1 / 2}+\int_{0}^{t} e^{-\lambda(t-s)} m(t-s)^{-1 / 2} d s\right\} \quad \forall t \geqq 0 \\
& \leqq c K\left\{m\left(\frac{\tilde{t}}{2}\right)^{-1 / 2}+2+\frac{1}{\lambda}\right\} \quad \forall t \geqq \frac{\tilde{t}}{2} .
\end{aligned}
$$

In particular, $\tilde{u}=u(\tilde{t})$ satisfies

$$
|\tilde{u}|_{L^{\infty}(\Omega)} \leqq c K\left\{m\left(\frac{\tilde{t}}{2}\right)^{-1 / 2}+2+\frac{1}{\lambda}\right\} \quad \forall(\tilde{u}, \tilde{v}) \in \mathscr{A} .
$$

Finally, the bound on $|\tilde{v}|_{L^{\infty}(\Omega)}$ follows from the one on $|\tilde{u}|_{L^{\infty}(\Omega)}$ as in Lemma 2.5 above. This concludes the proof of Theorem 2.4.
3. Dimension of the universal attractor. Our aim is now to prove the finite dimensionality of the attractor introduced before. We start by giving a few results borrowed from Constantin, Foias, and Temam [6] and Ghidaglia and Temam [10] (§ 3.1). We then derive in § 3.2 estimates of the Hausdorff and fractal dimensions of the attractor. Finally, we conclude the section by applying our results to an example (§ 3.3).
3.1. Some general results on the dimension of functional invariant sets. Let $E$ be a Hilbert space (norm $|\cdot|$ ) and let $\mathscr{X}$ be a compact functional invariant set for a semigroup $\{S(t)\}_{t \geqq 0}$. We assume the following for all $t \geqq 0$ :
$S(t)$ is uniformly differentiable in $\mathscr{X}$, which means that for every $u \in \mathscr{X}$ there exists a linear operator $L=L(t, u) \in \mathscr{L}(E)$ such that

$$
\begin{align*}
\sup _{\substack{u, v \in \mathscr{O} \\
0<|v-u| \leqq \varepsilon}} \xrightarrow{|S(t) v-S(t) u-L(t, u) \cdot(v-u)|} \\
|v-u| \tag{3.2}
\end{align*} 0 \quad \text { as } \varepsilon \rightarrow 0,
$$

For $L \in \mathscr{L}(E)$ and $N \in \mathbb{N}^{*}$, we denote by $\omega_{N}(L)$ the norm of the exterior product $\Lambda^{N} L$ in $\Lambda^{N} E$ :

$$
\omega_{N}(L)=\sup _{\substack{\xi^{1}, \cdots, \xi^{N} \in E \\\left|\xi^{\prime}\right| \leq 1}}\left|L \xi^{1} \wedge \cdots \wedge L \xi^{N}\right| .
$$

We then introduce for $N \in \mathbb{N}^{*}$

$$
\begin{gathered}
\bar{\omega}_{N}(t)=\sup _{u_{0} \in \mathscr{Z}} \omega_{N}\left(L\left(t, u_{0}\right)\right), \quad t \geqq 0, \\
\Pi_{N}=\lim _{t \rightarrow+\infty} \bar{\omega}_{N}(t)^{1 / t}
\end{gathered}
$$

and we define the uniform Lyapunov numbers $\mu_{N}$ by

$$
\mu_{1}=\log \Pi_{1}, \quad \mu_{N}=\log \Pi_{N}-\log \Pi_{N-1}, \quad N \geqq 2 .
$$

A general result on the Hausdorff and fractal dimensions of functional invariant sets states the following.

Theorem 3.1. Under assumptions (3.1), (3.2), if, for some integer $N \geqq 1, \mu_{1}+\cdots+$ $\mu_{N}<0$, then the Hausdorff dimension of $\mathscr{X}$ is less than or equal to $N$ and the fractal dimension of $\mathscr{X}$ is less than or equal to

$$
N \cdot \max _{1 \leqq l \leqq N-1}\left(1+\frac{\left(\mu_{1}+\cdots+\mu_{l}\right)_{+}}{\left|\mu_{1}+\cdots+\mu_{N}\right|}\right) .
$$

The reader is referred to Constantin, Foias and Temam [6] for the proof of this result when the linear operators $L(t, u)$ are assumed to be compact and to Ghidaglia and Temam [10] for the extension to the noncompact case that we use here. We conclude this section by recalling the definitions of the Hausdorff and fractal dimensions
(Federer [7], Mandelbrot [17]). The $d$-dimensional Hausdorff measure of $\mathscr{X}$ is the number

$$
\mu_{H}(\mathscr{X}, d)=\lim _{\varepsilon \rightarrow 0} \mu_{H}(\mathscr{X}, d, \varepsilon)
$$

where

$$
\mu_{H}(\mathscr{X}, d, \varepsilon)=\inf \sum_{i} r_{1}^{d},
$$

the infimum being taken for all the coverings of $\mathscr{X}$ by balls of radii $r_{1} \leqq \varepsilon$. There exists $d=d_{H}(\mathscr{X}) \in[0,+\infty]$ such that $\mu_{H}(\mathscr{X}, d)=0$ for $d>d_{H}(\mathscr{X})$ and is equal to $\infty$ for $d<d_{H}(\mathscr{X}) ; d_{H}(\mathscr{X})$ is the Hausdorff dimension of $\mathscr{X}$.

The fractal dimension of $\mathscr{X}$ is

$$
d_{F}(\mathscr{X})=\inf \left\{d>0, \mu_{F}(\mathscr{X}, d)=0\right\}
$$

where

$$
\mu_{F}(\mathscr{X}, d)=\underset{\varepsilon \rightarrow 0}{\lim \sup } \varepsilon^{d} n_{\mathscr{X}}(\varepsilon),
$$

and $n_{\mathscr{X}}(\varepsilon)$ is the minimum number of balls of radii $\varepsilon$ necessary to cover $\mathscr{X}$. Since $\mu_{F}(\mathscr{X}, d) \geqq \mu_{H}(\mathscr{X}, d)$, it is clear that the fractal dimension of a set is larger than or equal to its Hausdorff dimension, the converse being false in general.
3.2. Estimate of the dimension of the attractor. We now return to the universal attractor $\mathscr{A}$ defined in Theorem 2.2. According to Theorem 2.4, there exists a constant $\alpha>0$ such that

$$
|\tilde{u}|_{L^{\infty}(\Omega)},|\tilde{v}|_{L^{\infty}(\Omega)} \leqq \alpha \quad \forall(\tilde{u}, \tilde{v}) \in \mathscr{A}
$$

and we introduce

$$
\begin{align*}
& c_{3}=\inf _{\substack{x \in \bar{\Omega} \\
|u| \leqq \alpha, v \mid \leqq \alpha}}\left(h_{u}^{\prime}(x, u)+f_{u}^{\prime}(x, u, v)\right),  \tag{3.3}\\
& c_{4}=\sup _{\substack{x \in \bar{\Omega} \\
|u| \leqq \alpha, v \mid \leqq \alpha}}\left|f_{v}^{\prime}(x, u, v)+g_{u}^{\prime}(x, u)\right| . \tag{3.4}
\end{align*}
$$

(Note that $c_{3} \geqq-\delta_{6}$ given by (1.8).) The aim of this section is to prove Theorem 3.2.
Theorem 3.2. Under assumptions (1.4)-(1.8), the Hausdorff and fractal dimensions of the universal attractor $\mathscr{A}$ defined in Theorem 2.2 are finite. Moreover, they are both bounded by

$$
\begin{equation*}
c\left\{1+\frac{d}{\delta|\Omega|^{2 / n}}+\frac{|\Omega|}{d^{n / 2}}\left(\delta^{n / 2}+\frac{1}{\delta}\left(c_{3}^{-}\right)^{n_{1}}+\frac{1}{\delta^{n_{1}+1}} c_{4}^{2 n_{1}}\right)\right\} \tag{3.5}
\end{equation*}
$$

where $c$ denotes $a$ constant depending on $n$ and the shape of $\Omega ;{ }^{2} n_{1}=1+n / 2, c_{3}^{-}=$ $\max \left(0,-c_{3}\right)$, and $\delta, c_{3}, c_{4}$ are given by (1.6), (3.3), and (3.4), respectively.

Remark 3.3. In the course of the proof of Theorem 3.2 below, we derive the following sharper bound of the Hausdorff and fractal dimensions:

$$
c\left\{1+\frac{d}{\delta|\Omega|^{2 / n}}+\frac{\delta^{n / 2}|\Omega|}{d^{n / 2}}+\frac{c_{5}}{\delta d^{n / 2}}\right\},
$$

[^59]where
\[

$$
\begin{align*}
c_{5}=\liminf _{t \rightarrow+\infty} \sup _{\left(u_{0}, v_{0}\right) \in \mathscr{A}}\left\{\frac{1}{t} \int_{0}^{t} \int_{\Omega}\{ \right. & \left(\left(h_{u}^{\prime}(x, u)+f_{u}^{\prime}(x, u, v)\right)^{-}\right)^{n_{1}} \\
& \left.\left.+\frac{\left|f_{v}^{\prime}(x, u, v)+g_{u}^{\prime}(x, u)\right|^{2 n_{1}}}{\delta^{n_{1}}}\right\} d x d s\right\}, \tag{3.6}
\end{align*}
$$
\]

and $c$ is as in Theorem 3.2.
Theorem 3.2 is proved by using the general result recalled in §3.1. We start by checking the assumptions (3.1) and (3.2) for the semigroup $S(t)$ associated with (1.1)-(1.3) .

Lemma 3.4. For every $t_{0}>0, s\left(t_{0}\right)$ is uniformly differentiable on $\mathscr{A}$. Its differential at $\left(u_{0}, v_{0}\right)$ is the linear operator on $H:(\xi, \eta) \rightarrow L\left(t_{0}, u_{0}, v_{0}\right)$. $(\xi, \eta)=\left(U\left(t_{0}\right), V\left(t_{0}\right)\right)$, where $\left(U\left(t_{0}\right), V\left(t_{0}\right)\right)$ is the value at time $t_{0}$ of the solution $(U(t), V(t))$ of the linearized problem

$$
\begin{gather*}
\frac{\partial U}{\partial t}-d \Delta U+\left[h_{u}^{\prime}(x, u)+f_{u}^{\prime}(x, u, v)\right] U+f_{v}^{\prime}(x, u, v) V=0  \tag{3.7}\\
\frac{\partial V}{\partial t}+\sigma(x) V+g_{u}^{\prime}(x, u) U=0 \\
U(0)=\xi, \quad V(0)=\eta  \tag{3.8}\\
U \text { satisfies }(1.3)_{\alpha}
\end{gather*}
$$

where $(u, v)$ is the solution of (1.1)-(1.3) $)_{\alpha}$. Furthermore, we have

$$
\sup _{\left(u_{0}, v_{0}\right) \in \mathscr{A}}\left|L\left(t_{0}, u_{0}, v_{0}\right)\right|_{\mathscr{L}(H)}<+\infty
$$

Proof of Lemma 3.4. The proof of this technical result is left to the reader. We only note here that it relies essentially on Theorem 2.4.

For $\left(u_{0}, v_{0}\right) \in \mathscr{A}$, let us denote by $\mathfrak{A}(u, v)$ the linear operator from $H^{2}(\Omega) \times L^{2}(\Omega)$ into $H$ occurring in (3.7), (3.8), i.e.,

$$
\mathfrak{H}(u, v) \cdot(U, V)=\left(-d \Delta U+\left(h_{u}^{\prime}+f_{u}^{\prime}\right) U+f_{v}^{\prime} V, \sigma V+g_{u}^{\prime} U\right)
$$

For $N \geqq 1$, we introduce

$$
\begin{equation*}
q_{N}=\limsup _{t \rightarrow+\infty}\left(\inf _{\left(u_{0}, v_{0}\right) \in \mathscr{A}} \frac{1}{t} \int_{0}^{t} \inf _{\operatorname{rank} Q=N} \operatorname{Tr}(\mathscr{Y}(u, v) \circ Q) d s\right), \tag{3.9}
\end{equation*}
$$

where $Q$ denotes any orthogonal projector in $H$ of rank $N$ such that $Q H \subset W$ with

$$
W=\left\{(U, V) \in H^{2}(\Omega) \times L^{2}(\Omega), U \text { satisfies }(1.3)_{\alpha}\right\} .
$$

Returning to the definitions of $\S 3.1$, it can be shown exactly as in [6] that

$$
\mu_{1}+\cdots+\mu_{N} \leqq-q_{N}, \quad N \geqq 1 .
$$

Thus, we infer from Theorem 3.1 that, if $q_{N}>0$ for some $N$, then the Hausdorff dimension of $\mathscr{A}$ is less than or equal to $N$ and its fractal dimension is majorized by

$$
\begin{equation*}
N \cdot \max _{1 \leqq \leqq \leqq N-1}\left(1+\frac{\left(-q_{l}\right)_{+}}{q_{N}}\right) \tag{3.10}
\end{equation*}
$$

We next estimate the $q_{N}$ 's. Let $Q$ be an orthogonal projector in $H$ of rank $N$ such that $Q H \subset W$ and let $\left\{\left(\varphi^{j}, \psi^{j}\right)\right\}_{j \in \mathbb{N}}$ be an orthonormal basis of $H$ such that $\left(\varphi^{1}, \psi^{1}\right), \cdots,\left(\varphi^{N}, \psi^{N}\right)$ is a basis of $Q H$. Then

$$
\begin{aligned}
& \operatorname{Tr} \mathfrak{A}(u, v) \circ Q= \sum_{j=1}^{N}\left(\mathfrak{A}(u, v) \cdot\left(\varphi^{j}, \psi^{j}\right),\left(\varphi^{j}, \psi^{j}\right)\right) \\
&=\sum_{j=1}^{N}\left(d\left\|\varphi^{j}\right\|^{2}+\int_{\Omega} \sigma(x) \psi^{j^{2}} d x\right. \\
&+\int_{\Omega}\left(h_{u}^{\prime}(x, u)+f_{u}^{\prime}(x, u, v)\right) \varphi^{j^{2}} d x \\
&\left.+\int_{\Omega}\left(f_{v}^{\prime}(x, u, v)+g_{u}^{\prime}(x, u)\right) \varphi^{j} \psi^{j} d x\right) \\
& \geqq d \sum_{j=1}^{N}\left\|\varphi^{j}\right\|^{2}+\delta \sum_{j=1}^{N}\left|\psi^{j}\right|^{2}-\int_{\Omega}\left(h_{u}^{\prime}+f_{u}^{\prime}\right)^{-} \rho(x) d x \\
&+\sum_{j=1}^{N} \int_{\Omega}\left(f_{v}^{\prime}+g_{u}^{\prime}\right) \varphi^{j} \psi^{j} d x \quad(\mathrm{by}(1.6)),
\end{aligned}
$$

where we have set

$$
\rho(x)=\sum_{j=1}^{N}\left(\varphi^{j}(x)\right)^{2}
$$

After majorizing the last integral as follows:

$$
\left|\sum_{j=1}^{N} \int_{\Omega}\left(f_{v}^{\prime}+g_{u}^{\prime}\right) \varphi^{j} \psi^{j} d x\right| \leqq \frac{\delta}{2} \sum_{j=1}^{N} \int_{\Omega}\left|\psi^{j}\right|^{2} d x+\frac{1}{2 \delta} \int_{\Omega}\left(f_{v}^{\prime}+g_{u}^{\prime}\right)^{2} \rho(x) d x
$$

we have that (3.11) gives

$$
\begin{equation*}
\operatorname{Tr} \mathfrak{A}(u, v) \circ Q \geqq d \sum_{j=1}^{N}\left\|\varphi^{j}\right\|^{2}+\frac{\delta}{2} \sum_{j=1}^{N}\left|\psi^{j}\right|^{2}-\int_{\Omega} \alpha_{1}(x, t) \rho(x) d x \tag{3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{1}(x, t)=\left(h_{u}^{\prime}+f_{u}^{\prime}\right)^{-}+\frac{1}{2 \delta}\left(f_{v}^{\prime}+g_{u}^{\prime}\right)^{2} \tag{3.13}
\end{equation*}
$$

We next apply the generalized Lieb-Thirring inequalities (see Ghidaglia, Marion, and Temam [11] to the suborthonormal ${ }^{3}$ family $\left(\varphi^{j}\right)_{1 \leqq j \leqq N}$ : there exist two constants $K_{1}$ and $K_{2}$ depending on $n$ and the shape of $\Omega$ such that

$$
\begin{equation*}
\sum_{j=1}^{N}\left\|\varphi^{j}\right\|^{2} \geqq K_{1} \int_{\Omega} \rho(x)^{1+(2 / n)} d x-\frac{K_{2}}{L^{2}} \int_{\Omega} \rho(x) d x \tag{3.14}
\end{equation*}
$$

where $L$ denotes the diameter of $\Omega$. Thus, we infer from (3.12) that

$$
\begin{align*}
\operatorname{Tr} \mathfrak{A}(u, v) \circ Q \geqq & \frac{\delta}{2} \sum_{j=1}^{N}\left(\left|\varphi^{j}\right|^{2}+\left|\psi^{j}\right|^{2}\right) \\
& +d K_{1} \int_{\Omega} \rho(x)^{1+(2 / n)} d x-\int_{\Omega}\left(\frac{\delta}{2}+\frac{d K_{2}}{L^{2}}+\alpha_{1}(x, t)\right) \rho(x) d x \tag{3.15}
\end{align*}
$$

[^60]Since the family $\left(\varphi^{j}, \psi^{j}\right)$ is orthonormal, we then have

$$
\sum_{j=1}^{N}\left(\left|\varphi^{j}\right|^{2}+\left|\psi^{j}\right|^{2}\right)=N .
$$

Also, with the Young inequality, the last integral in (3.15) can be majorized as follows:

$$
\begin{align*}
& \int_{\Omega}\left(\frac{\delta}{2}+\frac{d K_{2}}{L^{2}}+\alpha_{1}(x, t)\right) \rho(x) d x \leqq \frac{d K_{1}}{2} \int_{\Omega} \rho(x)^{1+(2 / n)} d x+\alpha_{2}(t), \\
& \alpha_{2}(t)=\frac{2}{n+2}\left(\frac{4 n}{(n+2) d K_{1}}\right)^{n / 2} \int_{\Omega}\left(\frac{\delta}{2}+\frac{d K_{2}}{L^{2}}+\alpha_{1}(x, t)\right)^{n_{1}} d x, \quad n_{1}=1+\frac{n}{2} . \tag{3.16}
\end{align*}
$$

Combining these inequalities, we finally obtain

$$
\begin{align*}
\operatorname{Tr} \mathfrak{A}(u, v) \circ Q & \geqq \frac{\delta}{2} N+\frac{d K_{1}}{2} \int_{\Omega} \rho(x)^{1+(2 / n)} d x-\alpha_{2}(t) \\
& \geqq \frac{\delta}{2} N-\alpha_{2}(t) . \tag{3.17}
\end{align*}
$$

Hence, we conclude from (3.17) and definition (3.9) that

$$
\begin{equation*}
q_{N} \geqq \frac{\delta}{2} N-\alpha, \tag{3.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=\liminf _{t \rightarrow+\infty} \sup _{\left(u_{0}, v_{0}\right) \in \mathscr{A}} \frac{1}{t} \int_{0}^{t} \alpha_{2}(t) d t . \tag{3.19}
\end{equation*}
$$

Let now $\bar{N}$ be the integer such that

$$
\begin{equation*}
\frac{\delta}{2}(\bar{N}-1) \leqq 2 \alpha<\frac{\delta}{2} \bar{N} \tag{3.20}
\end{equation*}
$$

Then $q_{\bar{N}}>0$. As observed before, the Hausdorff dimension is majorized by $\bar{N}$ and, by (3.10) and (3.18),

$$
d_{F}(\mathscr{A}) \leqq \bar{N} \max _{1 \leqq l \leqq N-1}\left(1+\frac{\alpha}{\alpha}\right)=2 \bar{N}
$$

To conclude, we express the bound on $\bar{N}$ given by (3.20). We find

$$
\begin{aligned}
\bar{N} & \leqq 1+\frac{4 \alpha}{\delta} \\
& \leqq c\left(1+\frac{d}{\delta|\Omega|^{2 / n}}+\frac{\delta^{n / 2}|\Omega|}{d^{n / 2}}+\frac{c_{5}}{\delta d^{n / 2}}\right) \quad \text { (by (3.19), (3.16), and (3.13)) },
\end{aligned}
$$

where $c_{5}$ is given by (3.6), and $c$ depends on $n$ and the shape of $\Omega$. This gives (3.5) by using the constants $c_{3}$ and $c_{4}$ given by (3.3) and (3.4). The proof of Theorem 3.2 is therefore complete.
3.3. An example. Here we apply our results to the system

$$
\begin{equation*}
\frac{\partial u}{\partial t}-d \Delta u+h(u)+\sigma v=0, \quad \frac{\partial v}{\partial t}+\delta v+\gamma u=0, \tag{3.21}
\end{equation*}
$$

where $\delta>0, \delta, \gamma \in \mathbb{R}$, and $h$ is a polynomial of odd degree greater than 1 with a positive leading coefficient.

Assumptions (1.5)-(1.8) are satisfied. Theorems 2.2 and 3.2 apply and give the existence of a universal attractor that describes the long-time behavior of the solutions of (3.21) (the boundary condition is either the Dirichlet or the Neumann or the periodic boundary condition). This attractor has finite Hausdorff and fractal dimensions and these dimensions moreover are bounded by

$$
c\left[1+\frac{d}{\delta|\Omega|^{2 / n}}+\frac{|\Omega|}{d^{n / 2}}\left\{\delta^{n / 2}+\frac{1}{\delta}\left(c_{3}^{-}\right)^{n_{1}}+\frac{1}{\delta^{n_{1}+1}}|\sigma+\gamma|^{2 n_{1}}\right\}\right],
$$

where $c$ denotes a constant depending on $n$ and the shape of $\Omega, n_{1}=1+n / 2$, and

$$
c_{3}^{-}=\max \left(0,-c_{3}\right), \quad c_{3}=\min _{u \in \mathbb{R}} h^{\prime}(u) .
$$

## Part II. Systems with an Invariant Region.

In the second part of this work we consider partly dissipative systems of reactiondiffusion equations admitting a positively invariant region. The precise assumptions on the equations are stated in $\S 4$. Then, in § 5 , we prove the existence of a universal attractor and we derive an estimate of the dimension of the attractor. Finally, in § 5, we apply our results to several classical equations borrowed from mathematical biology, physics and chemistry.
4. The equations and the semigroup. We denote again by $\Omega$ an open bounded set of $\mathbb{R}^{n}$ with boundary $\Gamma$. Let $m=m_{1}+m_{2}$ and let $D$ be a positive diagonal matrix of diffusion coefficients

$$
D=\operatorname{diag}\left(d_{1}, \cdots, d_{m_{1}}\right), \quad d_{i}>0 .
$$

The system of ordinary differential equations coupled with partial differential equations to be considered involves a vector function $(u, v)$ from $\Omega \times \mathbb{R}_{+}$into $\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}}$ and takes the form

$$
\begin{align*}
& \frac{\partial u}{\partial t}-D \Delta u+f(x, u, v)=0  \tag{4.1}\\
& \frac{\partial v}{\partial t}+G(x, u) v+g(x, u)=0
\end{align*}
$$

where $f=\left(f_{1}, \cdots, f_{m_{1}}\right)$ is a function of class $\mathscr{C}^{2}$ on $\bar{\Omega} \times \mathbb{R}^{m}, g=\left(g_{1}, \cdots, g_{m_{2}}\right)$ is a function of class $\mathscr{C}^{2}$ on $\bar{\Omega} \times \mathbb{R}^{m_{1}}$, and $G=\left(g_{k l}\right)$ is a square matrix of order $m_{2}$ whose coefficients are functions of class $\mathscr{C}^{2}$ on $\bar{\Omega} \times \mathbb{R}^{m_{1}}$. We supplement (4.1) with the initial conditions

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad v(x, 0)=v_{0}(x) \quad \text { in } \Omega, \tag{4.2}
\end{equation*}
$$

and a boundary condition of either Dirichlet type

$$
\begin{equation*}
u=0 \quad \text { on } \Gamma, \tag{4.3}
\end{equation*}
$$

of Neumann type

$$
\begin{equation*}
\frac{\partial u}{\partial \nu}=0 \quad \text { on } \Gamma, \tag{4.3}
\end{equation*}
$$

or of periodicity type

$$
\begin{equation*}
\Omega=] 0, L\left[{ }^{n}, \quad u \text { is } \Omega\right. \text {-periodic. } \tag{4.3}
\end{equation*}
$$

The following assumptions are made on the initial boundary value problem (4.1)-(4.3) ${ }_{\alpha}$. First:
(4.4) There exists a closed convex region $\mathscr{D} \subset \mathbb{R}^{m}$ that is positively invariant. Moreover, $\mathscr{D}$ is compact for $\alpha=2,3$.

This means that any solution $(u, v)$, with boundary data and initial data ( $u_{0}(x), v_{0}(x)$ ) in $\mathscr{D}$ for every (or almost every) $x$ in $\Omega$, satisfies $(u(x, t), v(x, t)) \in \mathscr{D}$ for all $t>0$ for which the solution exists. We refer to Chueh, Conley, and Smoller [3] for the derivation of sufficient and of necessary and sufficient conditions that guarantee the existence of a positively invariant region (see also Tartar [25], Sermange [23]).

For the mathematical setting of the problem, we introduce the functional spaces

$$
\begin{aligned}
& H=L^{2}(\Omega, \mathscr{D})=\left\{(u, v) \in \mathbb{L}^{2}(\Omega),(u(x), v(x)) \in \mathscr{D} \text { for a.e. } x \in \Omega\right\}, \\
& V=V_{1} \times\left(L^{2}(\Omega)\right)^{m_{2}},
\end{aligned}
$$

where

$$
V_{1}= \begin{cases}H_{0}^{1}(\Omega)^{m_{1}} & \text { if } \alpha=1, \\ H^{1}(\Omega)^{m_{1}} & \text { if } \alpha=2, \\ H_{p}^{1}(\Omega)^{m_{1}} & \text { if } \alpha=3\end{cases}
$$

We assume that (4.1)-(4.3) $)_{\alpha}$ is well posed, for $\left(u_{0}, v_{0}\right)$ in $H$, in the following sense:
For $\left(u_{0}, v_{0}\right) \in H,(4.1)-(4.3)_{\alpha}$ possesses a unique solution $(u, v)$ for all time, $(u(t), v(t)) \in H$, for all $t,(u, v) \in L^{2}(0, T ; V)$, for all $T>0$. The mapping $\left(u_{0}, v_{0}\right) \rightarrow(u(t), v(t))$ is continuous in $H$. Moreover, if $\left(u_{0}, v_{0}\right) \in V$, then $u \in L^{2}\left(0, T ; H^{2}(\Omega)^{m_{1}}\right)$, for all $T>0$.

Finally, we assume the following:
There exists $\delta>0$ such that, for all $(x, u, v) \in \bar{\Omega} \times \mathscr{D}$,

$$
\begin{equation*}
\sum_{k, l=1}^{m_{2}} g_{k l}(x, u) \xi_{k} \xi_{l} \geqq \delta \sum_{k=1}^{m_{2}} \xi_{k}^{2} \quad \forall \xi \in \mathbb{R}^{m_{2}} \tag{4.6}
\end{equation*}
$$

(4.7) $f, g$ and the partial derivatives of order one and two of $f, g$ and $G$ are bounded on $\bar{\Omega} \times \mathscr{D}$.

We also set

$$
\begin{align*}
& c_{1}=\sup _{(x, u, v) \in \bar{\Omega} \times \mathscr{D}}|f(x, u, v)|,  \tag{4.8}\\
& c_{2}=\sup _{(x, u, v) \in \bar{\Omega} \times \mathscr{D}}|g(x, u)| . \tag{4.9}
\end{align*}
$$

## 5. The universal attractor.

5.1. Existence of a universal attractor. Our goal in this section is to prove Theorem 5.1.

Theorem 5.1. Under assumptions (4.4)-(4.7), the semigroup $S(t)$ associated with (4.1)-(4.3) $)_{\alpha}$ possesses a universal attractor $\mathscr{A}$ that is connected in $H$.

Proof of Theorem 5.1. The proof relies on technical a priori estimates and on the general results given in § 2.1.

We first note that when the positively invariant region $\mathscr{D}$ is compact (Neumann and periodic boundary conditions), the existence of an absorbing set is straightforward and Theorem 5.1 then follows by using the same arguments as in step (b) below for the Dirichlet case. So, in the sequel, we restrict ourselves to the Dirichlet boundary condition.
(a) Existence of an absorbing set. We multiply the first equation (4.1) by $u$ and integrate over $\Omega$. Using the Green formula and (4.3) ${ }_{\alpha}$, we obtain

$$
\frac{1}{2} \frac{d}{d t}|u|^{2}+\sum_{i=1}^{m_{1}} d_{i}\left\|u_{i}\right\|^{2}+\int_{\Omega} f(x, u, v) \cdot u d x=0
$$

Introducing the constant

$$
\begin{equation*}
d_{0}=\min _{1 \leqq i \leq m_{1}} d_{i}, \tag{5.1}
\end{equation*}
$$

and using the constant $c_{1}$ defined in (4.8), we get

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}|u|^{2}+d_{0}\|u\|^{2} \leqq c_{1}|\Omega|^{1 / 2}|u| . \tag{5.2}
\end{equation*}
$$

Thanks to the Poincaré inequality, there exists a constant $c_{3}>0$ such that $|u| \leqq c_{3}\|u\|$ for all $u \in V_{1}$. Hence, we infer from (5.2) that

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}|u|^{2}+\frac{d_{0}}{c_{3}^{2}}|u|^{2} \leqq c_{1}|\Omega|^{1 / 2}|u| \leqq \frac{1}{2} \frac{d_{0}}{c_{3}^{2}}|u|^{2}+\frac{c_{1}^{2} c_{3}^{2}|\Omega|}{2 d_{0}}, \\
& \frac{d}{d t}|u|^{2}+\frac{d_{0}}{c_{3}^{2}}|u|^{2} \leqq \frac{c_{1}^{2} c_{3}^{2}|\Omega|}{d_{0}}
\end{aligned}
$$

which gives, by integration,

$$
\begin{equation*}
|u(t)|^{2} \leqq\left|u_{0}\right|^{2} \exp \left(-\frac{d_{0}}{c_{3}^{2}} t\right)+\frac{c_{1}^{2} c_{3}^{4}|\Omega|}{d_{0}^{2}}\left(1-\exp \left(-\frac{d_{0}}{c_{3}^{2}} t\right)\right) \quad \forall t \geqq 0 . \tag{5.3}
\end{equation*}
$$

Let $\rho_{2}>\rho_{1}=c_{1} c_{3}^{2}|\Omega|^{1 / 2} / d_{0}$ be fixed and let $\mathscr{B}$ be any bounded set of $H$ included in a ball $B(0, R)$ of $H$ centered at zero and of radius $R$. We deduce from (5.3) that, if $\left(u_{0}, v_{0}\right) \in \mathscr{B}$, then

$$
\begin{equation*}
|u(t)| \leqq \rho_{2} \quad \forall t \geqq T_{1}\left(\mathscr{B}, \rho_{2}\right), \tag{5.4}
\end{equation*}
$$

where

$$
T_{1}=\frac{c_{3}^{2}}{d_{0}} \log \frac{R^{2}}{\rho_{2}^{2}-\rho_{1}^{2}}
$$

Also, by integrating (5.2) between $t$ and $t+r, r>0$ fixed, we have

$$
\int_{t}^{t+r}\|u\|^{2} d s \leqq \frac{c_{1}|\Omega|^{1 / 2}}{d_{0}} \int_{t}^{t+r}|u| d s+\frac{|u(t)|^{2}}{2 d_{0}}
$$

and, if $\left(u_{0}, v_{0}\right) \in \mathscr{B} \subset B(0, R)$ and $t \geqq T_{1}\left(\mathscr{B}, \rho_{2}\right)$,

$$
\begin{equation*}
\int_{t}^{t+r}\|u\|^{2} d s \leqq c_{4}, \quad c_{4}=\frac{1}{d_{0}} r c_{1}|\Omega|^{1 / 2} \rho_{2}+\frac{\rho_{2}^{2}}{2 d_{0}} . \tag{5.5}
\end{equation*}
$$

Integrating again (5.2) between zero and $t$ and using (5.3), we get furthermore that, if $\left(u_{0}, v_{0}\right) \in \mathscr{B} \subset B(0, R)$,

$$
\begin{equation*}
\int_{0}^{t}\|u\|^{2} d s \leqq \frac{1}{d_{0}} c_{1}|\Omega|^{1 / 2} \sqrt{R^{2}+\rho_{1}^{2}} t+\frac{R^{2}}{2 d_{0}} \quad \forall t \geqq 0 . \tag{5.6}
\end{equation*}
$$

Now, multiplying the second equation in (4.1) by $v$ and integrating over $\Omega$, we obtain

$$
\frac{1}{2} \frac{d}{d t}|v|^{2}+\int_{\Omega} G(x, u) v \cdot v d x+\int_{\Omega} g(x, u) \cdot v d x=0
$$

Hence, using the constant $\delta$ defined in (4.6), we have

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}|v|^{2}+\delta|v|^{2} & \leqq-\int_{\Omega} g(x, u) \cdot v d x \\
& \leqq c_{2}|\Omega|^{1 / 2}|v| \quad\left(c_{2}\right. \text { given by (4.9)) } \\
& \leqq \frac{\delta}{2}|v|^{2}+\frac{c_{2}^{2}|\Omega|}{2 \delta} \\
\frac{d}{d t}|v|^{2}+\delta|v|^{2} & \leqq \frac{c_{2}^{2}|\Omega|}{\delta}
\end{aligned}
$$

which gives

$$
\begin{equation*}
|v(t)|^{2} \leqq\left|v_{0}\right|^{2} \exp (-\delta t)+\frac{c_{2}^{2}|\Omega|}{\delta^{2}}(1-\exp (-\delta t)) \quad \forall t \geqq 0 . \tag{5.7}
\end{equation*}
$$

Let $\rho_{4}>\rho_{3}=c_{2}|\Omega|^{1 / 2} / \delta$ be fixed. It follows from (5.7) that if $\left(u_{0}, v_{0}\right) \in \mathscr{B} \subset B(0, R)$ then

$$
\begin{equation*}
|v(t)| \leqq \rho_{4} \quad \forall t \geqq T_{2}\left(\mathscr{B}_{0}, \rho_{4}\right), \tag{5.8}
\end{equation*}
$$

where

$$
T_{2}\left(\mathscr{B}_{0}, \rho_{4}\right)=\frac{1}{\delta} \log \frac{R^{2}}{\rho_{4}^{2}-\rho_{3}^{2}} .
$$

We conclude immediately from (5.4) and (5.8) that the ball of $H$ of radius $\left\{\rho_{2}^{2}+\rho_{4}^{2}\right\}^{1 / 2}$ and of center zero is absorbing in $H$.
(b) We now write $v(t)=v_{1}(t)+v_{2}(t)$, where $v_{1}(t)$ is the unique solution of

$$
\begin{align*}
& \frac{\partial v_{1}}{\partial t}+G(x, u) v_{1}+g(x, u)=0,  \tag{5.9}\\
& v_{1}(0)=0 \tag{5.10}
\end{align*}
$$

and $v_{2}(t)$ is the unique solution of

$$
\begin{align*}
& \frac{\partial v_{2}}{\partial t}+G(x, u) v_{2}=0,  \tag{5.11}\\
& v_{2}(0)=v_{0} . \tag{5.12}
\end{align*}
$$

We define two families $S_{1}, S_{2}$ of nonlinear operators from $H$ into $E=\mathbb{L}^{2}(\Omega)$ by setting

$$
S_{1}(t):\left(u_{0}, v_{0}\right) \rightarrow\left(u(t), v_{1}(t)\right), \quad S_{2}(t):\left(u_{0}, v_{0}\right) \rightarrow\left(0, v_{2}(t)\right)
$$

Our aim is to derive properties (2.2) and (2.3) for this decomposition. It is easy to check (2.3). Indeed, multiplying (5.11) by $v_{2}$ and integrating over $\Omega$, we get

$$
\frac{1}{2} \frac{d}{d t}\left|v_{2}\right|^{2}+\int_{\Omega} G(x, u) v_{2} \cdot v_{2} d x=0
$$

Hence, by (4.6),

$$
\frac{1}{2} \frac{d}{d t}\left|v_{2}\right|^{2}+\delta\left|v_{2}\right|^{2} \leqq 0
$$

which yields

$$
\left|v_{2}(t)\right|^{2} \leqq \exp (-2 \delta t)\left|v_{0}\right|^{2}
$$

This implies immediately (2.3).
Next, we multiply (4.1) by $-\Delta u$ and integrate over $\Omega$. We obtain

$$
\frac{1}{2} \frac{d}{d t}\|u(t)\|^{2}+(D \Delta u, \Delta u)=\int_{\Omega} f(x, u, v) \cdot \Delta u d x
$$

Thus, using the constants $d_{0}$ and $c_{1}$ defined in (5.1) and (4.8), we have

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\|u(t)\|^{2}+d_{0}|\Delta u|^{2} & \leqq c_{1}|\Omega|^{1 / 2}|\Delta u| \\
& \leqq \frac{d_{0}}{2}|\Delta u|^{2}+\frac{c_{1}^{2}|\Omega|}{2 d_{0}},  \tag{5.13}\\
\frac{d}{d t}\|u(t)\|^{2}+d_{0}|\Delta u|^{2} & \leqq \frac{c_{1}^{2}|\Omega|}{d_{0}} .
\end{align*}
$$

Thanks to (5.5), we can apply the uniform Gronwall lemma to (5.13). We conclude from (2.17) that if $\left(u_{0}, v_{0}\right) \in \mathscr{B} \subset B(0, R)$, then

$$
\begin{equation*}
\|u(t)\|^{2} \leqq \frac{c_{4}}{r}+\frac{r c_{1}^{2}|\Omega|}{d_{0}} \quad \text { for } t \geqq T_{1}+r . \tag{5.14}
\end{equation*}
$$

Now we aim to establish time uniform estimates for $v_{1}(t)$. We first claim that

$$
\begin{equation*}
\left|v_{1}(t)\right|_{\complement^{\infty}(\Omega)} \leqq \frac{2 c_{2}}{\delta} \quad \forall t \geqq 0, \tag{5.15}
\end{equation*}
$$

where $\delta$ and $c_{2}$ are given by (4.6) and (4.9). Indeed, for any given $q>2$, let us multiply (5.19) by $\left|v_{1}\right|^{q-2} v_{1}$ and integrate over $\Omega$. We get

$$
\begin{equation*}
\frac{1}{q} \frac{d}{d t} \int_{\Omega}\left|v_{1}\right|^{q} d x+\int_{\Omega}\left|v_{1}\right|^{q-2} G(x, u) v_{1} \cdot v_{1} d x=-\int_{\Omega}\left|v_{1}\right|^{q-2} g(x, u) \cdot v_{1} d x \tag{5.16}
\end{equation*}
$$

Due to (4.6), we have

$$
\begin{equation*}
\int_{\Omega}\left|v_{1}\right|^{q-2} G(x, u) v_{1} \cdot v_{1} d x \geqq \delta \int_{\Omega}\left|v_{1}\right|^{q} d x . \tag{5.17}
\end{equation*}
$$

Also, by (4.9),

$$
\begin{align*}
\left.\left|\int_{\Omega}\right| v_{1}\right|^{q-2} g(x, u) \cdot v_{1} d x \mid & \leqq c_{2} \int_{\Omega}\left|v_{1}\right|^{q-1} d x  \tag{5.18}\\
& \leqq \frac{\delta}{2} \int_{\Omega}\left|v_{1}\right|^{q} d x+c_{5}(q) \quad \text { (by Young's inequality), }
\end{align*}
$$

where

$$
c_{5}(q)=\frac{1}{q} c_{2}^{q}|\Omega|\left(\frac{2(q-1)}{\delta q}\right)^{q-1} .
$$

Hence, combining (5.16)-(5.18), we obtain

$$
\frac{1}{q} \frac{d}{d t} \int_{\Omega}\left|v_{1}\right|^{q} d x+\frac{\delta}{2} \int_{\Omega}\left|v_{1}\right|^{q} d x \leqq c_{5}(q)
$$

This implies by integrating, since $v_{1}(0)=0$,

$$
\left|v_{1}(t)\right|_{L^{q}(\Omega)} \leqq\left(\frac{2 c_{5}(q)}{\delta}\right)^{1 / q} \quad \forall t \geqq 0,
$$

which yields (5.15) by taking the limit $q \rightarrow+\infty$.
We now derive an estimate of $\left\|v_{1}(t)\right\|$. For $j=1, \cdots, n$, we set $w_{j}=\partial v_{1} / \partial x_{j} ; w_{j}$ satisfies

$$
\begin{equation*}
\frac{\partial w_{j}}{\partial t}+G(x, u) w_{j}+\frac{\partial G}{\partial x_{j}} v_{1}+\sum_{i=1}^{m_{1}} \frac{\partial u_{i}}{\partial x_{j}} \frac{\partial G}{\partial u_{i}} v_{1}+\frac{\partial g}{\partial x_{j}}+\sum_{i=1}^{m_{1}} \frac{\partial u_{i}}{\partial x_{j}} \frac{\partial g}{\partial u_{i}}=0 . \tag{5.19}
\end{equation*}
$$

Thanks to the assumption (4.7) and to (5.15), it is easy to see that the vector functions

$$
\frac{\partial G}{\partial x_{j}} v_{1}, \frac{\partial G}{\partial u_{i}} v_{1}, \frac{\partial g}{\partial x_{j}}, \frac{\partial g}{\partial u_{i}}, \quad j=1, \cdots, n, \quad i=1, \cdots, m_{1}
$$

are bounded in $\mathbb{L}^{\infty}((0,+\infty) \times \Omega)$. Hence, if we multiply (5.19) by $w_{j}$ and integrate over $\Omega$, we find

$$
\frac{1}{2} \frac{d}{d t}\left|w_{j}\right|^{2}+\int_{\Omega} G(x, u) w_{j} \cdot w_{j} d x \leqq c_{6} \int_{\Omega}\left|w_{j}\right|\left(\left|\frac{\partial u}{\partial x_{j}}\right|+1\right) d x
$$

where $c_{6}$ denotes a constant depending only on the data. Using (4.6), we then have

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left|w_{j}\right|^{2}+\delta\left|w_{j}\right|^{2} & \leqq c_{6} \int_{\Omega}\left|w_{j}\right|\left(\left|\frac{\partial u}{\partial x_{j}}\right|+1\right) d x \\
& \leqq \frac{\delta}{2}\left|w_{j}\right|^{2}+\frac{c_{6}^{2}}{\delta}\left\{|\Omega|+\left|\frac{\partial u}{\partial x_{j}}\right|^{2}\right\} \\
\frac{d}{d t}\left|w_{j}\right|^{2}+\delta\left|w_{j}\right|^{2} & \leqq \frac{2 c_{6}^{2}}{\delta}\left\{|\Omega|+\left|\frac{\partial u}{\partial x_{j}}\right|^{2}\right\} .
\end{aligned}
$$

Summing these inequalities from $j=1$ up to $j=n$, we finally obtain

$$
\begin{equation*}
\frac{d}{d t}\left\|v_{1}\right\|^{2}+\delta\left\|v_{1}\right\|^{2} \leqq \frac{2 n c_{6}^{2}|\Omega|}{\delta}+\frac{2 c_{6}^{2}}{\delta}\|u\|^{2} \tag{5.20}
\end{equation*}
$$

This inequality is similar to (2.22) and, as in the proof of Theorem 2.2, we can infer from (5.6), (5.14), and (5.20) that there exists a constant $c_{7}=c_{7}(R)$ such that, if $\left(u_{0}, v_{0}\right) \in \mathscr{B} \subset B(0, R)$,

$$
\begin{equation*}
\left\|v_{1}(t)\right\| \leqq c_{7} \quad \forall t \geqq 0 . \tag{5.21}
\end{equation*}
$$

It is now easy to conclude the proof of Theorem 5.1. It follows from (5.21), (5.15), (5.14) and (5.3) that the operators $S_{1}$ are uniformly compact. Hence, the assumptions (2.1)-(2.3) are satisfied and there exists a bounded absorbing set in $H$. Theorem 2.1 applies and yields Theorem 5.1.

Remark 5.2. The proof of Theorem 5.1 actually shows that

$$
\begin{equation*}
|v|_{\mathbb{L}^{\infty}(\Omega)} \leqq \frac{2 c_{2}}{\delta} \quad \forall(u, v) \in \mathscr{A} . \tag{5.22}
\end{equation*}
$$

This result, which follows from (5.15) and (2.4), will be useful in the next section.
5.2. Estimate of the dimension of the attractor. We introduce the following constants:

$$
\begin{align*}
& c_{3}=\sup _{(x, u, v) \in \bar{\Omega} \times \mathscr{D}}\left\{\sum_{i=1}^{m_{1}}\left|\frac{\partial f}{\partial u_{i}}\right|^{2}\right\}^{1 / 2},  \tag{5.23}\\
& c_{4}=\sup _{(x, u, v) \in \bar{\Omega} \times \mathscr{D}}\left\{\sum_{l=1}^{m_{2}}\left|\frac{\partial f}{\partial v_{l}}\right|^{2}+\sum_{i=1}^{m_{1}}\left(\left|\frac{\partial g}{\partial u_{i}}\right|^{2}+\frac{c_{2}^{2}}{\delta^{2}}\left|\frac{\partial G}{\partial u_{i}}\right|^{2}\right)\right\}^{1 / 2}, \tag{5.24}
\end{align*}
$$

where $\delta$ and $c_{2}$ are given by (4.6) and (4.9). Our aim is to prove Theorem 5.3.
Theorem 5.3. Under assumptions (4.4)-(4.7), the universal attractor $\mathscr{A}$ defined in Theorem 5.1 has finite Hausdorff and fractal dimensions. Moreover, both dimensions are bounded by

$$
\begin{equation*}
c\left\{1+\frac{d_{0}}{\delta|\Omega|^{2 / n}}+\frac{|\Omega|}{d_{0}^{n / 2}}\left(\delta^{n / 2}+\frac{1}{\delta} c_{3}^{n_{1}}+\frac{1}{\delta^{n_{1}+1}} c_{4}^{2 n_{1}}\right)\right\}, \tag{5.25}
\end{equation*}
$$

where $c$ denotes a constant depending on $n, m_{1}$ and the shape of $\Omega ; n_{1}=1+n / 2$ and $\delta, d_{0}, c_{3}, c_{4}$ are, respectively, given by (4.6), (5.1), (5.23), and (5.24).

Remarks 5.4. (1) A remark similar to Remark 3.3 could be made here; the details are left to the reader.
(2) In all the examples of $\S 6$ below, the positively invariant region $\mathscr{D}$ is bounded in the $v$ direction; i.e., there exists $\alpha>0$ such that $|v| \leqq \alpha$, for all $(u, v) \in \mathscr{D}$. It follows that the universal attractor $\mathscr{A}$ satisfies

$$
|v|_{\mathrm{L}^{\infty}(\Omega)} \leqq \alpha \quad \forall(u, v) \in \mathscr{A} .
$$

Using this bound (instead of (5.22)) and the same arguments as in the proof of Theorem 5.3, we can derive another estimate of the Hausdorff and fractal dimensions of the attractor:

$$
\begin{equation*}
c\left\{1+\frac{d_{0}}{\delta|\Omega|^{2 / n}}+\frac{|\Omega|}{d_{0}^{n / 2}}\left(\delta^{n / 2}+\frac{1}{\delta} c_{3}^{n_{1}}+\frac{1}{\delta^{n_{1}+1}} c_{4}^{\prime 2 n_{1}}\right)\right\}, \tag{5.25}
\end{equation*}
$$

where

$$
c_{4}^{\prime}=\sup _{(x, u, v) \in \bar{\Omega} \times \mathscr{D}}\left\{\sum_{l=1}^{m_{2}}\left|\frac{\partial f}{\partial v_{l}}\right|^{2}+\sum_{i=1}^{m_{1}}\left(\left|\frac{\partial g}{\partial u_{i}}\right|^{2}+\alpha^{2}\left|\frac{\partial G}{\partial u_{i}}\right|^{2}\right)\right\}^{1 / 2} .
$$

We shall use the estimate (5.25)' in all the examples of § 6.
Proof of Theorem 5.3. The proof follows the same steps as for Theorem 3.2 and most of the computations in the proof of Theorem 3.2 will be adapted here. For $\left(u_{0}, v_{0}\right) \in \mathscr{A}$, let us denote by $\mathfrak{A}(u, v)$ the linear operator from $\left(H^{2}(\Omega)\right)^{m_{1}} \times\left(L^{2}(\Omega)\right)^{m_{2}}$ into $E=\mathbb{L}^{2}(\Omega)$ defined by

$$
\begin{aligned}
& \mathfrak{A}_{( }(u, v) \cdot(U, V)=\left(\mathfrak{A}_{1}(u, v) \cdot(U, V), \mathfrak{A}_{2}(u, v) \cdot(U, V)\right), \\
& \mathfrak{A}_{1}(u, v) \cdot(U, V)=-D \Delta U+\sum_{i=1}^{m_{1}} \frac{\partial f}{\partial u_{i}}(x, u, v) U_{i}+\sum_{l=1}^{m_{2}} \frac{\partial f}{\partial v_{l}}(x, u, v) V_{l}, \\
& \mathfrak{A}_{2}(u, v) \cdot(U, V)=G(x, u) V+\sum_{i=1}^{m_{1}} \frac{\partial G}{\partial u_{i}}(x, u) v U_{i}+\sum_{i=1}^{m_{1}} \frac{\partial g}{\partial u_{i}}(x, u) U_{i},
\end{aligned}
$$

where $(u, v)$ is the solution of $(4.1)-(4.3)_{\alpha}$.

We first show that, for every $t_{0}>0, S\left(t_{0}\right)$ is uniformly differentiable on $\mathscr{A}$. Its differential at $\left(u_{0}, v_{0}\right)$ is the linear operator on $E:(\xi, \eta) \rightarrow L\left(t_{0}, u_{0}, v_{0}\right) \cdot(\xi, \eta)=$ $\left(U\left(t_{0}\right), V\left(t_{0}\right)\right)$, where $\left(U\left(t_{0}\right), V\left(t_{0}\right)\right)$ is the value at time $t_{0}$ of the solution $(U(t), V(t))$ of the following linearized problem:

$$
\begin{aligned}
\dot{U}+\mathfrak{A}_{1}(u, v) \cdot(U, V) & =0, \\
U(0) & =\xi, \quad V(0)=\eta \\
U & \text { satisfies }(4.3)_{\alpha}
\end{aligned}
$$

(we omit the details).
We then define

$$
q_{N}=\limsup _{t \rightarrow+\infty}\left(\inf _{\left(u_{0}, v_{0}\right) \in \mathscr{A}} \frac{1}{t} \int_{0 \operatorname{rank} Q=N}^{t} \inf _{Q r} \operatorname{Tr}(\mathfrak{A}(u, v) \circ Q) d s\right),
$$

where $Q$ denotes any orthogonal projector of rank $N$ in $E$ such that $\left.Q E \subset\left\{(U, V) \in\left(H^{2}(\Omega)\right)^{m_{1}} \times\left(L^{2}(\Omega)\right)^{m_{2}}, U \text { satisfies the boundary condition (4.3) }\right)_{\alpha}\right\}$.
As in Theorem 3.2, if $q_{N}>0$ for some integer $N$, then the Hausdorff dimension of $\mathscr{A}$ is majorized by $N$ and its fractal dimension is bounded by (3.10).

To estimate the $q_{N}$ 's, let $Q$ be an orthogonal projector satisfying the above conditions and let $\left\{\left(\varphi^{j}, \psi^{j}\right)\right\}_{j \in \mathbb{N}}$ be an orthonormal basis of $E$ such that $\left(\varphi^{1}, \psi^{1}\right), \cdots,\left(\varphi^{N}, \psi^{N}\right)$ is a basis of the image of $Q$. Then

$$
\begin{align*}
\operatorname{Tr} \mathfrak{A}(u, v) \circ Q= & \sum_{j=1}^{N}\left(\mathfrak{A}(u, v)\left(\varphi^{j}, \psi^{j}\right),\left(\varphi^{j}, \psi^{j}\right)\right) \\
= & \sum_{j=1}^{N}\left(\sum_{i=1}^{m_{1}} d_{i}\left\|\varphi_{i}^{j}\right\|^{2}+\int_{\Omega} G \psi^{j} \cdot \psi^{j} d x+\sum_{i, k=1}^{m_{1}} \int_{\Omega} \frac{\partial f_{k}}{\partial u_{i}} \varphi_{i}^{j} \varphi_{k}^{j} d x\right)  \tag{5.26}\\
& +\sum_{j=1}^{N} \sum_{i=1}^{m_{1}} \sum_{l=1}^{m_{2}} \int_{\Omega}\left(\frac{\partial f_{i}}{\partial v_{l}}+\left(\frac{\partial G}{\partial u_{i}} v\right)_{l}+\frac{\partial g_{l}}{\partial u_{i}}\right) \varphi_{i}^{j} \psi_{l}^{j} d x .
\end{align*}
$$

Using the constants $d_{0}$ and $\delta$ defined in (5.1) and (4.6), we have

$$
\sum_{j=1}^{N}\left(\sum_{i=1}^{m_{1}} d_{i}\left\|\varphi_{i}^{j}\right\|^{2}+\int_{\Omega} G \psi^{j} \cdot \psi^{j} d x\right) \geqq d_{0} \sum_{j=1}^{N}\left\|\varphi^{j}\right\|^{2}+\delta \sum_{j=1}^{N}\left|\psi^{j}\right|^{2}
$$

Also

$$
\left|\sum_{j=1}^{N} \sum_{i, k=1}^{m_{1}} \int_{\Omega} \frac{\partial f_{k}}{\partial u_{i}} \varphi_{i}^{j} \varphi_{k}^{j} d x\right| \leqq c_{3} \int_{\Omega} \rho(x) d x \quad\left(c_{3}\right. \text { given by (5.23)), }
$$

where we have set

$$
\rho(x)=\sum_{j=1}^{N}\left|\varphi^{j}(x)\right|^{2} .
$$

Using (5.22) and the constant $c_{4}$ defined in (5.24), we have that the last integral in (5.26) is majorized as follows:

$$
\begin{aligned}
& \left|\sum_{j=1}^{N} \sum_{i=1}^{m_{1}} \sum_{l=1}^{m_{2}} \int_{\Omega}\left(\frac{\partial f_{i}}{\partial v_{l}}+\left(\frac{\partial G}{\partial u_{i}} v\right)_{l}+\frac{\partial g_{l}}{\partial u_{i}}\right) \varphi_{i}^{j} \psi_{l}^{j} d x\right| \\
& \quad \leqq c_{5} c_{4} \sum_{j=1}^{N}\left|\varphi^{j}\right|\left|\psi^{j}\right| \quad\left(c_{5} \text { is a universal constant }\right) \\
& \quad \leqq \frac{\delta}{2} \sum_{j=1}^{N}\left|\varphi^{j}\right|^{2}+\frac{c_{5}^{2} c_{4}^{2}}{2 \delta} \int_{\Omega} \rho(x) d x .
\end{aligned}
$$

Combining the above inequalities, from (5.26) we infer that

$$
\operatorname{Tr} \mathfrak{A}(u, v) \circ Q \geqq d_{0} \sum_{j=1}^{N}\left\|\varphi^{j}\right\|^{2}+\frac{\delta}{2} \sum_{j=1}^{N} \|\left.\psi^{j}\right|^{2}-\left(c_{3}+\frac{c_{5}^{2} c_{4}^{2}}{2 \delta}\right) \int_{\Omega} \rho(x) d x .
$$

This estimate is analogous to (3.12). Moreover, the generalized Lieb-Thirring inequalities for the vector functions $\left(\varphi^{j}\right)_{1 \leqq j \leqq N}$ read like the ones (see (3.14)) for the scalar functions with constants $K_{1}, K_{2}$ that depend on $n, m_{1}$, and the shape of $\Omega$. Hence, we can conclude the proof of Theorem 5.3 thanks to computations similar to the ones from (3.12) in the proof of Theorem 3.2; the details are left to the reader.
6. Examples. We describe some examples of reaction-diffusion systems satisfying the hypotheses (4.4)-(4.7).

Example 6.1. Hodgkin-Huxley equations. This system, proposed by Hodgkin and Huxley [13], describes the nerve impulse transmission. Here $n=1, \Omega=(0, L)$ and the system is of the form (4.1) with $m_{1}=1, m_{2}=3$ :

$$
\begin{align*}
& \frac{\partial u}{\partial t}=d \frac{\partial^{2} u}{\partial x^{2}}-f\left(u, v_{1}, v_{2}, v_{3}\right), \\
& \frac{\partial v_{1}}{\partial t}=k_{1}(u)\left(h_{1}(u)-v_{1}\right),  \tag{6.1}\\
& \frac{\partial v_{2}}{\partial t}=k_{2}(u)\left(h_{2}(u)-v_{2}\right), \\
& \frac{\partial v_{3}}{\partial t}=k_{3}(u)\left(h_{3}(u)-v_{3}\right) .
\end{align*}
$$

We have

$$
f(u, v)=-\gamma_{1} v_{1}^{2} v_{2}\left(\sigma_{1}-u\right)-\gamma_{2} v_{3}^{4}\left(\sigma_{2}-u\right)-\gamma_{3}\left(\sigma_{3}-u\right)
$$

with $\gamma_{i}>0, \sigma_{1}>\sigma_{3}>0>\sigma_{2}$. Furthermore, $d>0, k_{i}, h_{i}$ are $\mathscr{C}^{\infty}$ functions and satisfy $k_{i}>0,1>h_{i}>0, i=1,2,3 ; u$ represents the electrical potential in the nerve, while $v_{1}, v_{2}, v_{3}$ represent chemical concentrations and vary thus between zero and one.

It is proved in Chueh, Conley, and Smoller [3] and Sermange [23] that any rectangle

$$
\mathscr{D}=\left\{\left(u, v_{1}, v_{2}, v_{3}\right), \alpha_{0} \leqq u \leqq \alpha_{1}, 0 \leqq v_{i} \leqq 1, i=1,2,3\right\}
$$

is an invariant region provided $\alpha_{1} \geqq \delta_{1}(>0), \alpha_{0} \leqq \delta_{2}(<0)$. Assumptions (4.6) and (4.7) are obviously satisfied and (4.5) follows from the existence of the compact invariant region $\mathscr{D}$ (see [18] for more details).

Theorems 5.1 and 5.3 apply and give the existence of a universal attractor $\mathscr{A}$ whose Hausdorff and fractal dimensions are finite (the boundary condition is the Dirichlet, the Neumann, or the periodic boundary condition). This attractor describes the long-time behavior of the impulse transmission in the nerve. Its Hausdorff and fractal dimensions are more precisely bounded by

$$
c\left(1+\frac{1}{\delta L^{2}} d+\frac{1}{d^{1 / 2}} L\left(\delta^{1 / 2}+\frac{1}{\delta} c_{3}^{3 / 2}+\frac{1}{\delta^{5 / 2}} c_{4}^{3}\right)\right)
$$

where $c$ is a universal constant and

$$
\begin{aligned}
& \delta=\min _{1 \leqq i \leqq 3} \min _{\alpha_{0} \leqq u \leqq \alpha_{1}} k_{i}(u), \\
& c_{3}=\max _{(u, v) \in \mathscr{D}}\left|\frac{\partial f}{\partial u}(u, v)\right|,
\end{aligned}
$$

$$
c_{4}=\max _{(u, v) \in \mathscr{D}}\left(\sum_{i=1}^{3}\left(\left|\frac{\partial f}{\partial v_{i}}(u, v)\right|^{2}+\left|k_{i}(u) h_{i}^{\prime}(u)\right|^{2}+\left|k_{i}^{\prime}(u)\right|^{2}\right)\right)^{1 / 2}
$$

Example 6.2. FitzHugh-Nagumo equations. These equations introduced by FitzHugh [8] and Nagumo, Arimoto, and Yosimzawa [21] are also intended to describe the signal transmission across axons; they read as follows:

$$
\frac{\partial u}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}}+h(u)-v, \quad \frac{\partial v}{\partial t}=\sigma u-\delta v .
$$

Here $n=1, \Omega=(0, L), m_{1}=m_{2}=1, \sigma>0, \delta>0$ and

$$
h(u)=-u(u-\beta)(u-1), \quad 0<\beta<\frac{1}{2} .
$$

As in (6.1), $u$ represents the electrical potential in the axon, but $v$ has a more complicated interpretation.

It is proved in Chueh, Conley, and Smoller [3] that any rectangle

$$
\mathscr{D}=\left\{(u, v),-\alpha_{1} \leqq u \leqq \alpha_{2},-\alpha_{3} \leqq v \leqq \alpha_{4}\right\}
$$

is an invariant region provided the edges $v=\alpha_{4}$ and $v=-\alpha_{3}$ of $\mathscr{D}$ are, respectively, included in the half spaces $\sigma u-\delta v<0$ and $\sigma u-\delta v>0$ and the edges $u=\alpha_{2}$ and $u=-\alpha_{1}$ are on both sides of the zero set of $h(u)-v$. Assumptions (4.6) and (4.7) are obviously satisfied and (4.5) is proved as in Example 6.1 above.

Theorem 5.1 and 5.3 apply and give the existence of a universal attractor having finite Hausdorff and fractal dimensions (the boundary condition is either the Dirichlet or the Neumann or the periodic boundary condition). Moreover, both dimensions are bounded by

$$
c\left(1+\frac{1}{\delta L^{2}}+L\left(\delta^{1 / 2}+\frac{1}{\delta} c_{3}^{3 / 2}+\frac{1}{\delta^{5 / 2}} c_{4}^{3}\right)\right)
$$

where $c$ is a universal constant and

$$
c_{3}=\max _{-\alpha_{1} \leq u \leq \alpha_{2}}\left|h^{\prime}(u)\right|, \quad c_{4}=\left\{1+\sigma^{2}\right\}^{1 / 2}
$$

Example 6.3. A system of solid combustion type. In the theory of combustion of solids, there arises the following system:

$$
\frac{\partial u}{\partial t}=\Delta u+\sigma v h(u), \quad \frac{\partial v}{\partial t}=-\sigma v h(u)+k(x) .
$$

Here $n \geqq 1, m_{1}=m_{2}=1 ; \sigma>0, k(x)$ is a $\mathscr{C}^{2}$ function on $\bar{\Omega}$ with $k \geqq 0$ and we have

$$
h(u)=\exp \left(-\frac{\beta(1-u)}{1+\gamma(u-1)}\right),
$$

where $\beta>0, \gamma \in] 0,1[; u$ represents the temperature while $v$ represents the concentration of the solid reactant. The original model where $k=0$ (see Matkowsky and Sivashinsky [20]) leads to a trivial attractor; here we introduce a source term of reactant $k \neq 0$. From a physical point of view, a useful variant of the model consists in assuming a constant flux of reactant across the boundary (Clavin et al. [4], Clavin [5]); the corresponding problem, which requires some modifications of the above framework, will be studied in another paper [19].

Using the classical truncation method, we can show that the rectangle

$$
\mathscr{D}=\{(u, v), u \geqq 0,0 \leqq v \leqq \alpha\}, \quad \alpha=\frac{1}{\sigma} \exp \left(\frac{\beta}{1-\gamma}\right) \sup _{x \in \Omega}|k(x)|
$$

is a positively invariant region. Also, assumptions (4.6) and (4.7) are satisfied and (4.5) is proved thanks to an estimate of $|u(t)|_{L^{\infty}(\Omega)}$.

Theorems 5.1 and 5.3 apply and give the existence of a universal attractor with finite Hausdorff and fractal dimensions (for a Dirichlet boundary condition). These dimensions are majorized by

$$
c\left(1+\frac{1}{\delta|\Omega|^{2 / n}}+|\Omega|\left(\delta^{n / 2}+\frac{1}{\delta} c_{3}^{n_{1}}+\frac{1}{\delta^{n_{1}+1}} c_{4}^{2 n_{1}}\right)\right),
$$

where $c$ depends on $n$ and the shape of $\Omega, n_{1}=1+n / 2$, and

$$
\begin{gathered}
\delta=\sigma \exp \left(-\frac{\beta}{1-\gamma}\right), \quad c_{3}=\frac{\gamma^{2}}{\beta} \exp \left(\frac{\beta}{\gamma(1-\gamma)}\right) \sup _{x \in \bar{\Omega}}|k(x)|, \\
c_{4}=\left(\sigma^{2} \exp \left(\frac{2 \beta}{\gamma}\right)+c_{3}^{2}\right)^{1 / 2} .
\end{gathered}
$$

Example 6.4. Feld-Noyes equations. The equations of this last example serve as a model for the Belousov-Zhabotinskii reactions in chemical kinetics (cf. Howard and Kopell [14], Hastings and Murray [12]). Here, $n \geqq 1, m_{1}=1, m_{2}=2$ and ( $u, v_{1}, v_{2}$ ) satisfy

$$
\begin{align*}
& \frac{\partial u}{\partial t}=d \Delta u+\alpha\left(v_{1}-u v_{1}+u-\beta u^{2}\right), \\
& \frac{\partial v_{1}}{\partial t}=\frac{1}{\alpha}\left(\gamma v_{2}-v_{1}-u v_{1}\right),  \tag{6.2}\\
& \frac{\partial v_{2}}{\partial t}=\sigma\left(u-v_{2}\right),
\end{align*}
$$

where $\alpha, \beta, \gamma, \sigma$ are positive constants. The constant $d$ can usually be greater than or equal to zero, but we impose $d>0 ; u, v_{1}, v_{2}$ represent chemical concentrations.

For convenience, we introduce the new unknowns $w_{1}=v_{1}, w_{2}=\xi v_{2}$, where $\xi>0$ will be chosen later. Then the system (6.2) becomes

$$
\begin{aligned}
& \frac{\partial u}{\partial t}=d \Delta u+\alpha\left(w_{1}-u w_{1}+u-\beta u^{2}\right), \\
& \frac{\partial w_{1}}{\partial t}=\frac{1}{\alpha}\left(\frac{\gamma}{\xi} w_{2}-w_{1}-u w_{1}\right), \\
& \frac{\partial w_{2}}{\partial t}=\sigma\left(\xi u-w_{2}\right) .
\end{aligned}
$$

It is proved by Chueh, Conley, and Smoller [3] that

$$
\mathscr{D}=\left\{\left(u, w_{1}, w_{2}\right), 0 \leqq u \leqq a, 0 \leqq w_{1} \leqq b, 0 \leqq w_{2} \leqq \xi c\right\}
$$

is invariant provided $a>\max \left(1, \beta^{-1}\right), c>a, b>\gamma c$. Assumption (4.7) is obvious and (4.5) is proved as in Example 6.1; (4.6) is satisfied provided $\gamma^{2}<4 \sigma \alpha \xi^{2}$ and we choose $\xi=\gamma /(2 \sigma \alpha)^{1 / 2}$.

Theorems 5.1 and 5.3 apply and give the existence of a universal attractor whose Hausdorff and fractal dimensions are bounded by

$$
c\left(1+\frac{1}{\delta|\Omega|^{2 / n}}+\frac{|\Omega|}{d^{n / 2}}\left(\delta^{n / 2}+\frac{1}{\delta} c_{3}^{n_{1}}+\frac{1}{\delta^{n_{1}+1}} c_{4}^{2 n_{1}}\right)\right)
$$

where $c$ depends on $n$ and the shape of $\Omega, n_{1}=1+n / 2$, and

$$
\begin{aligned}
& \delta=\min _{u \in[0, a]} \frac{1}{2}\left(\frac{1+u}{\alpha}+\sigma-\left(\left(\frac{1+u}{\alpha}-\sigma\right)^{2}+\frac{2 \sigma}{\alpha}\right)^{1 / 2}\right) \\
& c_{3}=\alpha(b+1+\beta a) \\
& c_{4}=\left(\alpha^{2}(1+a)^{2}+\sigma^{2}+\frac{1}{\alpha^{2}}\left(b^{2}+\frac{\gamma^{2} c^{2}}{\sigma \alpha}\right)\right)^{1 / 2}
\end{aligned}
$$
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# LOCALIZED CLUSTER SOLUTIONS OF NONLINEAR DEGENERATE DIFFUSION EQUATIONS ARISING IN POPULATION DYNAMICS* 
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#### Abstract

The stationary problem of a nonlinear degenerate diffusion equation with nonlocal advection term including the aggregative mechanism is investigated. The spatially clustering phenomena of individuals in population dynamics is modeled. The existence of two kinds of stationary solutions with connected compact support-a large as well as a small cluster solution-is proved by the matched asymptotic expansion method and the geometric singular perturbation method, respectively.
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1. Introduction. In this paper, we will study stationary patterns of a onedimensional phenomenological population model that describes the spatially clustering phenomena of individuals:

$$
\begin{equation*}
u_{t}=\varepsilon^{2}\left(u^{m}\right)_{x x}-\varepsilon(K[u] u)_{x}+f(u), \quad(x, t) \in R \times(0, \infty), \tag{1.1}
\end{equation*}
$$

where $u(x, t)$ denotes the population density at position $x$ and time $t$ and the constants $m$ and $\varepsilon$ satisfy that $m>1$ and $\varepsilon>0$. Here, $K[u]$ is given by

$$
\begin{equation*}
K[u](x, t)=\lambda\left[\int_{x}^{x+r} u(y, t) d y-\int_{x-r}^{x} u(y, t) d y\right] \tag{1.2}
\end{equation*}
$$

with parameters $\lambda>0$ and $r(0 \leqq r \leqq \infty)$, and $f$ is assumed to be a cubic-like function.
First, we briefly give the ecological interpretation on the model equation (1.1) with (1.2). The dispersal of individuals involves two processes. One is the densitydependent random movement that possesses "population pressure effect" (see Gurney and Nisbet [8], for instance). The other is the directed movement to cluster for oneself; that is, if the total population in the interval $(x-r, x)$ is less than that in $(x, x+r)$, that is, $\int_{x-r}^{x} u(y, t) d y<\int_{x}^{x+r} u(y, t) d y$, the individuals at position $x$ move to the right and to the left if the inequality is reversed. Hence, (1.2) includes the aggregative mechanism of individuals through nonlocal interactions. $f(u)$ means the growth term of individuals. Let us show one specific form of $f(u)$ often used in mathematical ecology:

$$
f_{p}(u)=\left(\alpha-\frac{u}{K}\right) u-\frac{k u}{1+u} P,
$$

where $\alpha$ is the intrinsic growth rate of the individual. $K$ is the carrying capacity, $k u /(1+u)$ is the predation rate of a predator with the maximum rate $k$, and $P$ is the population density of the predator. If $P$ remains constant and takes a suitable value, $f_{p}(u)=0$ has three solutions, say $O, A$, and $I$ as in Fig. 1. In this paper, we specify $f(u)$ as

$$
\begin{equation*}
f(u)=u(1-u)(u-a) \tag{1.3}
\end{equation*}
$$

with a parameter $a(0<a<1)$, because it is a quite simple but suggestive nonlinearity.

[^61]

FIG. 1. Functional form of $f_{p}(u)$.

This kind of model has been discussed recently by several authors. For $f \equiv 0$ and $m>1$, Nagai and Mimura [14]-[16] have fully discussed the case $r=\infty$ and have shown the existence of stationary solutions localized in a finite interval and their stability, and Ikeda [11] and Ikeda and Nagai [12] have investigated the case $r<+\infty$. See also Alt [1] for chemotactic models.

If $\lambda=0$, that is, if there exists no aggregative effect, then (1.1) is reduced to the nonlinear degenerate diffusion equation with bistable kinetics (1.3):

$$
\begin{equation*}
u_{t}=\varepsilon^{2}\left(u^{m}\right)_{x x}+f(u), \quad(x, t) \in R \times(0, \infty) . \tag{1.4}
\end{equation*}
$$

Suppose that the initial data have compact support. Then, if $S(a, m) \equiv \int_{0}^{1} f(u) u^{m-1} d u<$ 0 , the solution $u(x, t)$ of (1.4) tends to zero uniformly in $x \in R$, while if $S(a, m)>0$ and $u(x, 0)>a$ for all $x \in(-L, L)$ with sufficiently large positive $L, u(x, t)$ tends to 1 uniformly on any compact subset of $R$. Moreover, the support of solutions is compact for each $t>0$ and monotone nondecreasing, that is, $\operatorname{supp}\left[u\left(\cdot, t_{1}\right)\right] \subset \operatorname{supp}\left[u\left(\cdot, t_{2}\right)\right]$ for any $0 \leqq t_{1}<t_{2}$ (see Hosono [9]). This compactness property of support is one of the main features of nonlinear degenerate diffusion equations such as the porous media equation (see, for example, Aronson [2]).

The linear diffusion case (1.1) for $m=1$ and $r=\infty$ has already been studied by Mimura, Terman, and Tsujikawa [13] for the case of bistable kinetics (1.3). The above results motivate us to consider (1.1) for $m>1$ and $r<+\infty$, and show the existence of localized cluster solutions due to nonlocal advection (1.2).

In this paper, we assume that $\varepsilon$ is sufficiently small, namely, the dispersal rate is much slower than the rate of dynamics, and consider the stationary problem of (1.1):

$$
\begin{align*}
& \varepsilon^{2}\left(u^{m}\right)_{x x}-\varepsilon(K[u] u)_{x}+f(u)=0, \quad x \in R,  \tag{1.5}\\
& u( \pm \infty)=0 .
\end{align*}
$$

We show that two types of solutions with compact connected support exist, depending on $r$ and $a$ : a large single cluster solution that has $O(1)$-length support and a small one that has $O(\varepsilon)$-length support (see Fig. 4). The numerical simulations suggest that the former is stable while the latter is unstable. Here, it should be noted that the degeneracy of diffusion at $u=0$ requires the weak definition of solutions. A solution
of (1.5) is defined by a nonnegative function $u$ on $R$ satisfying the following: (i) $u$ is bounded and continuous; (ii) $u^{m}$ satisfies the integral identity

$$
\int_{-\infty}^{+\infty}\left\{-\left[\varepsilon^{2}\left(u^{m}\right)_{x}-\varepsilon K[u] u\right] \varphi_{x}+f \varphi\right\} d x=0
$$

for all $\varphi \in C^{1}(R)$ such that $\varphi \geqq 0$ and vanishes for large values of $|x|$. To prove the existence of single cluster solutions, we employ two different approaches by exploiting the smallness of $\varepsilon$, that is, the singular perturbation method (the matched asymptotic expansion technique) for a large one and the shooting method used in [6] for a small one. In both cases, the degenerate character of the problem makes the proofs more complicated than for linear diffusion cases.

Due to the compact support of the stationary solutions, there also exist multiple cluster solutions. Figure 2a-f shows several cluster solutions; the number of clusters depends on the magnitude of the initial function in an appropriate sense. Such phenomena are drastically different from the linear version ( $m=1$ ).
2. Formulation of the problem and the main results. We consider a symmetric solution $u(x)$ at $x=0$, with connected compact support, that is, it satisfies $u(x)=u(-x)$ for all $x \in R$ and $\operatorname{supp}[u]=[-\omega, \omega]$ with some $\omega>0$. Then our problem is to find a solution $u(x ; \varepsilon, \omega)$ of

$$
\begin{gather*}
\varepsilon^{2}\left(u^{m}\right)_{x x}-\varepsilon(K[u] u)_{x}+f(u)=0, \quad x \in I_{\omega}=(-\omega, \omega),  \tag{2.1}\\
u=0, \quad\left(u^{m}\right)_{x}=0 \quad \text { at } x=I_{ \pm \omega}, \\
u(x)=u(-x)>0 \quad \text { for } x \in I_{\omega},  \tag{2.2}\\
u(x)=0 \quad \text { for } x \in R \backslash I_{\omega},
\end{gather*}
$$

where $\omega$ is a parameter to be determined. We note that solutions of (2.1), (2.2) become a solution of (1.5).

We will first construct a formal approximation to a large cluster solution of (2.1), (2.2). Set $\varepsilon=0$ in (2.1). Then we have $f(u)=0$, and define $U_{o}$ by

$$
U_{o}(x, \beta)= \begin{cases}1, & 0 \leqq|x|<\beta  \tag{2.3}\\ 0, & |x| \geqq \beta\end{cases}
$$

for any fixed $\beta \in(0, \infty)$. We discuss the jump discontinuity of $U_{o}$ only at $x=\beta$. Let us introduce the stretched variable $\xi=(x-\beta) / \varepsilon$. Then the equation in (2.1) is

$$
\left(u^{m}\right)_{\xi \xi}-(K[u] u)_{\xi}+f(u)=0,
$$

where

$$
K[u]=\lambda\left[\int_{\varepsilon \xi+\beta}^{\varepsilon \xi+\beta+r} u(y) d y-\int_{\varepsilon \xi+\beta-r}^{\varepsilon \xi+\beta} u(y) d y\right] .
$$

We may expect that the solution $u$ is given by $U_{o}(x, \omega)+o(1)$ for $|x| \leqq \beta-\kappa(\varepsilon)$ and $|x| \geqq \beta+\kappa(\varepsilon)$ with some positive $\kappa(\varepsilon)=o(1)$, so that

$$
K[u]=\lambda\left[\int_{\beta}^{\beta+r} U_{o}(y, \beta) d y-\int_{\beta-r}^{\beta} U_{o}(y, \beta) d y\right]+o(1)=-\lambda \min (r, 2 \beta)+o(1) .
$$

Setting $\varepsilon=0$ and $k=\min (r, 2 \beta)$, we have the inner problem:

$$
\begin{align*}
& \left(u^{m}\right)_{\xi \xi}+\lambda k u_{\xi}+f(u)=0, \quad \xi \in R, \\
& u(-\infty)=1, \quad u\left(\beta_{1}\right)=\left(u^{m}\right)_{x}\left(\beta_{1}\right)=0, \quad u(0)=\alpha \in[0,1), \tag{2.4}
\end{align*}
$$


(a) $L=10$.

(b) $L=11$.

(c) $L=13$.

Fig. 2. Time development of initial functions into multiple cluster solutions for the initial data $u_{0}(x)=1$ for $|x| \leqq L$ and $u_{0}(x)=0$ for $|x|>L$, where $\varepsilon=\lambda=1.0, a=0.2, m=2$, and $r=5.0$.


Fig. 2-continued
where the last condition is imposed to fix the translation invariance and $\beta_{1}$ is an unknown to be determined. For this problem, it is shown in [7] that there exist a unique $c^{*}(a)$ and a unique positive $\omega_{1}$ such that (2.4) has a unique monotone decreasing solution $U_{i}\left(\xi, \beta_{1}\right)$ in the weak sense if and only if $k=c^{*}(a) / \lambda$ and $\beta_{1}=\omega_{1}$. Moreover, $c^{*}(a)$ is a strictly monotone decreasing function of $a \in(0,1)$ satisfying $c^{*}(a)=0$ for $a=a^{*}=(m+1) /(m+3)$ and $c^{*}(a) \supseteqq 0$ according to $S(a, m) \gtreqless 0$ (see [7]). Therefore,
if $a \in\left(0, a^{*}\right)$ and $r$ satisfies $r \geqq 2 \omega_{0}$ with $\omega_{0}=c^{*}(a) / 2 \lambda>0$, we can choose $\beta$ as $\beta=\omega_{0}$ so that $k=\min (r, 2 \beta)$ attains the value $c^{*}(a) / \lambda$. Thus, we have obtained the lowestorder outer and inner solutions as $U_{o}\left(x, \omega_{0}\right)$ and $U_{i}\left(\xi, \omega_{1}\right)=U_{i}\left(\left(x-\omega_{0}\right) / \varepsilon, \omega_{1}\right)$, respectively.

Next, we consider a small cluster solution. Taking its outer solution as identically zero, we may construct only the inner solution. Put $\omega=\varepsilon \sigma$ and $\eta=x / \varepsilon$, and rewrite (2.1) as follows:

$$
\begin{gather*}
\left(u^{m}\right)_{\eta \eta}-\varepsilon(\tilde{K}[u] u)_{\eta}+f(u)=0, \quad \eta \in J=(-\sigma, \sigma),  \tag{2.5}\\
u=\left(u^{m}\right)_{\eta}=0 \text { at } \eta= \pm \sigma, \\
u(\eta)=u(-\eta)>0 \quad \text { for } \eta \in J,  \tag{2.6}\\
u(\eta) \equiv 0 \quad \text { for } \eta \in R \backslash J,
\end{gather*}
$$

where

$$
\tilde{K}[u]=\lambda\left[\int_{\eta}^{\eta+r / \varepsilon} u\left(\eta^{\prime}\right) d \eta^{\prime}-\int_{\eta-r / \varepsilon}^{\eta} u\left(\eta^{\prime}\right) d \eta^{\prime}\right] .
$$

Setting $\varepsilon=0$ in (2.5), we have

$$
\begin{equation*}
\left(u^{m}\right)_{\eta \eta}+f(u)=0, \quad \eta \in J, \tag{2.7}
\end{equation*}
$$

which can be solved under the conditions (2.6) (see Lemma 4.1 and its remark). We see that, for each $a \in\left(0, a^{*}\right)$, there is a unique $\sigma_{0}>0$ such that a solution $u_{i}\left(\eta, \sigma_{0}\right)$ of (2.7) uniquely exists for $\sigma=\sigma_{0}$ and is monotone decreasing for $\eta \geqq 0$. Moreover, $\sigma_{0}$ is a strictly monotone increasing function of $a$ satisfying $\lim _{a \rightarrow a^{*}} \sigma_{0}=+\infty$ and $\lim _{a \rightarrow 0} \sigma_{0}=0$. This is the lowest-order approximation to a small solution. Now we state our theorem.

Theorem 2.1 (Existence of single cluster solutions). Assume that $0<a<a^{*}$ and let $\delta$ be any small positive constant. Then, we have the following:
(A) For each fixed $r \geqq 2 \omega_{0}+\delta$, there exists an $\varepsilon_{0}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right)$, (2.1), (2.2) has a large single (symmetric) cluster solution $U_{l}(x, \varepsilon)$ satisfying that for any small $\kappa>0$,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} U_{l}(x, \varepsilon)=1 \quad \text { uniformly in } x \in\left(-\omega_{0}+\kappa, \omega_{0}-\kappa\right) \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{supp}\left[U_{l}\right]=\left[-\omega_{0}-\tilde{\omega}_{1}(\varepsilon), \omega_{0}+\tilde{\omega}_{1}(\varepsilon)\right], \tag{2.9}
\end{equation*}
$$

where $\tilde{\omega}_{1}(\varepsilon)$ is a positive function of $\varepsilon$ satisfying $\lim _{\varepsilon \rightarrow 0} \tilde{\omega}_{1}(\varepsilon)=0$.
(B) For each fixed $r \geqq \delta>0$, there exists an $\varepsilon_{1}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{1}\right),(2.1)$, (2.2) has a small single (symmetric) cluster solution $U_{s}(x, \varepsilon)$ satisfying

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} U_{s}(\varepsilon \eta, \varepsilon)=u_{i}\left(\eta ; \sigma_{0}\right) \quad \text { uniformly in } \eta=\frac{x}{\varepsilon} \in R \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{supp}\left[U_{s}\right]=\left[-\varepsilon \sigma_{\varepsilon}, \varepsilon \sigma_{\varepsilon}\right], \tag{2.11}
\end{equation*}
$$

where $\sigma_{\varepsilon}$ is some positive function of $\varepsilon$ satisfying $\lim _{\varepsilon \rightarrow 0} \sigma_{\varepsilon}=\sigma_{0}$.
Let $u_{1}$ and $u_{2}$ be any two solutions of (1.5) satisfying that the distance between $\operatorname{supp}\left[u_{1}\right]$ and $\operatorname{supp}\left[u_{2}\right]$ is not less than $r$; that is, dist (supp $\left[u_{1}\right]$, $\left.\operatorname{supp}\left[u_{2}\right]\right) \geqq r$. Then, it is easily seen that $u_{1}+u_{2}$ becomes a solution of (1.5), so that our theorem directly gives the following corollary.

Corollary (Existence of multiple cluster solutions). Let $\left\{x_{i}\right\}_{i \in \Lambda}$ ( $\Lambda$ : an index set) be a finite or countable sequence of real numbers and $\Lambda_{1}, \Lambda_{2}$ be index sets satisfying $\Lambda=\Lambda_{1} \cup \Lambda_{2}, \Lambda_{1} \cap \Lambda_{2}=\phi$, and denote $U_{i}=U_{l}\left(x-x_{i}, \varepsilon\right)$ for $i \in \Lambda_{1}$ and $u_{j}=U_{s}\left(x-x_{j}, \varepsilon\right)$ for $j \in \Lambda_{2}$. If dist $(\operatorname{supp}[u], \operatorname{supp}[\tilde{u}]) \geqq r$ for any $u, \hat{u} \in\left\{U_{i}\right\}_{i \in \Lambda_{1}} \cup\left\{u_{j}\right\}_{j \in \Lambda_{2}}$ such that $u \neq \tilde{u}$, then (1.5) has also a solution $u(x, \varepsilon)$ represented by

$$
\begin{equation*}
u(x, \varepsilon)=\sum_{i \in \Lambda_{1}} U_{i}+\sum_{j \in \Lambda_{2}} u_{j} \tag{2.12}
\end{equation*}
$$

(see Fig. 2).
Remark 1. If $a \geqq a^{*}$, then $c^{*}(a) \leqq 0$, so that there exists no solution for (2.4) since $k=\min (r, 2 \beta)>0$. Also (2.7) and (2.6) have no solution for $a \geqq a^{*}$. By this result and the complementary numerical simulations, we may conjecture that (2.1) and (2.2) have no spatially heterogeneous steady state solution when $a \geqq a^{*}$.

Remark 2. Let $r$ be fixed in $\left(0,2 \omega_{0}^{*}\right)$ with $\omega_{0}^{*} \equiv \lim _{a \rightarrow 0} c^{*}(a) / 2 \lambda$ and define $a_{r}^{*}$ by the relation $r=c^{*}\left(a_{r}^{*}\right) / \lambda$. Then $k \leqq r<2 \omega_{0}^{*}$ for all $\beta>0$, which implies that there exists no solution of (2.4) for $a \in\left[0, a_{r}^{*}\right]$. Hence, for small $\varepsilon>0$, we can expect that there is some $a_{r}(\varepsilon)$ satisfying $\lim _{\varepsilon \rightarrow 0} a_{r}(\varepsilon)=a_{r}^{*}$ such that for $0 \leqq a \leqq a_{r}(\varepsilon)$ there exists no large cluster solution and any solution expands into $R$, as in Fig. 3, or decays to zero when initial data have compact support.


Fig. 3. An expanding wave solution for $r=1.5<2 \omega_{0}, \varepsilon=\lambda=1.0, a=0.1$, and $m=2$.
These results suggest the global branch of single cluster solutions in ( $a,\|u\|_{L^{1}}$ )-space as $\varepsilon \rightarrow 0$, where $\|u\|_{L^{1}}$ denotes the $L^{1}$-norm of a solution $u$. For each fixed $r \geqq 0$, we consider the branch $\|u\|_{L^{1}}$ as a function of $a$. For $r \geqq 2 \omega_{0}^{*}$, the solution branch is as in Fig. 4(a) where there are large (bold line) as well as small (bold broken line) singular solutions (as $\varepsilon \rightarrow 0$ for $0<a<a^{*}$ ), and for $0<r<2 \omega_{0}^{*}$, the branch is as in Fig. 4(b), where there is a large singular solution only for $a_{r}^{*}<a<a^{*}$. For $r=0$, there is only a small singular solution branch for $0<a<a^{*}$. From the result of the singular case, we may conjecture the following global structure of single cluster solutions for $\varepsilon>0$. We first note that there are two numbers $r_{1}(\varepsilon)$ and $r_{2}(\varepsilon)$ satisfying $\lim _{\varepsilon \rightarrow 0} r_{1}(\varepsilon)=0$ and $\lim _{\varepsilon \rightarrow 0} r_{2}(\varepsilon)=2 \omega_{0}^{*}$, such that for each fixed $r \geqq r_{2}(\varepsilon)$, the (unstable) small solution branch starting from the origin goes right up to a limit point, say $\left(a_{c}(\varepsilon), l_{c}(\varepsilon)\right)$ and through this point, it goes back to the left with the recovery of stability. Then it arrives at a point on $a=0$, say $\left(0, \bar{l}_{c}(\varepsilon)\right)$. Here it should be noted that $a_{c}(\varepsilon) \rightarrow a^{*}, l_{c}(\varepsilon) \rightarrow 0$, and $\bar{l}_{c}(\varepsilon) \rightarrow 2 \omega_{0}^{*}$ as $\varepsilon \rightarrow 0$. For a fixed $r \in\left(r_{1}(\varepsilon), r_{2}(\varepsilon)\right)$, there
is a large solution only for $a_{r}(\varepsilon)<a<a_{c}(\varepsilon)$, and for $r \in\left(0, r_{1}^{*}(\varepsilon)\right)$ there exists no large cluster solution. The cases when $\varepsilon>0$ are depicted in Fig. 4a-c by solid lines.

We devote the remaining part of this paper to the proof of our theorem.
3. Existence of a large single cluster solution. Set $v(x)=\int_{0}^{x} u(y) d y$ and assume $r \geqq 2 \omega$. This implies that $v(x+r)=-v(x-r)=\int_{0}^{\omega} u(y) d y$ for $|x| \leqq \omega$ and $u(x) \equiv 0$ for $|x|>\omega$, so that we see $K[u] u=-\lambda 2 v u$. Here, we introduce the new variable $q=u^{m-1}$.


Fig. 4. The global solution branch in $\left(a,\|u\|_{L^{1}}\right)$-space for $\varepsilon=0$ and $\varepsilon>0$.

Then our problem is to find a solution $(q, v)$ and $\omega$ of

$$
\begin{equation*}
N(q, v) \equiv\binom{\varepsilon^{2} q q_{x x}+\varepsilon^{2} \mu q_{x}^{2}+2 \varepsilon \frac{\lambda}{m} v q_{x}+F_{\varepsilon}(q)}{v_{x}-q^{\mu}}=0 \quad \text { for } x \in I_{\omega}=(0, \omega) \tag{3.1}
\end{equation*}
$$

and

$$
\begin{align*}
& q_{x}(0)=q(\omega)=\left(q^{\mu m}\right)_{x}(\omega)=0 \\
& q(x)>0 \quad \text { for } x \in I_{\omega}, \quad q(x)=0 \text { for } \bar{R}_{\omega}=[\omega,+\infty)  \tag{3.2}\\
& v(0)=0
\end{align*}
$$

where $\mu=1 /(m-1)$ and $F_{\varepsilon}(q)=(1 / m \mu)\left[q^{1-\mu} f\left(q^{\mu}\right)+2 \varepsilon \lambda q^{1+\mu}\right]$. To solve this problem, we employ the singular perturbation method with the patching argument (see, for example, [7]). Hence, we split it into the following two problems. Let $\alpha$ be a fixed constant satisfying $a^{m-1}<\alpha<1$, and let $\beta$ and $\gamma$ be parameters in some neighborhood $J_{\delta}=\left(\omega_{0}-\delta, \omega_{0}+\delta\right)$ of $\omega_{0}$ with a small $\delta>0$. The first problem is to find a solution $(\tilde{q}, \tilde{v})$ of

$$
\begin{align*}
& N(q, v)=0, \quad x \in I_{\beta}=(0, \beta)  \tag{3.3}\\
& q_{x}(0)=0, \quad q(\beta)=\alpha, \quad v(0)=0 .
\end{align*}
$$

The second is to find a solution $(\hat{q}, \hat{v})$ and $\omega$ of

$$
\begin{align*}
& N(q, v)=0, \quad x \in R_{\beta}=(\beta,+\infty), \\
& q(\beta)=\alpha, \quad q(\omega)=\left(q^{m \mu}\right)_{x}(\omega)=0, \quad q(x)>0 \quad \text { for } x \in[\beta, \omega),  \tag{3.4}\\
& v(\beta)=\gamma,
\end{align*}
$$

which has the degenerate character passed from (3.1), (3.2). We first discuss (3.4) and later (3.3).

Throughout this paper, we will use the following Banach spaces: For $I=(0,1)$ and $J=R_{+}=(0,+\infty)$ :

$$
\begin{aligned}
& C_{0}^{1}(I)=\left\{u \mid u \in C^{1}(I), \sup _{x \in I}\left(|u(x)|+\left|\frac{d u}{d x}(x)\right|\right)<+\infty, u(0)=0\right\}, \\
& C_{\varepsilon, 0}^{2}(I)=\left\{\left.u\left|u \in C^{2}(I), \sup _{x \in I} \sum_{i=0}^{2}\right|\left(\varepsilon \frac{d}{d x}\right)^{i} u(x) \right\rvert\,<+\infty, u_{x}(0)=u(1)=0\right\}, \\
& X_{\rho}^{p}(J)=\left\{\left.u\left|u \in C^{p}(J), \sup _{x \in J} e^{\rho x} \sum_{i=0}^{p}\right|\left(\frac{d}{d x}\right)^{i} u(x) \right\rvert\,<+\infty\right\}, \\
& X_{\rho, 0}^{p}(J)=\left\{u \mid u \in X_{\rho}^{p}(J), u(0)=0\right\}, \\
& X_{, \rho}^{1}(J)=\left\{u \mid u \in X_{0,0}^{0}(J), u_{x} \in X_{\rho}^{0}(J)\right\}, \\
& X^{0}(J)=X_{0}^{0}(J) .
\end{aligned}
$$

We often write $C_{0}^{1}(I)$ as simply $C_{0}^{1}$, and do other spaces in a similar way. $C_{j}$ $(j=0,1,2, \cdots)$ always denote positive constants independent of $\varepsilon$.
3.1. Construction of solutions of the degenerate problem. Set $\xi=(x-\beta) / \varepsilon$ and $p=q_{\xi}$, and introduce the new independent variable $\zeta$ by

$$
\begin{equation*}
\frac{d \xi}{d \zeta}=q, \quad \xi(0)=0 \tag{3.5}
\end{equation*}
$$

Then, (3.4) is written as

$$
\begin{align*}
& q_{\zeta}=p q \\
& p_{\zeta}=-\mu p^{2}-\frac{2 \lambda}{m} v p-F_{\varepsilon}(q), \quad \zeta \in R_{+}=(0,+\infty),  \tag{3.6}\\
& v_{\zeta}=\varepsilon q^{1+\mu}
\end{align*}
$$

and

$$
\begin{align*}
& q(0)=\alpha, \quad q(+\infty)=0, \quad p(\zeta)<0 \quad \text { for } \zeta \in R_{+}, \\
& v(0)=\gamma . \tag{3.7}
\end{align*}
$$

For $\varepsilon=0$, assuming that $\delta$ is sufficiently small, we already have the result that for $\gamma \in J_{\delta}$, there exists a unique solution $y_{0}(\zeta ; \gamma)=\left(q_{0}(\zeta: \gamma), p_{0}(\zeta ; \gamma), v_{0}(\zeta ; \gamma)\right)$ of $(3.6)_{\varepsilon}$, (3.7) which satisfies that $q_{0}, p_{0}+2 \lambda \gamma / m \mu \in X_{-\rho_{-}}^{1}\left(R_{+}\right)$with $\rho_{-}=-2 \lambda \gamma / m \mu, v_{0}(\zeta ; \gamma) \equiv \gamma$, and $p_{0}(0, \gamma)$ is monotone decreasing with respect to $\gamma$ (see [10, Lemma 5.6]). For (3.6) $)_{\varepsilon}$, (3.7) with a small $\varepsilon>0$, we will look for a solution $\hat{y}$ of (3.6) , (3.7) in the form $\hat{y}=y_{0}+y$, where $y={ }^{t}\left(q_{1}, p_{1}, v_{1}\right)$. Let $y_{1}={ }^{t}\left(q_{1}, p_{1}\right)$. Then, (3.6) ${ }_{\varepsilon}$ is written as

$$
\begin{equation*}
G(y, \varepsilon)=\binom{Q_{1} y_{1}-g_{1}(y, \varepsilon)}{\frac{d}{d \zeta} v_{1}-g_{2}\left(q_{1}, \varepsilon\right)}=0 \tag{3.8}
\end{equation*}
$$

where

$$
Q_{1}=\frac{d}{d \zeta}-B(\zeta), \quad B(\zeta)=\left(\begin{array}{cc}
p_{0} & q_{0} \\
-F_{0}^{\prime}\left(q_{0}\right) & -2\left(\mu p_{0}+\lambda \gamma / m\right)
\end{array}\right)
$$

with $F_{0}(q)=q^{1-\mu} f\left(q^{\mu}\right) / m \mu$,

$$
g_{1}(y, \varepsilon)=\left(\begin{array}{c}
p_{1} q_{1} \\
\left.-\left[F_{0}\left(q_{0}+q_{1}\right)-F_{0}\left(q_{0}\right)-F_{0}^{\prime}\left(q_{0}\right) q_{1}\right]-\mu p_{1}^{2}-\frac{2 \lambda}{m}\left(p_{0}+p_{1}\right) r-\frac{2 \lambda \varepsilon}{m \mu}\left(q_{0}+q_{1}\right)^{1+\mu}\right)
\end{array}\right.
$$

and $g_{2}\left(q_{1}, \varepsilon\right)=\varepsilon\left(q_{0}+q_{1}\right)^{1+\mu}$. The boundary condition is

$$
\begin{equation*}
q_{1}(0)=q_{1}(+\infty)=0, \quad v_{1}(0)=0 . \tag{3.9}
\end{equation*}
$$

From (3.8), (3.9), for a small $\varepsilon_{0}>0$ and some $\rho \in\left(0, \rho_{\delta}\right]$ with $\rho_{\delta}=-\rho_{-}-\delta(\delta>0)$, we define a nonlinear mapping

$$
G(y, \varepsilon): Z_{\rho, 0}^{1} \times\left[0, \varepsilon_{0}\right) \equiv X_{\rho, 0}^{1} \times X_{0}^{1} \times X_{, \rho}^{1} \times\left[0, \varepsilon_{0}\right) \rightarrow Z_{\rho}^{0} \equiv X_{\rho}^{0} \times X^{0} \times X^{0}
$$

Then our problem is to find a solution $y(\varepsilon) \in Z_{\rho, 0}^{1}$ of $G(y, \varepsilon)=0$. Let us further rewrite this as follows. Integrating the second equation in (3.8), we see that if $q_{1} \in X_{\rho, 0}^{0}$, then

$$
\begin{equation*}
v_{1}(\zeta)=\varepsilon \int_{0}^{\zeta}\left[q_{0}\left(\zeta^{\prime}\right)+q_{1}\left(\zeta^{\prime}\right)\right]^{1+\mu} d \zeta^{\prime}=\varepsilon R_{1}\left(q_{1}\right) \in X_{\rho, 0}^{1} \tag{3.10}
\end{equation*}
$$

for any $\rho \in\left(0, \rho_{\delta}\right]$. Therefore, (3.8), (3.9) is reduced to

$$
\begin{equation*}
Q_{1} y_{1}=g_{1}\left(y_{1}, \varepsilon R\left(q_{1}\right), \varepsilon\right)=h_{1}\left(y_{1}\right)+\varepsilon h_{2}\left(y_{1}\right), \tag{3.11}
\end{equation*}
$$

where

$$
h_{1}\left(y_{1}\right)=\binom{h_{11}\left(y_{1}\right)}{h_{12}\left(y_{1}\right)}=\binom{p_{1} q_{1}}{-\left[F_{0}\left(q_{0}+q_{1}\right)-F_{0}\left(q_{0}\right)-F_{0}^{\prime}\left(q_{0}\right) q_{1}\right]-\mu p_{1}^{2}}
$$

and

$$
\begin{aligned}
h_{2}\left(y_{1}\right) & =\binom{0}{h_{22}\left(y_{1}\right)} \\
& =\binom{0}{-\frac{2 \lambda}{m}\left(p_{0}+p_{1}\right) R\left(q_{1}\right)-\frac{2 \lambda}{m \mu}\left(q_{0}+q_{1}\right)^{1+\mu}} .
\end{aligned}
$$

For the linear mapping $Q_{1}$, we have Lemma 3.1.
Lemma 3.1. Let $\delta$ be sufficiently small. Then for each $\rho \in\left(0, \rho_{\delta}\right]$, the map $Q_{1}: Y_{\rho}^{1} \equiv$ $X_{\rho, 0}^{1} \times X_{0}^{1} \rightarrow Y_{\rho} \equiv X_{\rho}^{0} \times X^{0}$ has a bounded inverse $Q_{1}^{-1}$.

Proof. See the Appendix for the proof.
Applying $Q_{1}^{-1}$ to (3.11), we have the equation

$$
\begin{equation*}
y_{1}=Q^{-1} g_{1}\left(y_{1}, 2 R\left(q_{1}\right), \varepsilon\right) \equiv \mathscr{F}\left(y_{1}, \varepsilon\right) . \tag{3.12}
\end{equation*}
$$

The nonlinear operator $\mathscr{F}: Y_{\rho} \times\left[0, \varepsilon_{0}\right) \rightarrow Y_{\rho}^{1} \subset Y_{\rho}$ satisfies the following lemma.
Lemma 3.2. Let $\rho$ be fixed in $\left(0, \rho_{\delta}\right]$ and $\gamma \in J_{\delta}$. Then there exist a small closed ball $B_{\kappa}(0)=\left\{y_{1} \mid\left\|y_{1}\right\|_{Y_{\rho}} \leqq \kappa\right\}$ and a small constant $\varepsilon_{0}>0$ such that $\mathscr{F}$ is a uniform contraction on $B_{\kappa}(0)$ and continuous from $B_{\kappa}(0) \times\left[0, \varepsilon_{0}\right)$ into $B_{\kappa}(0)$.

Proof. See the Appendix for the proof.
Thus, we can apply the uniform contraction principle [4, Thm. 2.2] to (3.12) and obtain a solution $y_{1}(\varepsilon)=\left(q_{1}(\zeta ; \varepsilon, \gamma), p_{1}(\zeta ; \varepsilon, \gamma)\right) \in Y_{\rho}$ satisfying $y_{1}(0)=0$. Moreover, (3.10), (3.12) shows that $y(\zeta ; \varepsilon, \gamma)=\left(q_{1}(\zeta ; \varepsilon, \gamma), p_{1}(\zeta ; \varepsilon, \gamma), v_{1}(\zeta ; \varepsilon, \gamma)\right) \in Z_{\rho}^{1}$ with $v_{1}(\zeta ; \varepsilon, \gamma)=\varepsilon R_{1}\left(q_{1}(\zeta ; \varepsilon, \gamma)\right)$ and it satisfies $\lim _{\varepsilon \rightarrow 0}\|y(\zeta ; \varepsilon, \gamma)\|_{z_{\rho}^{1}}=0$. Hence we have a solution $y_{0}(\zeta ; \gamma)+y(\zeta ; \varepsilon, \gamma)$ of (3.6), (3.7). Note that the above argument is valid uniformly in $\gamma \in J_{\delta}$ for a small $\delta>0$, so that $y$ is uniformly continuous in $\varepsilon$ and $\gamma$.

Next, we examine relation (3.5). Let $\phi_{0}(\zeta)=\int_{0}^{\zeta} q_{0}\left(\zeta^{\prime} ; \gamma\right) d \zeta^{\prime}$ and $\phi_{\varepsilon}(\zeta)=$ $\int_{0}^{\zeta}\left[q_{0}\left(\zeta^{\prime} ; \gamma\right)+q_{1}\left(\zeta^{\prime} ; \varepsilon, \gamma\right)\right] d \zeta^{\prime}$. Then

$$
\sup _{\zeta \in R_{+}}\left|\phi_{\varepsilon}(\zeta)-\phi_{0}(\zeta)\right| \leqq \sup _{\zeta \in R_{+}} \int_{0}^{\zeta}\left|q_{1}\left(\zeta^{\prime} ; \varepsilon, \gamma\right)\right| d \zeta^{\prime} \leqq\left\|q_{1}\right\|_{x_{\rho}^{0}} \int_{0}^{\infty} e^{-\rho \zeta^{\prime}} d \zeta^{\prime} \rightarrow 0
$$

as $\varepsilon \rightarrow 0$ uniformly in $\gamma \in I_{\delta}$. Set $\lim _{\zeta \rightarrow \infty} \phi_{\varepsilon}(\zeta)=\omega_{\varepsilon}(\gamma)<+\infty$ for $\varepsilon \in\left[0, \varepsilon_{0}\right)$. Since $d \phi_{\varepsilon} / d \zeta>0$ for $\zeta \in[0, \infty), \phi_{\varepsilon}$ is a diffeomorphism from [ $0, \infty$ ) onto [ $0, \omega_{0}$ ), so that we have an inverse function $\phi_{\varepsilon}^{-1}$ of $\phi_{\varepsilon}$. Using this, we define a pair of functions $(\hat{q}, \hat{v})$ by

$$
\begin{aligned}
& \hat{q}(\xi ; \varepsilon, \gamma)= \begin{cases}\hat{q}_{0}(\xi ; \gamma)+q_{1}\left(\phi_{\varepsilon}^{-1}(\xi) ; \varepsilon, \gamma\right), \quad 0<\xi<\omega_{\varepsilon}, \\
0, & \omega_{\varepsilon} \leqq \xi<+\infty,\end{cases} \\
& \hat{v}(\xi ; \varepsilon, \gamma)=\gamma+\varepsilon \int_{0}^{\xi}\left[\hat{q}\left(\xi^{\prime} ; \varepsilon, \gamma\right)\right]^{\mu} d \xi^{\prime}
\end{aligned}
$$

with $\xi=(x-\beta) / \varepsilon$, where $\hat{q}_{0}(\xi ; \gamma)=q_{0}\left(\phi_{\varepsilon}^{-1}(\xi) ; \gamma\right)$. This is a solution of (3.4). Thus we have Theorem 3.1.

Theorem 3.1. Let $\delta>0$ be sufficiently small. Then, for $\gamma \in I_{\delta}$ there exists a small $\varepsilon_{0}>0$ such that for $\varepsilon \in\left(0, \varepsilon_{0}\right)$, (3.4) has a solution $(\hat{q}(\xi ; \varepsilon, \gamma), \hat{v}(\xi ; \varepsilon, \gamma)$ ) with $\xi=(x-\beta) / \varepsilon$ satisfying $\hat{q}>0$ for $0 \leqq \xi<\omega_{\varepsilon}(\gamma)<+\infty, \hat{q}=0$ for $\xi \geqq \omega_{\varepsilon}(\gamma)$, and $\lim _{\varepsilon \rightarrow 0}(d / d \xi) \hat{q}(0 ; \varepsilon, \gamma)=(d / d \xi) \hat{q}_{0}(0 ; \gamma)$ uniformly in $\gamma$. Moreover, $(\hat{q}, \hat{v})$ is uniformly continuous in $\varepsilon$ and $\gamma$ relative to the norm of $C^{2}\left(I_{\kappa^{\prime}}\right) \times C^{2}\left(I_{\kappa^{\prime}}\right)$ with $I_{\kappa^{\prime}}=\left[0, \omega_{0}-\kappa^{\prime}\right]$ for any $\kappa^{\prime}>0$ and $(d / d \xi) \hat{q}_{0}(0 ; \gamma)$ is strictly monotone decreasing with respect to $\gamma$.

Remark 3.1. $\hat{q}_{0}(\xi ; \gamma)$ is a unique monotone solution of

$$
\begin{align*}
& q q_{\xi \xi}+\mu q_{\xi}^{2}+2 \frac{\lambda \gamma}{m} q_{\xi}+F_{0}(q)=0, \quad \xi \in\left(0, \omega_{0}\right),  \tag{3.13}\\
& q(0)=\alpha, \quad q\left(\omega_{0}\right)=0 .
\end{align*}
$$

3.2. Construction of solutions of the nondegenerate problem. To make the parameter dependency of solutions clear, we normalize the interval by $z=x / \beta$ and set $\sigma=\varepsilon / \beta$. Then, (3.3) is

$$
\begin{align*}
& \tilde{N}(q, v) \equiv\binom{\sigma^{2} q q_{z z}+\sigma^{2} \mu q_{z}^{2}+2 \sigma \frac{\lambda}{m} v q_{z}+F_{\sigma}(q)}{v_{z}-\beta q^{\mu}}=0,  \tag{3.14}\\
& q_{z}(0)=0, \quad q(1)=\alpha, \quad v(0)=0,
\end{align*} \quad z \in I=(0,1),
$$

where $F_{\sigma}(q)=\left[q^{1-\mu} f\left(q^{\mu}\right)+2 \lambda \sigma \beta q^{1+\mu}\right] / m \mu$. For sufficiently small $\sigma>0$, the standard singular perturbation method gives the lowest-order approximation as

$$
\begin{aligned}
& \tilde{q}_{0}(z ; \sigma, \beta)=1+\theta(z-1)\left[q_{0}(\eta ; \beta)-1\right] \\
& \tilde{v}_{0}(z ; \sigma, \beta)=\beta \int_{0}^{z} \tilde{q}_{0}\left(z^{\prime} ; \sigma, \beta\right)^{\mu} d z^{\prime}
\end{aligned}
$$

where $\eta=(z-1) / \sigma$ and $q_{0}(\eta, \beta)$ is a unique monotone decreasing solution of

$$
\begin{align*}
& q q_{\eta \eta}+\mu q_{\eta}^{2}+2 \frac{\lambda \beta}{m} q_{\eta}+F_{0}(q)=0, \quad \eta \in R_{-}=(-\infty, 0)  \tag{3.15}\\
& q(-\infty)=1, \quad q(0)=\alpha \in(0,1)
\end{align*}
$$

and $\theta(z)$ is a $C^{\infty}$ cutoff function such that $0 \leqq \theta(z) \leqq 1, \theta(z)=1$ for $|z| \leqq \frac{1}{4}$ and $\theta(z)=0$ for $|z| \geqq \frac{1}{2}$. Note here that $\left|q_{0}(\eta ; \beta)-1\right|$ decays exponentially with exponent $[-\lambda \beta+$ $\left.\left((\lambda \beta)^{2}-F_{0}^{\prime}(1)\right)^{1 / 2}\right] / m$ and $(d / d \eta) q_{0}(0 ; \beta)$ is strictly monotone increasing with respect to $\beta$. Using this approximation, we seek a solution in the form $(q, v)=\left(\tilde{q}_{0}, \tilde{v}_{0}\right)+\left(q_{1}, v_{1}\right)$.

For small positive $\sigma_{0}$ and $\delta$, let us define a nonlinear mapping

$$
S(t, \sigma, \beta)=\tilde{N}\left(\tilde{q}_{0}+q_{1}, \tilde{v}_{0}+v_{1}\right): Y_{\sigma}^{2} \times\left(0, \sigma_{0}\right) \times J_{\delta} \rightarrow Y^{0},
$$

where $t=\left(q_{1}, v_{1}\right), Y_{\sigma}^{2}=C_{\sigma, 0}^{2} \times C_{0}^{1}$, and $Y^{0}=C^{0} \times C^{0}$. The Fréchet derivative of $S$,

$$
S_{t}(t, \sigma, \beta)=\left(\begin{array}{ll}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{array}\right)
$$

is given by

$$
\begin{aligned}
& S_{11}(t, \sigma, \beta)=\sigma^{2} q\left(\frac{d}{d z}\right)^{2}+2 \sigma\left(\mu \sigma q_{z}+\frac{\lambda}{m} v\right) \frac{d}{d z}+\left[\sigma^{2} q_{z z}+F^{\prime}(q)\right], \\
& S_{12}(t, \sigma, \beta)=2 \sigma \frac{\lambda}{m} q_{z}, \quad S_{21}(t, \sigma, \beta)=-\mu \beta q^{\mu-1}, \quad S_{22}=\frac{d}{d z} .
\end{aligned}
$$

Let $B_{\kappa}(0)=\left\{t \mid\|t\|_{Y_{\rho}^{2}} \leqq \kappa\right\}$. It follows from this expression that

$$
\left\|S_{t}\left(t_{1}, \alpha, \beta\right)-S_{t}\left(t_{2}, \alpha, \beta\right)\right\|_{Y_{\sigma}^{2} \rightarrow Y^{0}} \leqq K_{1}\left\|t_{1}-t_{2}\right\|_{Y_{\sigma}^{2}}
$$

for $t_{1}, t_{2} \in B_{\kappa}(0), \sigma \in\left(0, \sigma_{0}\right)$, and $\beta \in J_{\delta}$, where $K_{1}$ is some constant. We show the uniform invertibility of $S_{t}$.

Lemma 3.3. There exist small positive $\sigma_{0}$ and $\delta$ such that for any $\sigma \in\left(0, \sigma_{0}\right)$, $\alpha \in(1-\delta, 1)$, and $\beta \in J_{\delta}, S_{t}(0 ; \sigma, \beta)$ has an inverse $S_{t}^{-1}$ satisfying $\left\|S_{t}^{-1}\right\|_{Y^{0} \rightarrow Y_{\sigma}^{2}} \leqq K_{s}$, where $K_{s}$ is a positive constant independent of $\sigma$ and $\beta$.

Proof. We first consider

$$
S_{11}(0, \sigma, \beta)=\sigma^{2} a_{0}\left(\frac{d}{d z}\right)^{2}+\sigma a_{1} \frac{d}{d z}+a_{2}: C_{\sigma, 0}^{2} \rightarrow C^{0}
$$

where $a_{0}=\tilde{q}_{0}, a_{1}=2\left(\mu \tilde{q}_{0 z}+(\lambda / m) \tilde{v}_{0}\right)$, and $a_{2}=\sigma^{2} \tilde{q}_{0 z z}+F_{\sigma}^{\prime}\left(\tilde{q}_{0}\right)$. Since $\tilde{q}_{0}$ satisfies $\sup _{z \in I}\left|(\sigma(d / d z))^{i}\left[\tilde{q}_{0}-1\right]\right| \leqq C_{i}(1-\alpha)(i=0,1,2)$ with $C_{0}=1$, we easily find that $a_{0} \geqq$ $\alpha>0 \quad$ and $\quad a_{2} \leqq C_{2}(1-\alpha)+F_{0}^{\prime}(1)+F_{0}^{\prime}\left(\tilde{q}_{0}\right)-F_{0}^{\prime}(1)+2 \sigma \beta(\lambda / m) \mu \tilde{q}_{0}^{\mu-1}<0 \quad$ for $\quad \alpha \in$ $(1-\delta, 1), \beta \in J_{\delta}, \sigma \in\left(0, \sigma_{0}\right)$ if we choose $\delta$ and $\sigma_{0}$ sufficiently small. Therefore, the maximum principle for usual two-point boundary value problems shows that $S_{11}$ has a uniformly bounded inverse $S_{11}^{-1}: C^{0} \rightarrow C_{\sigma, 0}^{2}$ satisfying $\left\|S_{11}^{-1}\right\| \leqq K_{1}$, where $K_{1}$ denotes a positive constant independent of $\sigma, \alpha$, and $\beta$. It is obvious that $S_{22}(0, \sigma, \beta): C_{0}^{1} \rightarrow C^{0}$ has an inverse $S_{22}^{-1}$ satisfying $\left\|S_{22}^{-1}\right\|_{C^{0} \rightarrow C_{0}^{1}}=2$. $S_{12}$ and $S_{21}$ are multiplication operators satisfying

$$
\left|S_{12}(0, \sigma, \beta)\right| \leqq \sup _{z \in I}\left|\frac{2 \lambda}{m} \sigma \frac{d}{d z} \tilde{q}_{0}\right|<\frac{2 \lambda}{m} C_{1}(1-\alpha)
$$

and

$$
\left|S_{21}(0, \sigma, \beta)\right| \leqq \sup _{z \in I}\left|\mu \beta \tilde{q}_{0}^{\mu-1}\right| \leqq \mu \beta \max \left(1,(1-\alpha)^{\mu-1}\right)<C_{3} .
$$

These estimates assure the uniform invertibility of $S_{t}$. Actually, consider $S_{t}(0, \sigma, \beta) t=k$ for $k=\left(k_{1}, k_{2}\right) \in Y^{0}$. Then we can easily rewrite it as follows:

$$
\begin{aligned}
& q_{1}=S_{11}^{-1}\left(k_{1}-S_{12} S_{22}^{-1} k_{2}\right)-S_{11}^{-1} S_{12} S_{22}^{-1} S_{21} q_{1} \\
& v_{1}=S_{22}^{-1} k_{2}-S_{22}^{-1} S_{21} q_{1}
\end{aligned}
$$

Since $\left\|S_{11}^{-1} S_{12} S_{22}^{-1} S_{21}\right\|_{C_{0,0}^{2} \rightarrow C_{\sigma, 0}^{2}} \leqq(4 \lambda / m) C_{1} C_{3} K_{1}(1-\alpha) \leqq \frac{1}{2}$ if we choose $\alpha$ as $\alpha \geqq$ $1-m / 8 \lambda C_{1} C_{3} K_{1}$, it follows from the above equations that $\left\|q_{1}\right\|_{C_{\sigma, 0}^{2}} \leqq C_{4}\|k\|_{Y^{0}}$ and $\left\|v_{1}\right\|_{C_{0}^{1}} \leqq C_{5}\|k\|_{Y^{0}}$. Here all constants $C_{i}$ are independent of $\sigma, \alpha$, and $\beta$. This completes the proof.

Lemma 3.4. $\lim _{\sigma \rightarrow 0}\|S(0, \sigma, \beta)\|_{Y^{0}}=0$ uniformly in $\beta \in J_{\delta}$ for small $\delta>0$.
Proof. This lemma can be proved by the standard matched asymptotic technique (see, for example, [10]), so we omit the proof.

Now Lemmas 3.2 and 3.3 enable us to apply the implicit function theorem to $S(t, \sigma, \beta)=0$. Then we see that there exists a solution $t(\sigma, \beta)=\left(q_{1}(z ; \sigma, \beta), v_{1}(z ; \sigma, \beta)\right)$ of $S(t(\sigma, \beta), \sigma, \beta)=0$ satisfying that $\lim _{\sigma \rightarrow 0}\|t(\sigma, \beta)\|_{C_{\sigma, 0}^{2}}=0$ uniformly in $\beta \in I_{\delta}$ and $t(\sigma, \beta)$ is uniformly continuous in $\sigma$ and $\beta$ relative to the norm of $C_{\sigma, 0}^{2}$. Thus we obtain a solution ( $\tilde{q}_{0}(z ; \sigma, \beta)+q_{1}(z ; \sigma, \beta), \tilde{v}_{0}(z ; \sigma, \beta)+v_{1}(z ; \sigma, \beta)$ ) with $z=x / \beta$ and $\sigma=\varepsilon / \beta$.

Theorem 3.2. There exist small positive constants $\varepsilon_{0}$ and $\delta$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right), \alpha \in(1-\delta, 1)$, and $\beta \in J_{\delta}$, (3.3) has a solution ( $\left.\tilde{q}(x ; \varepsilon, \beta), \tilde{v}(x ; \varepsilon, \beta)\right)$ satisfying $\lim _{\varepsilon \rightarrow 0}\|\tilde{q}(x ; \varepsilon, \beta)-1\|_{C^{2}\left(I_{\kappa}\right)}=0 \quad$ with $I_{\kappa}=[0, \beta-\kappa]$ for any small $\kappa>0$ and $\lim _{\varepsilon \rightarrow 0} \varepsilon(d / d x) \tilde{q}(\beta ; \varepsilon, \beta)=(d / d \eta) q_{0}(0 ; \beta)$ uniformly in $\beta$. Moreover, $(\tilde{q}, \tilde{v})$ is uniformly continuous in $\varepsilon$ and $\beta$ relative to the norm of $C_{\sigma, 0}^{2}$ and $(d / d \eta) q_{0}(0 ; \beta)$ is strictly monotone increasing with respect to $\beta$.
3.3. Patching of solutions. We proceed to construct a solution of (3.1), (3.2) by patching two solutions ( $\tilde{q}, \tilde{v}$ ) and $(\hat{q}, \hat{v})$ as

$$
(q(x ; \varepsilon, \beta, \gamma), v(x ; \varepsilon, \beta, \gamma))= \begin{cases}(\tilde{q}(x ; \varepsilon, \beta), \tilde{v}(x ; \varepsilon, \beta)), & x \in I_{\beta}, \\ (\hat{q}(\xi ; \varepsilon, \gamma), \hat{v}(\xi ; \varepsilon, \gamma)), & \xi=(x-\beta) / \varepsilon \in R_{\beta}\end{cases}
$$

To do this, it is sufficient to show that at $x=\beta, v$ is continuous and $q$ is $C^{1}$-continuous. We first choose $\gamma=\gamma_{\varepsilon}(\beta) \equiv \tilde{v}(\beta ; \varepsilon, \beta)=\beta+O(\varepsilon)$ to assure the continuity of $v$. Next consider $\Phi(\varepsilon, \beta) \equiv \varepsilon(d / d x) \tilde{q}(\beta ; \varepsilon, \beta)-\varepsilon(d / d x) \hat{q}\left(0 ; \varepsilon, \gamma_{\varepsilon}(\beta)\right)$. It follows immediately from Theorems 3.1 and 3.2 that $\Phi(\varepsilon, \beta)$ is uniformly continuous in $\varepsilon \in\left(0, \varepsilon_{0}\right)$ and $\beta \in I_{\delta}$ and

$$
\Phi(0, \beta) \equiv \lim _{\varepsilon \rightarrow 0} \Phi(\varepsilon, \beta)=\frac{d}{d \eta} q_{0}(0 ; \beta)-\frac{d}{d \xi} \hat{q}_{0}(0, \beta) .
$$

Note (3.13), (3.14) and choose $\beta=\omega_{0}\left(=c^{*}(a) / 2 \lambda\right)$. Then the unique existence of solutions (2.4) proves $\Phi\left(0, \omega_{0}\right)=0 . \Phi(0, \beta)$ is strictly monotone increasing with respect to $\beta$ since $(d / d \eta) q_{0}(0, \beta)$ and $(d / d \xi) \hat{q}_{0}(0, \beta)$ are strictly monotone increasing and decreasing, respectively. Therefore, it is easy to see that there exists a function $\beta=\beta(\varepsilon)$ defined for $\varepsilon \in\left(0, \varepsilon_{0}\right)$ for sufficiently small $\varepsilon_{0}>0$ that satisfies $\Phi(\varepsilon, \beta(\varepsilon)) \equiv 0$ and $\lim _{\varepsilon \rightarrow 0} \beta(\varepsilon)=\omega_{0}$. For this $\beta(\varepsilon),\left(q\left(x ; \varepsilon, \beta(\varepsilon), \gamma_{\varepsilon}(\beta(\varepsilon))\right), v\left(x ; \varepsilon, \beta(\varepsilon), \gamma_{\varepsilon}(\beta(\varepsilon))\right)\right)$ is a solution of (3.1), (3.2) satisfying supp $[q]=\left[0, \beta(\varepsilon)+\varepsilon \omega_{\varepsilon}\left(\gamma_{\varepsilon}(\beta(\varepsilon))\right)\right] \rightarrow\left[0, \omega_{0}\right]$ as $\varepsilon \rightarrow 0$. Thus, we have obtained a large solution $U(x, \varepsilon)=q\left(x ; \varepsilon, \beta(\varepsilon), \gamma_{\varepsilon}(\beta(\varepsilon))\right)^{\mu}$ of (2.1), (2.2) satisfying all properties required in the theorem of $\S 2$. This completes the first half of our theorem.
4. Existence of a small single cluster solution. For a small solution, we assume that $r \geqq 2 \omega=2 \varepsilon \sigma$ and set $\tilde{v}(\eta)=\int_{0}^{\eta} u\left(\eta^{\prime}\right) d \eta^{\prime}$. Then, as in § 3, our problem (2.5), (2.6) is to find solutions ( $u, v$ ) and $\sigma$ of

$$
\begin{align*}
& \left(u^{m}\right)_{\eta \eta}+2 \varepsilon \lambda(\tilde{v} u)_{\eta}+f(u)=0, \quad \eta \in J_{\sigma}=[0, \sigma), \\
& \tilde{v}_{\eta}-u=0,
\end{align*}
$$

with

$$
\begin{align*}
& u_{\eta}(0)=0, \quad u(\sigma)=\left(u^{m}\right)_{\eta}(\sigma)=0, \quad u(\eta)>0 \quad \text { for } \eta \in J_{\sigma},  \tag{4.2}\\
& v(0)=0 .
\end{align*}
$$

In a slightly different manner from that of § 3, we introduce the new dependent variable ( $U, V, W$ ) and the independent variable $\tau$ by

$$
\begin{aligned}
& U=u^{m-1}, \quad V=\tilde{v}, \quad W=\left(u^{m-1}\right)_{\eta}+2 \varepsilon \nu \tilde{v}=U_{\eta}+2 \varepsilon \nu V \\
& \frac{d \eta}{d \tau}=U \quad \text { with }\left.\tau\right|_{\eta=0}=0,
\end{aligned}
$$

where $\nu=\lambda(\mathrm{m}-1) / \mathrm{m}$. Now we rewrite (4.1), (4.2) as the first-order system

$$
\begin{align*}
& U_{\tau}=U(W-2 \varepsilon \nu V), \\
& V_{\tau}=U^{1+\mu},  \tag{4.4}\\
& W_{\tau}=-\mu W(W-2 \varepsilon \nu V)-F_{0}(U),
\end{align*} \quad \tau \in R_{+}=(0, \infty),
$$

with the conditions

$$
\begin{align*}
& V(0)=W(0)=0, \quad U(+\infty)=W(+\infty)=0, \\
& W(\tau)<0 \quad \text { for all } \tau>0, \tag{4.5}
\end{align*}
$$

where $\mu=1 /(m-1)$ and $F_{0}(U)=1 /(1+\mu) U^{1-\mu} f\left(U^{\mu}\right)$. We should note that (4.4) $\varepsilon_{\varepsilon}$ has the one-dimensional critical manifold $\Omega_{c} \equiv\{(U, V, W) \mid U=0, W=0\}$ in the halfspace $\{(U, V, W) \mid W \leqq 0\}$. In the following, we use vector notation for convenience. Let us write (4.4) $)_{\varepsilon}$ as $y_{\tau}=f_{\varepsilon}(y)$ with $y=(U, V, W)$ and let $y_{\varepsilon}(\tau ; \xi)$ denote the solution
of (4.4) ${ }_{\varepsilon}$ satisfying $y_{\varepsilon}(0 ; \xi)=\xi$. We simplify this further by writing $\xi \cdot \tau=y_{\varepsilon}(\tau ; \xi)$ and $\xi \cdot S=\{y \mid y=\xi \cdot \tau, \tau \in S\}$.

We first discuss the problem for $(4.4)_{0}$, namely,

$$
\begin{align*}
& U_{\tau}=U W \\
& V_{\tau}=U^{1+\mu},  \tag{4.4}\\
& W_{\tau}=-\mu W^{2}-F_{0}(U),
\end{align*} \quad \tau \in R_{+},
$$

with (4.5). This is easily solved by phase plane analysis. Let $\gamma_{0}$ be a unique positive number satisfying

$$
\int_{0}^{\gamma_{0}} U^{\mu} f\left(U^{\mu}\right) d U=\frac{1}{\mu} \int_{0}^{\left(\gamma_{0}\right)^{\mu}} u^{m-1} f(u) d u=0
$$

for each $a \in\left(0, a^{*}\right)$. Let $y_{0}(\tau ; \gamma)=\left(U_{0}(\tau ; \gamma), V_{0}(\tau ; \gamma), W_{0}(\tau ; \gamma)\right)$ be a solution of (4.4) ${ }_{0}$ satisfying $y_{0}(0 ; \gamma)=\xi_{0}$ with $\xi_{0}=(\gamma, 0,0)$. Also, set $D=\{(U, V, W) \mid 0<U<1, V>0$, $W<0\}$ and $E_{0}^{-}=\left\{(U, V, W) \mid 0<U<a_{0}, V \geqq 0, W=0\right\}$. Then we have Lemma 4.1.

Lemma 4.1. For each $a \in\left(0, a^{*}\right), y_{0}\left(\tau ; \gamma_{0}\right)$ is a unique solution of (4.4) $)_{0}$, (4.5) such that $U_{0}\left(\tau, \gamma_{0}\right)=O\left(\tau^{-2}\right)$ and $W_{0}\left(\tau, \gamma_{0}\right)=O\left(\tau^{-1}\right)$ as $\tau \rightarrow+\infty, \lim _{\tau \rightarrow \infty} V_{0}\left(\tau ; \gamma_{0}\right)=V_{0}^{*}<+\infty$. Moreover, if $\gamma_{0}<\gamma<1, \lim _{\tau \rightarrow \infty} y_{0}(\tau ; \gamma)=\left(0, V_{0}^{\infty},-\infty\right)$ holds with some $V_{0}^{\infty}<+\infty$, while if $a_{0}<\gamma<\gamma_{0}$, there exists a unique finite $\tau(\gamma)>0$ such that $y_{0}(\tau ; \gamma) \in D$ for $\tau \in(0, \tau(\gamma))$ and $y_{0}(\tau(\gamma) ; \gamma) \in E_{0}^{-}$.

Proof. We can prove this lemma by the standard technique. In fact, the first and third equations of $(4.4)_{0}$ give the relation

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d \tau}\left(U^{\mu} W\right)^{2}=\mu U^{2 \mu-1} W^{2} U_{\tau}+U^{2 \mu} W W_{\tau}=-U^{2 \mu-1} F_{0}(U) U_{\tau} \tag{4.6}
\end{equation*}
$$

When we assume that there exists a monotone solution $U$, we can integrate this over $(0, \tau)$ as

$$
\begin{equation*}
\frac{1}{2}\left(U^{\mu} W\right)^{2}+\frac{1}{1+\mu} \int_{\gamma}^{U} S^{\mu} f\left(S^{\mu}\right) d s=0 \tag{4.7}
\end{equation*}
$$

since $U(0)=\gamma, W(0)=0$. The condition $U(+\infty)=W(+\infty)=0$ requires $\gamma=\gamma_{0}$, so we have

$$
\begin{equation*}
\frac{d U}{d \tau}=-U^{1-\mu}\left[\frac{2}{1+\mu} \int_{U}^{\gamma_{0}} s^{\mu} f\left(s^{\mu}\right) d s\right]^{1 / 2} \equiv-\Phi\left(U ; \gamma_{0}\right) \tag{4.8}
\end{equation*}
$$

Integrating (4.8) with $U(0)=\gamma_{0}$, we see that $U(\tau)$ satisfies $\tau=\int_{U}^{\gamma_{0}} \Phi\left(s ; \gamma_{0}\right)^{-1} d s$. There exists a unique function $U_{0}\left(\tau ; \gamma_{0}\right)$ satisfying this relationship. Conversely, such a function gives a solution of $(4.4)_{0}$, (4.5). To see the decay rate of $U_{0}$, it suffices to examine (4.8) near $U=0$ as

$$
\begin{align*}
\frac{d U}{d \tau} & =-U^{1-\mu}\left[-\frac{2}{1+\mu} \int_{0}^{U} s^{\mu} f\left(s^{\mu}\right) d s\right]^{1 / 2} \\
& =-\sqrt{\frac{a}{\mu(1+\mu)}} U^{3 / 2}\left(1+O\left(U^{\mu}\right)\right) \tag{4.9}
\end{align*}
$$

Integrating this proves the estimate $U_{0}\left(\tau ; \gamma_{0}\right)=O\left(\tau^{-2}\right)$ as $\tau \rightarrow+\infty$, which also assures $W_{0}\left(\tau ; \gamma_{0}\right)=O\left(\tau^{-1}\right)$ as $\tau \rightarrow+\infty$.

The behavior of solutions $y_{0}(\tau ; \gamma)$ is easily derived by examining relation (4.7) in a way similar to the above. This completes the proof.

Remark 4.1. We see $U_{0} \in L^{1}\left(R_{+}\right)$since $U_{0}$ satisfies $0<U_{0} \leqq \gamma$ for $\tau \in R_{+}$and $U_{0}=O\left(\tau^{-2}\right)$ as $\tau \rightarrow+\infty$. Hence, $\eta=\phi_{0}(\tau) \equiv \int_{0}^{\tau} U_{0}\left(\tau^{\prime} ; \gamma_{0}\right) d \tau^{\prime}$ is monotone increasing and $\lim _{\tau \rightarrow \infty} \eta(\tau)=\sigma_{0}<+\infty$, so that the inverse function $\tau=\phi_{0}^{-1}(\eta)$ is defined on $\left[0, \sigma_{0}\right)$ and satisfies $\phi_{0}^{-1}(0)=0$ and $\lim _{\eta \rightarrow \sigma_{0}} \phi_{0}^{-1}(\eta)=+\infty$. Set $u_{i}\left(\eta ; \sigma_{0}\right)=U_{0}\left(\phi_{0}^{-1}(\eta) ; \gamma_{0}\right)^{\mu}$. Then it is a unique solution of (2.7), (2.6) since

$$
\left.\left(u_{i}^{m}\right)_{\eta}(\eta)\right|_{\eta=\sigma_{0}}=\left.\left(U_{0}^{1+\mu}\right)_{\tau} \frac{d \tau}{d \eta}\right|_{\tau=+\infty}=\left.(1+\mu) U_{0}^{\mu} W_{0}\right|_{\tau=+\infty}=0
$$

Next we will prove the existence of solutions of $(4.4)_{\varepsilon}$, (4.5) for $\varepsilon>0$. To do this, we apply the variant of the Wazewski theorem formulated by Dunbar in [6]. We begin by constructing a Wazewski set $\Omega \subset R^{3}$. For small $\delta_{1}>0$, define $H(U)$ by

$$
H(U)=\left\{\begin{array}{l}
-\delta_{1} U \quad\left(0 \leqq U \leqq a_{0} / 2\right), \\
\delta_{1}\left(U-a_{0}\right) \quad\left(a_{0} / 2<U \leqq a_{0}\right), \\
0 \quad\left(a_{0}<U \leqq 1\right)
\end{array}\right.
$$

For a sufficiently small positive $\delta_{2}(<1)$ and a large $C$, define the set $\Omega$ bounded by

$$
\begin{aligned}
& \Omega_{1}^{+}=\left\{(U, V, W) \mid 0<U \leqq 1, V=0,-\sqrt{U / \delta_{2}}<W<H(U)\right\}, \\
& \Omega_{2}^{+}=\left\{(U, V, W) \mid a_{0}<U \leqq 1,0 \leqq \varepsilon V \leqq C+\varepsilon(1-U), W=0\right\}, \\
& \Omega_{3}^{+}=\left\{(U, V, W) \mid U=1,0 \leqq \varepsilon V \leqq C,-1 / \sqrt{\delta_{2}}<W \leqq 0\right\}, \\
& \Omega_{4}^{+}=\left\{(U, V, W) \mid 0<U<1, \varepsilon V=C+\varepsilon(1-U),-\sqrt{U / \delta_{2}}<W<H(U)\right\}, \\
& \Omega_{1}^{-}=\left\{(U, V, W) \mid 0<U \leqq a_{0}, 0 \leqq \varepsilon V \leqq C+\varepsilon(1-U), W=H(U)\right\}, \\
& \Omega_{2}^{-}=\left\{(U, V, W) \mid U=\delta_{2} W^{2}, 0 \leqq \varepsilon V \leqq C+\varepsilon(1-U),-1 / \sqrt{\delta_{2}} \leqq W<0\right\}, \\
& \Omega_{0}=\{(U, V, W) \mid U=W=0,0 \leqq \varepsilon V \leqq C+\varepsilon\},
\end{aligned}
$$

where $\delta_{i}(i=1,2)$ and $C$ will be specified later so that $\Omega$ becomes a Wazewski set (see Fig. 5). The boundary $\partial \Omega$ of $\Omega$ is represented by $\partial \Omega=\Omega_{0} \cup \Omega^{+} \cup \Omega_{1}^{-} \cup \Omega_{2}^{-}$, where $\Omega^{+}=\cup_{i=1}^{4} \Omega_{i}^{+}$. Note that $\Omega_{1}^{-}$and $\Omega_{2}^{-}$are disjoint. Let $\Omega^{-}$be the immediate exit set of $\Omega$, that is, for all $y_{0} \in \Omega^{-}, y_{0} \cdot[0, \tau) \not \subset \Omega$ for any $\tau>0$. Then, we have the following lemma.

Lemma 4.2. Let $\delta_{i}(i=1,2)$ be sufficiently small, and let $C$ be sufficiently large. Then, $\Omega^{-}=\Omega_{1}^{-} \cup \Omega_{2}^{-}$.

Proof. Set $\left(\Omega^{-}\right)^{c}=\partial \Omega \backslash \Omega^{-}$. It is obvious that $\Omega_{i}^{+} \subset\left(\Omega^{-}\right)^{c}$ for $i=1,2,3$. We have that $\Omega_{0} \subset\left(\Omega^{-}\right)^{c}$ since any point in $\Omega_{0}$ is a critical point of (4.4) . Therefore, we may only consider $\Omega_{4}^{+}, \Omega_{1}^{-}$, and $\Omega_{2}^{-}$. First consider $\Omega_{4}^{+} . n_{4}=(1,1,0)$ is an outward normal for $\Omega$ at $y \in \Omega_{4}^{+}$. For $y \in \Omega_{4}^{+}, 0<U<1, W<0$, and $\varepsilon V=C+\varepsilon(1-U)>C$, so that the inner product $n_{4} \cdot f_{\varepsilon}(y)$ is estimated as

$$
n_{4} \cdot f_{\varepsilon}(y)=U(W-2 \varepsilon \nu V)+U^{1+\mu}<(1-2 \nu C) U<0
$$

if we choose $C>1 /(2 \nu)$. This implies $\Omega_{4}^{+} \subset\left(\Omega^{-}\right)^{c}$ for any $C>1 /(2 \nu)$.
The outward normal at $y \in \Omega_{2}^{-}$is given by $n_{2}=\left(-1,0,2 \delta_{2} W\right)$. For $y \in \Omega_{2}^{-}, V \geqq 0$, $W<0,0<U \leqq 1$, and $U=\delta_{2} W^{2}$. Hence, we have

$$
\begin{aligned}
n_{2} \cdot f_{\varepsilon}(y) & =-U(W-2 \varepsilon \nu V)-2 \delta_{2} W^{2}(W-2 \varepsilon \nu V)-2 \delta_{2} W F_{0}(U) \\
& =-(1+2 \mu) \delta_{2} W^{2}(W-2 \varepsilon \nu V)-2 \delta_{2} W F_{0}\left(\delta_{2} W^{2}\right) \\
& >-(1+2 \mu) \delta_{2} W^{3}+2 \delta_{2}^{2} W^{3} k_{0} \\
& =\delta_{2} W^{3}\left[2 \delta_{2} k_{0}-(1+2 \mu)\right],
\end{aligned}
$$

where $k_{0}=-\inf _{0<U \leqq 1}\left(F_{0}(U) / U\right) \quad(=a /(1+\mu))$. If we choose $\delta_{2}<(1+2 \mu) / 2 k_{0}$, $n_{2} \cdot f_{\varepsilon}(y)>0$, which proves $\Omega_{2}^{-} \subset \Omega^{-}$. Consider $\Omega_{1}^{-}$and define $E_{ \pm}$by $E_{+}=$ $\left\{(U, V, W) \in \Omega_{1}^{-} \mid 0<U<a_{0} / 2\right\}$ and $E_{-}=\left\{(U, V, W) \in \Omega_{1}^{-} \mid a_{0} / 2 \leqq U \leqq a_{0}\right\}$. The outward


Fig. 5. The Wazewski set for a small cluster solution.
normals for $\Omega$ at $y \in E_{ \pm}$are $n_{ \pm}=\left( \pm \delta_{1}, 0,1\right)$, respectively. For $y \in E_{+}, W=-\delta_{1} U$, $0<U<a_{0} / 2$, and $\varepsilon V<C+\varepsilon<C+1$, so that

$$
\begin{aligned}
n_{+} \cdot f_{\varepsilon}(y) & =\delta_{1} U(W-2 \varepsilon \nu V)-\mu W(W-2 \varepsilon \nu V)-F_{0}(U) \\
& >-\delta_{1}(1+\mu) U\left\{\delta_{1} U+2 V(C+1)\right\}+k_{1} U>0
\end{aligned}
$$

with $k_{1}=\inf _{0<U<a_{0} / 2}\left(-F_{0}(U) / U\right)$, if we choose $\delta_{1}<k_{1} /(1+\mu)\{1+2 \nu(C+1)\}$. Analogously, for $y \in E_{-}$we have

$$
\begin{aligned}
n_{-} \cdot f_{\varepsilon}(y) & =-\delta_{1} U(W-2 \varepsilon \nu V)-\mu W(W-2 \varepsilon \nu V)-F_{0}(U) \\
& >-\mu \delta_{1}\left(a_{0}-U\right)\left\{\delta_{1}\left(a_{0}-U\right)+2 \nu(C+1)\right\}+k_{2}\left(a_{0}-U\right)>0,
\end{aligned}
$$

with $k_{2}=\inf _{a_{0} / 2<U<a_{0}}\left(-F_{0}(U) /\left(a_{0}-U\right)\right.$ ), if we choose $\delta_{1}<k_{2} / \mu\{1+2 \nu(C+1)\}$. Hence, we have $\Omega_{1}^{-}=E_{+} \cup E_{-} \subset \Omega^{-}$. This completes the proof.

Let $\delta_{0}$ be a small positive constant satisfying $\Sigma_{U} \equiv\left[\gamma_{0}-\delta_{0}, \gamma_{0}+\delta_{0}\right] \subset\left(a_{0}, 1\right)$, and set $\Sigma \equiv\left\{(U, V, W) \mid U \in \Sigma_{U}, V=W=0\right\}$. Let $\Sigma^{0}=\left\{\xi_{0} \in \Sigma \mid\right.$ with a $\tau_{0}=\tau_{0}\left(\xi_{0}\right)$ such that $\left.\xi_{0} \cdot \tau_{0} \in \Omega\right\}$. For $\xi_{0} \in \Sigma^{0}$, define $T\left(\xi_{0}\right)=\sup \left\{\tau \mid \xi_{0} \cdot[0, \tau] \subseteq \Omega\right\}$. Suppose $\xi_{0} \in \Sigma$ and $\xi_{0} \cdot[0, \tau] \subseteq \mathrm{cl}(\Omega)$, where $\mathrm{cl}(\Omega)$ denotes the closure of $\Omega$. Then $\xi_{0} \cdot[0, \tau] \subset \Omega$ since $\Omega$ is closed. Suppose $\xi_{0} \in \Sigma, \tau<T\left(\xi_{0}\right), y_{\varepsilon}\left(\tau ; \xi_{0}\right) \notin \Omega^{-}$. Then, $y_{\varepsilon}\left(\tau ; \xi_{0}\right) \in \operatorname{int} \Omega \cup \Omega_{0} \cup \Omega^{+}$. Here, $\Omega_{0}$ consists only of critical points, so $y_{\varepsilon}\left(\tau ; \xi_{0}\right) \notin \Omega_{0}$. After some calculation, we can show that for any $\xi \in \Omega^{+}$, there exists $\tau_{0}>0$ such that $\xi \cdot \tau^{\prime} \in \Omega$ for all $\tau^{\prime} \in\left[-\tau_{0}, 0\right)$, which proves $y_{\varepsilon}\left(\tau ; \xi_{0}\right) \notin \Omega^{+}$. Hence, we have $y_{\varepsilon}\left(\tau ; \xi_{0}\right) \in$ int $\Omega$. This implies that there is an open set $S_{\tau}$ about $\xi_{0} \cdot \tau$ disjoint from $\Omega^{-}$. Thus, it turns out that $\Omega$ is a Wazewski set.

Next, consider the mapping $\mathscr{T}\left(\xi_{0}\right)=\xi_{0} \cdot T\left(\xi_{0}\right)$ from $\Sigma^{0}$ into $\Omega^{-}$. For given $\gamma_{1}, \gamma_{2}$ satisfying $a_{0}<\gamma_{1}<\gamma_{0}<\gamma_{2}<1$, set $\xi_{i}=\left(\gamma_{i}, 0,0\right)(i=1,2)$. Then from Lemma 4.1 and
the continuous dependence of a parameter $\varepsilon$, it follows that there exists a small $\varepsilon_{0}>0$ such that for each $\varepsilon \in\left[0, \varepsilon_{0}\right), y_{\varepsilon}\left(\tau ; \xi_{1}\right)$ and $y_{\varepsilon}\left(\tau ; \xi_{2}\right)$ intersect $\Omega_{1}^{-}$and $\Omega_{2}^{-}$in finite time, respectively, that is, $\mathscr{T}\left(\xi_{1}\right) \in \Omega_{1}^{-}$and $\mathscr{T}\left(\xi_{2}\right) \in \Omega_{2}^{-}$. Note that $\Sigma$ is compact and intersects a trajectory of (4.4) ${ }_{\varepsilon}$ only once in $\Omega$. Then, if $\Sigma=\Sigma^{0}$, Proposition 1 of [6] proves that $\mathscr{T}$ is a homeomorphism of the connected set $\Sigma$ to its image in the disconnected set $\Omega^{-}$. This is a contradiction, so that $\Sigma \neq \Sigma^{0}$. Therefore, there is a $\xi_{\varepsilon}=\left(\gamma_{\varepsilon}, 0,0\right) \in \Sigma$ such that the solution $y_{\varepsilon}\left(\tau ; \xi_{0}\right)$ of (4.4) $)_{\varepsilon}$ remains in $\Omega$ for all $\tau \geqq 0$.

Lemma 4.3. There is a small $\varepsilon_{0}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right),(4.4)_{\varepsilon}$, (4.5) has a solution $y_{\varepsilon}\left(\tau ; \xi_{\varepsilon}\right)=\left(U_{\varepsilon}\left(\tau ; \gamma_{\varepsilon}\right), V_{\varepsilon}\left(\tau ; \gamma_{\varepsilon}\right), W_{\varepsilon}\left(\tau ; \gamma_{\varepsilon}\right)\right)$ satisfying

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} y_{\varepsilon}\left(\tau ; \xi_{\varepsilon}\right)=\left(0, V^{*}, 0\right), \tag{4.10}
\end{equation*}
$$

where $V^{*}$ satisfies $0<C_{1}<V^{*}<C_{2}$. Moreover, $v_{\varepsilon}\left(\tau ; \xi_{\varepsilon}\right)$ satisfies

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} U_{\varepsilon}\left(\tau ; \gamma_{\varepsilon}\right) / W_{\varepsilon}\left(\tau ; \gamma_{\varepsilon}\right)=\frac{2(1+\mu) \nu V^{*}}{F_{0}^{\prime}(0)} \varepsilon . \tag{4.11}
\end{equation*}
$$

Proof. It suffices for us to show (4.10) and (4.11). Any point $y \in \Omega \backslash \Omega_{0}$ is an ordinary point of $(4.4)_{\varepsilon}$, where $U_{\tau}<0$ and $V_{\tau}>0$, so that $y_{\varepsilon}\left(\tau ; \xi_{\varepsilon}\right)$ must approach some point $\left(0, V^{*}, 0\right) \in \Omega_{0}$ as $\tau \rightarrow \infty$. This implies that for any small $\varepsilon$ there exists some $\tau_{\varepsilon}>0$ satisfying $U_{\varepsilon}\left(\tau_{\varepsilon}\right)=a_{0} / 2$ and $0<\tau_{1}<\tau_{\varepsilon}<\tau_{2}$ with some constants $\tau_{1}, \tau_{2}$ independent of $\varepsilon$. Since $W_{\varepsilon}<-\delta_{1} U_{\varepsilon}$ for $\tau \geqq \tau_{\varepsilon}$, it follows from the first equation (4.4) ${ }_{\varepsilon}$ that

$$
\frac{d U_{\varepsilon}}{d \tau}=U_{\varepsilon}\left(W_{\varepsilon}-2 \varepsilon \nu V_{\varepsilon}\right) \leqq U_{\varepsilon} W_{\varepsilon} \leqq-\delta_{1} U_{\varepsilon}^{2}
$$

Integrating this over $\left(\tau_{\varepsilon}, \tau\right)$, we have

$$
\begin{equation*}
U_{\varepsilon}(\tau) \leqq \frac{a_{0}}{2+a_{0} \delta_{1}\left(\tau-\tau_{\varepsilon}\right)}, \tag{4.12}
\end{equation*}
$$

where $U_{\varepsilon}(\tau)$ simply denotes $U_{\varepsilon}\left(\tau ; \gamma_{\varepsilon}\right)$. Then the second equation of (4.4) $)_{\varepsilon}$ shows

$$
\begin{aligned}
V_{\varepsilon}(\tau) & =\int_{0}^{\tau_{\varepsilon}} U_{\varepsilon}\left(\tau^{\prime}\right)^{1+\mu} d \tau^{\prime}+\int_{\tau_{\varepsilon}}^{\tau} U_{\varepsilon}\left(\tau^{\prime}\right)^{1+\mu} d \tau^{\prime} \\
& \leqq \tau_{\varepsilon}+\frac{a_{0}^{\mu}}{\delta_{1} \mu} \frac{1}{\left[2+a_{0} \delta_{1}\left(\tau-\tau_{\varepsilon}\right)\right]^{\mu}} \leqq C_{2}
\end{aligned}
$$

with some positive constant $C_{1}$ independent of $\varepsilon$. It is obvious that there is $C_{1}>0$ independent of $\varepsilon$ such that $V_{\varepsilon}\left(\tau_{\varepsilon}\right) \geqq C_{1}$. Since $V_{\varepsilon}(\tau)$ is monotone increasing, $V_{\varepsilon}(\tau)$ has a unique limit $V^{*}$ satisfying $C_{1} \leqq V^{*} \leqq C_{2}$ as $\tau \rightarrow \infty$.

Let us prove (4.11). We first note that for any $\delta>0$, there exists a large $\tau_{0}$ such that $V^{*}-\delta \leqq V_{\varepsilon}(\tau)<V^{*}$ for all $\tau \geqq \tau_{0}$. The first and third equations of (4.4) ${ }_{\varepsilon}$ are written as follows:

$$
\begin{aligned}
& U_{\tau}=-2 \varepsilon \nu V^{*} U+g_{1}, \\
& W_{\tau}=2 \varepsilon \mu \nu V^{*} W-F_{0}^{\prime}(0) U+g_{2},
\end{aligned}
$$

where $g_{1}=U W-2 \varepsilon \nu\left(V-V^{*}\right) U \quad$ and $\quad g_{2}=-\mu W^{2}+2 \varepsilon \nu \mu\left(V-V^{*}\right) W-\left\{F_{0}(U)-\right.$ $\left.F_{0}^{\prime}(0) U\right\}$. Set $Z={ }^{t}(U, W)$ and $G(Z, V)={ }^{t}\left(g_{1}, g_{2}\right)$. By the linear transformation $Z=P \tilde{Z}$ with

$$
P=\left(\begin{array}{cc}
1 & 0 \\
F_{0}^{\prime}(0) / 2 \varepsilon \nu V^{*}(1+\mu) & 1
\end{array}\right),
$$

we have the equation for $\tilde{Z}$ :

$$
\frac{d \tilde{Z}}{d \tau}=\left(\begin{array}{cc}
-2 \varepsilon \nu V^{*} & 0 \\
0 & 2 \varepsilon \mu \nu V^{*}
\end{array}\right) \tilde{Z}+\tilde{G}(\tilde{Z}, \tau)
$$

where $\tilde{G}(\tilde{Z}, \tau)=P^{-1} G(P \tilde{Z}, V(\tau))$. By applying the result in Theorems 4.1 and 4.2 of [5] to this equation, we can prove (4.11), which completes the proof.

Now we can show the properties of a small solution stated in Theorem 2.1. To do so, we need further information on the solution. Consider the plane $E_{1}=$ $\left\{(U, V, W) \mid 0<U \leqq \varepsilon^{2}, 0 \leqq V \leqq C_{2}, W=-\delta_{2} U / \varepsilon\right.$ having the normal vector $m_{1}=$ $\left(\delta_{2}, 0, \varepsilon\right)$ with $\delta_{2} \in(0,1)$. Then the inner product $m_{1} \cdot f_{\varepsilon}$ is estimated as

$$
\begin{aligned}
m_{1} \cdot f_{\varepsilon} & =\delta_{2} U(W-2 \varepsilon \nu V)-\varepsilon \mu W(W-2 \varepsilon \nu V)-\varepsilon F_{0}(U) \\
& =U\left\{\delta_{2}(1+\mu)(W-2 \varepsilon \nu V)+\varepsilon\left(-F_{0}(U) / U\right)\right\} \\
& >U_{\varepsilon}\left\{k_{1}-\delta_{2}(1+\mu)\left(\delta_{2}+2 \varepsilon \nu C_{2}\right)\right\}>0,
\end{aligned}
$$

if we choose $\delta_{2}<k_{1} /(1+\mu)\left(1+2 \nu C_{2}\right)$. Also, consider the surface $E_{2}=$ $\left\{(U, V, W) \mid \varepsilon_{2}<U \leqq a_{0} / 2,0 \leqq V \leqq C_{2}, W^{2}=\delta_{2}^{2} U, W<0\right\}$ having the normal vector $m_{2}=\left(\delta_{2}^{2}, 0,-2 W\right)$. Then for $E_{2}$,

$$
\begin{aligned}
m_{2} \cdot f_{\varepsilon} & =\delta_{2}^{2} U(W-2 \varepsilon \nu V)+2 \mu W^{2}(W-2 \varepsilon \nu V)+2 W F_{0}(U) \\
& \geqq U\left[(1+2 \mu) \delta_{2}^{2}\left(W-2 \varepsilon \nu C_{2}\right)-2 W k_{1}\right] \\
& \geqq U\left[\left\{(1+2 \mu) \delta_{2}^{2}-k_{1}\right\} W-\delta_{2} \varepsilon\left\{2(1+2 \mu) \nu C_{2} \delta_{2}-k_{1}\right\}\right] \\
& >0
\end{aligned}
$$

for sufficiently small positive $\delta_{2}$. Here we have used the estimate $V \leqq C_{2}$. Together with (4.11), these two estimates prove that the orbit $y_{\varepsilon}\left(\tau ; \xi_{\varepsilon}\right)$ cannot intersect $E_{1} \cup E_{2}$. That is, we choose $U$ as the independent variable in place of $\tau$ through $U=U_{\varepsilon}\left(\tau ; \gamma_{\varepsilon}\right) \equiv \psi_{\varepsilon}(\tau)$ and denote the solution orbit as $S_{\varepsilon}:\left(U, V_{\varepsilon}(U), W_{\varepsilon}(U)\right)=$ $\left(U, V_{\varepsilon}\left(\psi_{\varepsilon}^{-1}(U) ; \gamma_{\varepsilon}\right), W_{\varepsilon}\left(\psi_{\varepsilon}^{-1}(U) ; \gamma_{\varepsilon}\right)\right)$ defined for $U \in\left(0, \gamma_{\varepsilon}\right)$, where $\psi_{\varepsilon}^{-1}$ is the inverse function of $\psi_{\varepsilon}$. Then $W_{\varepsilon}(U)<-\delta_{2} U / \varepsilon$ for $0<U \leqq \varepsilon^{2}$ and $W_{\varepsilon}(U)<-\delta_{2} \sqrt{U}$ for $\varepsilon^{2} \leqq$ $U \leqq a_{0} / 2$. Also, we denote the solution orbit of $y_{0}\left(\tau ; \gamma_{0}\right)$ as $S_{0}:\left(U, V_{0}(U), W_{0}(U)\right)=$ $\left(U, V_{0}\left(\psi_{0}^{-1}(U) ; \gamma_{0}\right), W_{0}\left(\psi_{0}^{-1}(U) ; \gamma_{0}\right)\right)$ for $U \in\left(0, \gamma_{0}\right)$, where $U=U_{0}\left(\tau, \gamma_{0}\right) \equiv \psi_{0}(\tau)$ and its inverse is $\psi_{0}^{-1}$.

Let us study the $\varepsilon$-dependence of $S_{\varepsilon}$. It follows from (4.4) that for $U \in(0, \underline{\gamma})$ with $\underline{\gamma}=\min \left(\gamma_{0}, \gamma_{\varepsilon}\right)$,

$$
\begin{equation*}
\frac{1}{2}\left(U^{\mu} W_{\varepsilon}\right)^{2}-\frac{1}{2}\left(U^{\mu} W_{0}\right)^{2}=-\frac{2 \varepsilon \nu}{1+\mu} \int_{0}^{U} s^{\mu+1} f\left(s^{\mu}\right) V_{\varepsilon}(s)\left(\frac{d U_{\varepsilon}}{d \tau}(s)\right)^{-1} d s \tag{4.13}
\end{equation*}
$$

(see (4.6) and (4.7)). Note that for small $\delta>0$ there is a large $\tau_{0}$ such that $V_{\varepsilon} \geqq V^{*}-\delta \equiv V_{\delta}$ for $\tau \geqq \tau_{0}$ and $0<\inf _{0<\varepsilon<\varepsilon_{0}} U_{\varepsilon}\left(\tau_{0}\right) \equiv U_{1}<a_{0} / 2$ with small $\varepsilon_{0}>0$. Then $\quad\left|d U_{\varepsilon} / d \tau(U)\right|=\left|U\left(W_{\varepsilon}-2 \varepsilon \nu V_{\varepsilon}\right)\right| \geqq U\left(\delta_{2} U / \varepsilon+2 \varepsilon \nu V_{\delta}\right) \quad$ for $\quad 0<U \leqq \varepsilon^{2} \quad$ and $\left|d U_{\varepsilon} / d \tau(U)\right| \geqq \delta_{2} U^{3 / 2}$ for $\varepsilon^{2} \leqq U \leqq U_{1}$, so that for $0<U \leqq \varepsilon^{2}$,

$$
\begin{aligned}
I_{f} & \equiv\left|\int_{0}^{U} s^{\mu+1} f\left(s^{\mu}\right) V_{\varepsilon}\left(\frac{d U_{\varepsilon}}{d \tau}\right)^{-1} d \tau\right| \leqq \frac{V^{*} K_{1}}{\delta_{2}} \int_{0}^{U} \frac{\varepsilon s^{2 \mu+1} d s}{s\left(s+\varepsilon^{2} a\right)} \\
& \leqq \frac{V^{*} K_{1}}{\delta_{2}} U^{2 \mu} \varepsilon \log \left(1+\frac{U}{\varepsilon^{2} a}\right) \leqq C_{3} \varepsilon U^{2 \mu},
\end{aligned}
$$

with $K_{1}=\sup _{0<u<1}\left|f^{\prime}(U)\right|$ and $a=2 \nu V_{\delta} / \delta_{2}$. For $\varepsilon^{2}<U \leqq U_{1}$, we know

$$
\begin{aligned}
I_{f} & \leqq C_{3} \varepsilon\left(\varepsilon^{2}\right)^{2 \mu}+V^{*} K_{1} \int_{\varepsilon^{2}}^{U} \frac{s^{2 \mu} d s}{\delta_{2} \sqrt{s}+2 \varepsilon \nu V_{\delta}} \\
& \leqq\left(C_{3} \varepsilon+\frac{V^{*} K_{1}}{2 \delta_{2}} \sqrt{U}\right) U^{2 \mu} \leqq C_{4} U^{2 \mu} .
\end{aligned}
$$

Furthermore, we easily see that for small $\delta^{\prime}>0,\left|d U_{\varepsilon} / d \tau(U)^{-1}\right| \leqq C_{5}$ for $U \in$ [ $\left.U_{1}, \gamma_{\varepsilon}-\delta^{\prime}\right]$ and $\left|d U_{\varepsilon} / d \tau(U)^{-1}\right| \leqq C_{6} / \sqrt{\gamma_{\varepsilon}-U}$ for $U \in\left[\gamma_{\varepsilon}-\delta^{\prime}, \gamma_{\varepsilon}\right)$. Applying all these estimates to $I_{f}$, we have $\left|W_{\varepsilon}(U)^{2}-W_{0}(U)^{2}\right| \leqq C_{7} \varepsilon$ for all $U \in(0, \underline{\gamma})$, so that

$$
\begin{equation*}
\sup _{0<U<\underline{\gamma}}\left|W_{\varepsilon}(U)-W_{0}(U)\right| \leqq C_{8} \sqrt{\varepsilon} \tag{4.14}
\end{equation*}
$$

At the same time, this proves $\lim _{\varepsilon \rightarrow 0} \gamma_{\varepsilon}=\gamma_{0}$. Since $U_{\varepsilon}\left(0 ; \gamma_{\varepsilon}\right)=\gamma_{\varepsilon} \rightarrow U_{0}\left(0 ; \gamma_{0}\right)=\gamma_{0}$ as $\varepsilon \rightarrow 0$ and $V_{\varepsilon}\left(0 ; \gamma_{\varepsilon}\right)=V_{0}\left(0 ; \gamma_{0}\right)=W_{\varepsilon}\left(0 ; \gamma_{\varepsilon}\right)=W_{0}\left(0 ; \gamma_{0}\right)=0$, the continuous dependence of solutions on initial values and parameters shows that ( $U_{\varepsilon}\left(\tau ; \gamma_{\varepsilon}\right), V_{\varepsilon}\left(\tau ; \gamma_{\varepsilon}\right)$, $\left.W_{\varepsilon}\left(\tau ; \gamma_{\varepsilon}\right)\right) \rightarrow\left(U_{0}\left(\tau ; \gamma_{0}\right), V_{0}\left(\tau ; \gamma_{0}\right), W_{0}\left(\tau ; \gamma_{0}\right)\right)$ uniformly on any compact subset of $R_{+}$ as $\varepsilon \rightarrow 0$. Also note that (4.12) and Lemma 4.1 show $\left|U_{\varepsilon}\left(\tau ; \gamma_{\varepsilon}\right)\right|,\left|U_{0}\left(\tau ; \gamma_{0}\right)\right| \leqq C_{9} / \tau$ as $\tau \rightarrow \infty$. Therefore, we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{\tau \in R_{+}}\left|U_{\varepsilon}\left(\tau ; \gamma_{\varepsilon}\right)-U_{0}\left(\tau ; \gamma_{0}\right)\right|=0 . \tag{4.15}
\end{equation*}
$$

To prove the compactness of support, let us consider the difference between $\eta_{\varepsilon}=\phi_{\varepsilon}(\tau)=\int_{0}^{\tau} U_{\varepsilon}\left(\tau^{\prime} ; \gamma_{\varepsilon}\right) d \tau^{\prime}$ and $\eta=\phi_{0}(\tau)=\int_{0}^{\tau} U_{0}\left(\tau^{\prime} ; \gamma_{0}\right) d \tau^{\prime}$, which is written as follows:

$$
\begin{aligned}
\phi_{\varepsilon}(\tau)-\phi_{0}(\tau)= & \int_{0}^{\tau_{0}}\left[U_{\varepsilon}\left(\tau^{\prime} ; \gamma_{\varepsilon}\right)-U_{0}\left(\tau^{\prime} ; \gamma_{0}\right)\right] d \tau^{\prime}+\int_{U_{\varepsilon}\left(\tau_{0}\right)}^{U_{0}\left(\tau_{0}\right)} \frac{d U}{W_{\varepsilon}(U)-2 \varepsilon \nu V_{\varepsilon}(U)} \\
& +\int_{U_{0}\left(\tau_{0}\right)}^{U_{\varepsilon}(\tau)}\left[\frac{1}{W_{\varepsilon}(U)-2 \varepsilon \nu V_{\varepsilon}(U)}-\frac{1}{W_{0}(U)}\right] d U-\int_{U_{\varepsilon}(\tau)}^{U_{0}(\tau)} \frac{d U}{W_{0}(U)} \\
\equiv & I_{1}+I_{2}+I_{3}+I_{4},
\end{aligned}
$$

for sufficiently large $\tau_{0}$. For any finite $\tau_{0}$ fixed, $I_{1}$ and $I_{2}$ obviously tend to zero as $\varepsilon \rightarrow 0 . I_{3}$ is evaluated as follows:

$$
\left|I_{3}\right| \leqq\left(\sup _{0<U<U_{0}\left(\tau_{0}\right)}\left|W_{\varepsilon}(U)-W_{0}(U)\right|+2 \varepsilon \nu V^{*}\right) \int_{0}^{U_{0}\left(\tau_{0}\right)} \frac{d U}{W_{0}(U)\left[W_{\varepsilon}(U)-2 \varepsilon \nu V_{\delta}\right]}
$$

Since (4.9) assures us that $W_{0} \leqq-\delta_{3} \sqrt{U}$ for $U \in\left(0, U_{0}\left(\tau_{0}\right)\right)$ with small $\delta_{3}>0$, elementary calculus shows that

$$
\begin{aligned}
\int_{0}^{U_{0}\left(\tau_{0}\right)} \frac{d U}{W_{0}\left(W_{\varepsilon}-2 \varepsilon \nu V_{\delta}\right)} & \leqq \int_{0}^{\varepsilon_{2}} \frac{\varepsilon d U}{\delta_{2} \delta_{3} \sqrt{U}\left(U+\varepsilon^{2} b\right)}+\int_{\varepsilon^{2}}^{U_{0}\left(\tau_{0}\right)} \frac{d U}{\delta_{2} \delta_{3} \sqrt{U}(\sqrt{U}+\varepsilon b)} \\
& =\frac{2}{\delta_{2} \delta_{3} \sqrt{b}} \tan ^{-1} \frac{1}{\sqrt{b}}+\frac{2}{\delta_{2} \delta_{3}} \log \frac{\sqrt{U_{0}\left(\tau_{0}\right)}+\varepsilon b}{(1+b) \varepsilon}
\end{aligned}
$$

where $b=2 \nu V_{\delta} / \delta_{2}$. Together with (4.14), this proves $\left|I_{3}\right| \leqq C_{10} \sqrt{\varepsilon}|\log \varepsilon| \rightarrow 0$ as $\varepsilon \rightarrow 0$. It follows from (4.15) that

$$
\left|I_{4}\right| \leqq \frac{1}{\delta_{3}}\left|\int_{U_{\varepsilon}(\tau)}^{U_{0}\left(\tau_{0}\right)} d U / \sqrt{U}\right|=\left|\sqrt{U_{0}(\tau)}-\sqrt{U_{\varepsilon}(\tau)}\right| / \delta_{3} \rightarrow 0
$$

uniformly in $\tau \in R_{+}$as $\varepsilon \rightarrow 0$. Finally, we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{\tau \in R_{+}}\left|\phi_{\varepsilon}(\tau)-\phi_{0}(\tau)\right|=0, \tag{4.16}
\end{equation*}
$$

which means, in particular, that $\left|\sigma_{\varepsilon}-\sigma_{0}\right| \equiv\left|\phi_{\varepsilon}(+\infty)-\phi_{0}(+\infty)\right| \rightarrow 0$ as $\varepsilon \rightarrow 0$.
Next, let us show (2.10). Let $\tau=\phi_{\varepsilon}^{-1}(\eta)$ be the inverse function of $\eta=\phi_{\varepsilon}(\tau)$ defined on $\left[0, \sigma_{\varepsilon}\right)$, and let $U_{\varepsilon}(\eta)$ be $U_{\varepsilon}\left(\phi_{\varepsilon}^{-1}(\eta) ; \gamma_{\varepsilon}\right)$. It is obvious that

$$
u= \begin{cases}U_{\varepsilon}(\eta)^{\mu} & \left(0 \leqq \eta<\sigma_{\varepsilon}\right), \\ 0 & \left(\eta \geqq \sigma_{\varepsilon}\right)\end{cases}
$$

is a solution of (4.1), (4.2). Set $\underline{\sigma}=\min \left(\sigma_{\varepsilon}, \sigma_{0}\right)$ and consider $U_{\varepsilon}(\eta)-U_{0}(\eta)$ for $\eta \in[0, \underline{g})$, which is represented as

$$
\begin{aligned}
U_{\varepsilon}(\eta)-U_{0}(\eta)= & U_{\varepsilon}\left(\phi_{\varepsilon}^{-1}(\eta) ; \gamma_{\varepsilon}\right)-U_{0}\left(\phi_{0}^{-1}(\eta) ; \gamma_{0}\right) \\
= & U_{\varepsilon}\left(\phi_{0}^{-1}(\eta) ; \gamma_{\varepsilon}\right)-U_{0}\left(\phi_{0}^{-1}(\eta) ; \gamma_{0}\right)+U_{\varepsilon}\left(\phi_{\varepsilon}^{-1}(\eta) ; \gamma_{\varepsilon}\right) \\
& -U_{\varepsilon}\left(\phi_{0}^{-1}(\eta) ; \gamma_{\varepsilon}\right) .
\end{aligned}
$$

The first difference on the right-hand side tends to zero uniformly in $\tau=\phi_{0}^{-1}(\eta) \in R_{+}$ as $\varepsilon \rightarrow 0$, so that we only consider the second difference as follows:

$$
\begin{aligned}
\Delta & =U_{\varepsilon}\left(\phi_{\varepsilon}^{-1}(\eta) ; \gamma_{\varepsilon}\right)-U_{\varepsilon}\left(\phi_{0}^{-1}(\eta) ; \gamma_{\varepsilon}\right)=U\left(\phi_{\varepsilon}^{-1}\left(\phi_{0}(\tau)\right) ; \gamma_{\varepsilon}\right)-U_{\varepsilon}\left(\tau ; \gamma_{\varepsilon}\right) \\
& =U_{\varepsilon}\left(\phi_{\varepsilon}^{-1}(\eta) ; \gamma_{\varepsilon}\right)-U_{\varepsilon}\left(\phi_{\varepsilon}^{-1}\left(\eta_{\varepsilon}\right) ; \gamma_{\varepsilon}\right)
\end{aligned}
$$

with $\eta_{\varepsilon}=\phi_{\varepsilon}(\tau)$. Hence, noting $d \phi_{\varepsilon}^{-1} / d \eta(\eta)=\left[\left(d \phi_{\varepsilon} / d \tau\right)\left(\tau_{\varepsilon}\right)\right]^{-1}=U_{\varepsilon}\left(\tau_{\varepsilon} ; \gamma_{\varepsilon}\right)^{-1}$ with $\tau_{\varepsilon}=\phi_{\varepsilon}^{-1}(\eta)$, we easily have

$$
\begin{aligned}
|\Delta| & =\left|\frac{d U_{\varepsilon}}{d \tau}\left(\bar{\tau}_{\varepsilon}, \gamma_{\varepsilon}\right) \frac{d \phi_{\varepsilon}^{-1}}{d \eta}(\bar{\eta})\left(\eta-\eta_{\varepsilon}\right)\right| \leqq C_{11}\left|\phi_{\varepsilon}(\tau)-\phi_{0}(\tau)\right| \\
& \rightarrow 0 \quad \text { uniformly in } \tau \in R_{+} \quad \text { as } \varepsilon \rightarrow 0,
\end{aligned}
$$

where $\bar{\eta}=\phi_{\varepsilon}\left(\bar{\tau}_{\varepsilon}\right)$ is an intermediate value between $\eta$ and $\eta_{\varepsilon}$. Thus, we have $\lim _{\varepsilon \rightarrow 0} \sup _{0<\eta<\underline{g}}\left|U_{\varepsilon}(\eta)-U_{0}(\eta)\right|=0$. This completes the proof of Theorem 2.1.

## 5. Appendix.

5.1. Proof of Lemma 3.1. Let $\left(q_{0 \zeta}, p_{0 \zeta}\right)=\left(\varphi_{1}, \varphi_{2}\right)$. Differentiating (3.6) $\varepsilon_{\varepsilon}$ with respect to $\zeta$, we see that $\varphi={ }^{t}\left(\varphi_{1}, \varphi_{2}\right)$ satisfies the linearized equations of $(3.6)_{0}$, that is, $Q_{1} \varphi=0$. Since $\varphi_{1}(\zeta)<0$ for all $\zeta \geqq 0$, by reducing the order of the system, we have the linearly independent solution $\psi=^{t}\left(\psi_{1}, \psi_{2}\right)$ of $Q_{1} \psi=0$ as

$$
\begin{align*}
& \psi_{1}(\zeta)=\varphi_{1}(\zeta) \chi(\zeta) \\
& \psi_{2}(\zeta)=\varphi_{2}(\zeta) \chi(\zeta)+\exp \left(-\int_{0}^{\zeta} A\left(\zeta^{\prime}\right) d \zeta^{\prime}\right) \tag{5.1}
\end{align*}
$$

where

$$
A(\zeta)=\frac{\varphi_{2}(\zeta)}{\varphi_{1}(\zeta)} q_{0}(\zeta)+2 \mu\left(p_{0}(\zeta)+\frac{\lambda \gamma}{m \mu}\right)
$$

and

$$
\chi(\zeta)=\int_{0}^{\zeta}\left[\frac{q_{0}\left(\zeta^{\prime}\right)}{\varphi_{1}\left(\zeta^{\prime}\right)} \exp \left(-\int_{0}^{\zeta^{\prime}} A\left(\zeta^{\prime \prime}\right) d \zeta^{\prime \prime}\right)\right] d \zeta^{\prime}
$$

As $\zeta \rightarrow+\infty$,

$$
B(+\infty)=\left(\begin{array}{cc}
-2 \lambda \gamma / m \mu & 0 \\
-F_{0}^{\prime}(0) & 2 \lambda \gamma / m
\end{array}\right),
$$

so that its eigenvalues are $\rho_{+}=2 \lambda \gamma / m$ and $\rho_{-}=-2 \lambda \gamma / m \mu$, and the corresponding eigenvectors are ${ }^{t}(0,1)$ and ${ }^{t}\left(2 \lambda \gamma, F_{0}^{\prime}(0)\right)$, respectively. By the standard argument in the theory of ordinary differential equations, noting $F_{0}(q) \in C^{1, \mu}$, where $C^{1, \mu}$ is the set of functions whose first derivative is Hölder continuous with the exponent $\mu$, we see that $q_{0}$ and $p_{0}+(2 \lambda \gamma / m \mu)$ belong to the class $X_{-\rho_{-}}^{2}\left(R_{+}\right)$, which means $\varphi_{1}, \varphi_{2} \in$ $X_{-\rho_{-}}^{1}\left(R_{+}\right)$. Knowing this, we have Proposition 5.1.

Proposition 5.1. $\left|\psi_{2}(\zeta)\right|,\left|(d / d \zeta) \psi_{2}(\zeta)\right|=O\left(\exp \rho_{+} \zeta\right)$ and $\left|\psi_{1}(\zeta)\right|,\left|(d / d \zeta) \psi_{1}(\zeta)\right|=$ $O\left(\exp \left(\rho_{+}+\rho_{-}\right) \zeta\right)$ as $\zeta \rightarrow+\infty$.

Proof. Noting $\varphi_{1}=d q_{0} / d \zeta$ and $\varphi_{2}=d p_{0} / d \zeta$, we see that

$$
\frac{\varphi_{2}(\zeta)}{\varphi_{1}(\zeta)}=\frac{d p_{0}}{d q_{0}}=\frac{1}{2 \lambda \gamma} F_{0}^{\prime}(0)\left(1+\gamma_{1}\left(q_{0}\right)\right) \quad \text { as } \zeta \rightarrow+\infty .
$$

Hereafter, $\gamma_{i}\left(q_{0}\right)(i=1,2, \cdots)$ denote some appropriate functions satisfying $\gamma_{i}\left(q_{0}\right)=$ $O\left(\left|q_{0}\right|^{\min (\mu, 1)}\right)$. Also, we see that

$$
\begin{aligned}
2 \mu\left(p_{0}(\zeta)+\frac{\lambda \gamma}{\mu m}\right) & =2 \mu\left[\left(p_{0}(\zeta)+\frac{2 \lambda \gamma}{\mu m}\right) / q_{0}(\zeta)\right] q_{0}(\zeta)-\frac{2 \lambda \gamma}{m} \\
& =\frac{\mu}{\lambda \gamma} F_{0}^{\prime}(0)\left(1+\gamma_{2}\left(q_{0}\right)\right) q_{0}-\frac{2 \lambda \gamma}{m}
\end{aligned}
$$

Thus, we have

$$
A(\zeta)=\frac{m+1}{2 \lambda \gamma \mu} F_{0}^{\prime}(0)\left(1+\gamma_{3}\left(q_{0}\right)\right) q_{0}-\frac{2 \lambda \gamma}{m} .
$$

Integration of this gives

$$
\begin{aligned}
\int_{0}^{\zeta} A\left(\zeta^{\prime}\right) d \zeta^{\prime} & =\frac{m+1}{2 \lambda \gamma \mu} F_{0}^{\prime}(0) \int_{0}^{\zeta}\left[1+\gamma_{3}\left(q_{0}\right)\right] q_{0} d \zeta^{\prime}-\frac{2 \lambda \gamma}{m} \zeta \\
& =O(1)-\frac{2 \lambda \gamma}{m} \zeta
\end{aligned}
$$

so that we have

$$
\exp \left(-\int_{0}^{\zeta} A\left(\zeta^{\prime}\right) d \zeta^{\prime}\right)=O\left(\exp \rho_{+} \zeta\right)
$$

Since $\varphi_{1}=d q_{0} / d \zeta=q_{0} p_{0}$ and $p_{0}=O(1)$ for $\zeta \geqq 0$, we have

$$
\chi(\zeta)=\int_{0}^{\zeta} \frac{1}{p_{0}\left(\zeta^{\prime}\right)} \exp \left(-\int_{0}^{\zeta^{\prime}} A\left(\zeta^{\prime \prime}\right) d \zeta^{\prime \prime}\right) d \zeta^{\prime \prime}=O\left(\exp \rho_{+} \zeta\right) .
$$

By using these estimates, elementary calculation proves $\psi_{1}(\zeta)=O\left(\exp \left(\rho_{+}+\rho_{-}\right) \zeta\right)$ and $\psi_{2}(\zeta)=O\left(\exp \rho_{+} \zeta\right)$. Differentiating (5.1) with respect to $\zeta$ and applying the estimate that $d \varphi_{1} / d \zeta, d \varphi_{2} / d \zeta=O\left(\exp \rho_{-} \zeta\right)$, we also have $d \psi_{1} / d \zeta=O\left(\exp \left(\rho_{+}+\rho_{-}\right) \zeta\right)$ and $d \psi_{2} / d \zeta=O\left(\exp \rho_{+} \zeta\right)$. This completes the proof.

Using these solutions, we can write the general solution of $(d / d \zeta-B(\zeta)) y=k$ with $y={ }^{t}\left(y_{1}, y_{2}\right)$ and $k={ }^{t}\left(k_{1}, k_{2}\right)$ as

$$
\begin{align*}
y(\zeta)=\left(c_{1}\right. & \left.+\int_{0}^{\zeta} D\left(\zeta^{\prime}\right)\left[\psi_{2}\left(\zeta^{\prime}\right) k_{1}\left(\zeta^{\prime}\right)-\psi_{1}\left(\zeta^{\prime}\right) k_{2}\left(\zeta^{\prime}\right)\right] d \zeta^{\prime}\right) \varphi(\zeta)  \tag{5.2}\\
& +\left(c_{2}+\int_{0}^{\zeta} D\left(\zeta^{\prime}\right)\left[-\varphi_{2}\left(\zeta^{\prime}\right) k_{1}\left(\zeta^{\prime}\right)+\varphi_{1}\left(\zeta^{\prime}\right) k_{2}\left(\zeta^{\prime}\right)\right] d \zeta^{\prime}\right) \psi(\zeta)
\end{align*}
$$

where $D(\zeta)=[\operatorname{det}(\varphi(\zeta), \psi(\zeta))]^{-1}$ and $c_{1}, c_{2}$ are arbitrary constants. Since $D(\zeta)^{-1}=$ $\varphi_{1} \psi_{2}-\varphi_{2} \psi_{1}=\varphi_{1}(\zeta) \exp \left(-\int_{0}^{\zeta} A\left(\zeta^{\prime}\right) d \zeta^{\prime}\right)=O\left(\exp \left(\rho_{-}+\rho_{+}\right) \zeta\right)$, it follows from Proposition 5.1 that

$$
D(\zeta)\left(\begin{array}{cc}
\psi_{2}(\zeta) & -\psi_{1}(\zeta)  \tag{5.3}\\
-\varphi_{2}(\zeta) & \varphi_{1}(\zeta)
\end{array}\right)=\left(\begin{array}{cc}
O\left(\exp -\rho_{-} \zeta\right) & O(1) \\
O\left(\exp -\rho_{+} \zeta\right) & O\left(\exp -\rho_{+} \zeta\right)
\end{array}\right)
$$

The boundary condition on $y_{1}(0)$ determines $c_{1}=0$. Using (5.3), we consider the behavior of $y$ as $\zeta \rightarrow+\infty$ for $k \in X_{\rho}^{0} \times X^{0}$ with $\rho=-\rho_{-}-\delta \geqq 0(\delta>0)$ as follows:

$$
\begin{aligned}
&\left|\varphi(\zeta) \int_{0}^{\zeta} D\left[\psi_{2} k_{1}-\psi_{1} k_{2}\right] d \zeta^{\prime}\right| \leqq\left(C_{1} \int_{0}^{\zeta} e^{-\rho_{-} \zeta^{\prime}} e^{-\rho \zeta^{\prime}}\left|e^{\rho \zeta^{\prime}} k_{1}\left(\zeta^{\prime}\right)\right| d \zeta^{\prime}\right. \\
&\left.+C_{2} \int_{0}^{\zeta}\left|k_{2}\left(\zeta^{\prime}\right)\right| d \zeta^{\prime}\right) e^{\rho_{-} \zeta} \\
& \leqq\left[\frac{C_{1}}{\delta}\left(e^{\delta \zeta}-1\right)\left\|k_{1}\right\|_{X_{\rho}^{0}}+C_{2} \zeta\left\|k_{2}\right\|_{X^{0}}\right] e^{\rho_{-} \zeta} \\
& \leqq C_{3}\left(\left\|k_{1}\right\|_{x_{\rho}^{0}}+\left\|k_{2}\right\|_{X^{0}}\right) e^{-\rho \zeta} .
\end{aligned}
$$

Similarly, we have

$$
\begin{aligned}
\left|\int_{0}^{\zeta} D\left[-\varphi_{2} k_{1}+\varphi_{1} k_{2}\right] d \zeta^{\prime}\right| & \leqq C_{4} \int_{0}^{\zeta} e^{-\rho_{+} \zeta^{\prime}} e^{-\rho \zeta^{\prime}}\left|e^{\rho \zeta^{\prime}} k_{1}\left(\zeta^{\prime}\right)\right| d \zeta^{\prime}+C_{5} \int_{0}^{\zeta} e^{-\rho_{+} \zeta^{\prime}}\left|k_{2}\left(\zeta^{\prime}\right)\right| d \zeta^{\prime} \\
& \leqq C_{6}\left(\left\|k_{1}\right\|_{X_{\rho}^{0}}+\left\|k_{2}\right\|_{X^{0}}\right) .
\end{aligned}
$$

These two inequalities show that the uniform boundedness of a solution requires

$$
\begin{equation*}
c_{2}+\int_{0}^{\infty} D\left(\zeta^{\prime}\right)\left[-\varphi_{2}\left(\zeta^{\prime}\right) k_{1}\left(\zeta^{\prime}\right)+\varphi_{1}\left(\zeta^{\prime}\right) k_{2}\left(\zeta^{\prime}\right)\right] d \zeta^{\prime}=0 \tag{5.4}
\end{equation*}
$$

Conversely, if (5.4) holds, then the second term in the right-hand side of (5.2) is evaluated as

$$
\begin{aligned}
& \left|\psi_{1}(\zeta) \int_{\zeta}^{+\infty} D\left[-\varphi_{2} k_{1}+\varphi_{1} k_{2}\right] d \zeta^{\prime}\right| \\
& \quad \leqq C_{7}\left(\frac{1}{\rho_{+}+\rho} e^{-\left(\rho+\rho_{+}\right) \zeta}\left\|k_{1}\right\|_{x_{\rho}^{0}}+\frac{1}{\rho_{+}} e^{-\rho_{+} \zeta}\left\|k_{2}\right\|_{x^{0}}\right) e^{\left(\rho_{+}+\rho_{-}\right) \zeta} \\
& \leqq C_{8}\left(\left\|k_{1}\right\|_{x_{\rho}^{0}}+\left\|k_{2}\right\|_{X^{0}}\right) e^{-\rho \zeta}, \\
& \left|\psi_{2}(\zeta) \int_{\zeta}^{+\infty} D\left[-\varphi_{2} k_{1}+\varphi_{1} k_{2}\right] d \zeta^{\prime}\right| \leqq C_{9}\left(\left\|k_{1}\right\|_{x_{\rho}^{0}}+\left\|k_{2}\right\|_{x^{0}}\right) .
\end{aligned}
$$

Hence, (5.4) is sufficient to assure $y \in X_{\rho}^{0} \times X^{0}$, so that we have a unique solution $y(\zeta) \in X_{\rho, 0}^{0} \times X^{0}$ given by

$$
y=\varphi \int_{0}^{\zeta} D\left[\psi_{2} k_{1}-\psi_{1} k_{2}\right] d \zeta^{\prime}+\psi \int_{\zeta}^{+\infty} D\left[-\varphi_{2} k_{1}+\varphi_{1} k_{2}\right] d \zeta^{\prime} .
$$

Differentiating this, we easily see that $y \in X_{\rho, 0}^{1} \times X^{1}$. Thus we have proved Lemma 3.1.
5.2. Proof of Lemma 3.2. We first show that for small $\kappa \in(0,1)$ and $\varepsilon \geqq 0, \mathscr{F}=$ $Q^{-1} g_{1}$ maps $B_{\kappa}(0)$ into $B_{\kappa}(0)$. To see this, we evaluate $g_{1}\left(y_{1}, \varepsilon R_{1}\left(q_{1}\right), \varepsilon\right)$ for $y=$ ${ }^{t}\left(q_{1}, p_{1}\right) \in B_{\kappa}(0)$ as follows:

$$
\begin{aligned}
&\left\|h_{11}\left(y_{1}\right)\right\|_{X_{\rho}^{0}}=\sup _{\zeta \in R_{+}}\left|e^{\rho \zeta} p_{1}(\zeta) q_{1}(\zeta)\right| \leqq p_{1}\left\|_{X^{0}}\right\| q_{1}\left\|_{X_{\rho}^{0}} \leqq\right\| y \|_{Y_{\rho}}^{2}, \\
&\left\|h_{12}\left(y_{1}\right)\right\|_{X^{0}} \leqq\left\|F_{0}\left(q_{0}+q_{1}\right)-F_{0}\left(q_{0}\right)-F_{0}^{\prime}\left(q_{0}\right) q_{1}\right\|_{X^{0}}+\left\|\mu p_{1}^{2}\right\|_{X^{0}} \\
& \leqq C_{1}\left\|q_{1}^{1+\mu^{\prime}}\right\|_{X^{0}}+\mu\left\|p_{1}\right\|_{X^{0}}^{2} \leqq C_{2}\left\|y_{1}\right\|_{Y_{\rho}}^{1+\mu^{\prime}},
\end{aligned}
$$

$$
\begin{aligned}
&\left|R\left(q_{1}\right)\right| \leqq\left|\int_{0}^{\zeta}\left(q_{0}+q_{1}\right)^{1+\mu} \zeta^{\prime}\right| \leqq \int_{0}^{\zeta} e^{-\rho(1+\mu) \delta^{\prime}}\left[e^{\rho \zeta^{\prime}}\left(q_{0}+q_{1}\right)\right]^{1+\mu} d \zeta^{\prime} \\
& \leqq C_{3}\left\|q_{0}+q_{1}\right\|_{X_{\rho}^{0}}^{1+\mu} \leqq C_{4}\left(1+\|y\|_{Y_{\rho}}\right)^{1+\mu} \\
&\left\|h_{2}\left(y_{1}\right)\right\|_{X^{0}} \leqq\left\|\frac{2 \lambda}{m}\left(p_{0}+p_{1}\right) R\left(q_{1}\right)\right\|_{X^{0}}+\left\|\frac{2 \lambda}{m \mu}\left(q_{0}+q_{1}\right)^{1+\mu}\right\|_{X^{0}} \\
& \leqq C_{5}\left(1+\|y\|_{Y_{\rho}}\right)^{2(1+\mu)}+C_{6}\left(1+\|y\|_{Y_{\rho}}\right)^{1+\mu} .
\end{aligned}
$$

Combining these estimates, we have

$$
\begin{aligned}
\left\|Q_{1}^{-1} g_{1}\right\|_{Y_{\rho}} & \leqq K_{1}\left[\|y\|_{Y_{\rho}}^{2}+C_{2}\left\|y_{1}\right\|_{Y_{\rho}}^{1+\mu^{\prime}}+\varepsilon C_{7}\left(1+\|y\|_{Y_{\rho}}\right)^{2(1+\mu)}\right] \\
& \leqq K_{1}\left[\kappa^{2}+C_{2} \kappa^{1+\mu^{\prime}}+\varepsilon C_{7}(1+\kappa)^{2(1+\mu)}\right]
\end{aligned}
$$

where $K_{1}=\left\|Q_{1}^{-1}\right\|_{Y_{\rho} \rightarrow Y_{\rho}}$.
Thus, we choose $\kappa$ and $\varepsilon_{0}(\kappa)$ as $\kappa^{\mu^{\prime}} \leqq \kappa_{1}=1 / 2 K_{1}\left(1+C_{2}\right)$ and $\varepsilon_{1}=\kappa / 2^{3+2 \mu} K_{1} C_{7}$, so that $\|\mathscr{F}\|_{Y_{\rho}} \leqq \kappa$ for all $\varepsilon \in\left[0, \varepsilon_{1}\right]$.

Next we consider the contracting property. We easily have

$$
\begin{aligned}
&\left\|\mathscr{F}\left(y_{1}, \varepsilon\right)-\mathscr{F}\left(y_{2}, \varepsilon\right)\right\|_{Y^{\rho}} \leqq K_{1}\left(\left\|h_{11}\left(y_{1}\right)-h_{11}\left(y_{2}\right)\right\|_{X_{\rho}^{0}}+\|\left(h_{12}\left(y_{1}\right)-h_{12}\left(y_{2}\right) \|_{X^{0}}\right)\right. \\
&+\varepsilon K_{1}\left\|h_{22}\left(y_{1}\right)-h_{22}\left(y_{2}\right)\right\|_{X^{0}},
\end{aligned}
$$

where $y_{i}={ }^{t}\left(q_{i}, p_{i}\right)$ for $i=1,2$. The right-hand side is estimated as follows:

$$
\begin{aligned}
& \left\|h_{11}\left(y_{1}\right)-h_{11}\left(y_{2}\right)\right\|_{X_{\rho}^{0}} \leqq\left\|\left(p_{1}-p_{2}\right) q_{1}\right\|_{X_{\rho}^{0}}+\left\|p_{2}\left(q_{1}-q_{2}\right)\right\|_{X_{\rho}^{0}} \\
& \quad \leqq\left\|q_{1}\right\|_{X_{\rho}^{0}}\left\|p_{1}-p_{2}\right\|_{X^{0}}+\left\|p_{2}\right\|_{X^{0}}\left\|_{q_{1}}-q_{2}\right\|_{X_{\rho}^{0}} \\
& \quad \leqq \kappa\left\|y_{1}-y_{2}\right\|_{Y^{\rho}}, \\
& \left\|h_{12}\left(y_{1}\right)-h_{12}\left(y_{2}\right)\right\|_{X^{0}} \\
& \leqq\left\|F_{2}\left(q_{0}+q_{1}\right)-F_{0}\left(q_{0}+q_{2}\right)-F_{0}^{\prime}\left(q_{0}\right)\left(q_{1}-q_{2}\right)\right\|_{X^{0}}+\mu\left\|p_{1}^{2}-p_{2}^{2}\right\|_{X^{0}} \\
& \leqq\left\|F_{0}^{\prime}\left(q_{0}+q_{1}+\theta\left(q_{2}-q_{1}\right)\right)-F_{0}^{\prime}\left(q_{0}\right)\right\|_{X^{0}}\left\|q_{1}-q_{2}\right\|_{X_{\rho}^{0}}+2 \mu \kappa\left\|p_{1}-p_{2}\right\|_{X^{0}} \\
& \leqq\left(C_{8}(2 \kappa)^{\mu^{\prime}}+2 \mu \kappa\right)\left\|y_{1}-y_{2}\right\|_{Y_{\rho}},
\end{aligned}
$$

where $\theta$ is an appropriate value in $(0,1)$ and $C_{8}$ is the Hölder constant of the first derivative of $F_{0}$. Since

$$
\begin{aligned}
\left|R\left(q_{1}\right)-R\left(q_{2}\right)\right| & =\int_{0}^{\zeta}\left|\left(q_{0}+q_{1}\right)^{1+\mu}-\left(q_{0}+q_{2}\right)^{1+\mu}\right| d \zeta^{\prime} \\
& \leqq(1+\mu) \int_{0}^{\zeta}\left|q_{0}+q_{1}+\theta\left(q_{2}-q_{1}\right)\right|^{\mu} e^{-\rho \zeta^{\prime}} e^{\rho \zeta^{\prime}}\left|q_{1}-q_{2}\right| d \zeta^{\prime} \\
& \leqq C_{9}\left\|q_{1}-q_{2}\right\|_{X_{\rho}^{0}}
\end{aligned}
$$

we have

$$
\begin{aligned}
& \left\|h_{22}\left(y_{1}\right)-h_{22}\left(y_{2}\right)\right\|_{X^{0}} \\
& \leqq \leqq C_{10}\left(\left\|R\left(q_{1}\right)-R\left(q_{2}\right)\right\|_{X^{0}}+\left\|p_{1} R\left(q_{1}\right)-p_{2} R\left(q_{2}\right)\right\|_{X^{0}}\right. \\
& \left.\quad+\left\|\left(q_{0}+q_{1}\right)^{1+\mu}-\left(q_{0}+q_{2}\right)^{1+\mu}\right\|_{X^{0}}\right) \\
& \leqq
\end{aligned}
$$

It follows from these estimates that

$$
\begin{equation*}
\left\|\mathscr{F}\left(y_{1}, \varepsilon\right)-\mathscr{F}\left(y_{2}, \varepsilon\right)\right\|_{Y_{\rho}^{0}} \leqq\left(C_{12} \kappa^{\mu^{\prime}}+C_{11} K_{1} \varepsilon\right)\left\|y_{1}-y_{2}\right\|_{Y_{\rho}^{0}} . \tag{5.5}
\end{equation*}
$$

Hence for $\kappa^{\mu^{\prime}}=\min \left(\kappa_{1}, 1 / 4 C_{12}\right)$ we choose $\varepsilon_{0}(\kappa)=\min \left(\varepsilon_{1}, 1 / 4 C_{11} K_{1}\right)$. Then for all $\varepsilon \in\left[0, \varepsilon_{0}(\kappa)\right], \mathscr{F}$ is a contracting mapping. Inequality (5.5) also ensures the uniform continuity of $\mathscr{F}\left(y_{1}, \varepsilon\right)$ with respect to $y_{1}$ in $\left(y_{1}, \varepsilon\right) \in B_{\kappa}(0) \times\left[0, \varepsilon_{0}(\kappa)\right]$. The form of $\mathscr{F}\left(y_{1}, \varepsilon\right)$ directly proves its uniform continuity with respect to $\varepsilon$. This completes the proof.
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#### Abstract

The justification of some (often implicit) limit arguments used in the development of structured population models is discussed via two examples. The first example shows how a pair of sink-source terms may transform into a side condition relating the appearance of individuals in the interior of the individual state space to the outflow of individuals at its boundary. The second example considers the usual equation for size-dependent population growth in which it is implicitly assumed that discrete finitely-sized young are produced from infinitesimal contributions by all potential parents. The main mathematical tool for dealing with these examples is the Trotter-Kato theorem for one-parameter semigroups of bounded linear operators.
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## 1. Introduction.

1.1. Biological motivation: structured populations, semigroups of operators, and the need for model simplifications. The tenet of the physiologically structured approach to the modeling of the dynamics of populations as set out in Metz and Diekmann (1986) is that, provided all individuals experience the same environmental inputs such as food availability or chance of running into a predator, we may (and should) represent a population as a frequency distribution over a space $\Omega$ of potential states of the individuals comprising the population. (As we frequently need corresponding concepts on the individual and population levels we will, where necessary, use the prefixes $i$ and $p$ - to distinguish the corresponding terms, for example $i$-state versus $p$-state, where the latter refers to the frequency distribution.) The main effort in model construction is the determination of an appropriate state representation of $i$-behavior, where the $i$-behavior consists of (i) any contributions to population change such as giving birth or dying, and (ii) any quantities relevant to the calculation of the output from the population model, such as the rate at which the individual consumes food. If we make the assumption that the number of individuals is sufficiently large, then for any given course of the environment the present $p$-state should determine the future $p$-states in a deterministic and linear fashion. For a constant environment the maps relating subsequent $p$-states should form a linear semigroup.

The transition from $i$-model to $p$-model is made through their differential generators. It is here that we leave biology and start doing mathematics: did we really write down a genuine differential generator, and what can be said about the properties of the semigroup so generated?

Until now the attention has been mostly restricted to models where the $i$-state space $\Omega$ is a subset of $\mathbb{R}^{k}$, and where the individuals move through $\Omega$ according to the solution of an ordinary differential equation (ODE), possibly alternating with (usually randomly occurring) state jumps, for example, due to an individual losing weight when it splits off a daughter. The reasons for this restriction are twofold. First, models allowing continuous random $i$-state movements contain many more coefficient functions, which are difficult to specify on a mechanistic basis starting from known

[^62]underlying biology. Second, it is generally easier to obtain biological information from less complex models. After all, the goal of the whole exercise is gaining, preferably quantitative, insight into the relation between concrete, though possibly idealized, mechanisms operating in the individuals and consequent population dynamical phenomena. In fact random state jumps are already a bit of a nuisance in that they preclude the sort of simple calculations that a practicing biologist can perform all by himself.

In the present paper we will consider the systematic simplification of two models that both contain random $i$-state jumps. In the first model, which derives from cell kinetics, we will remove the random character of the jumps by concentrating the takeoffs at one place in $\Omega$ only. In the second model, which derives from the population dynamics of ectothermic animals (compare Sinko and Streifer (1967); Streifer (1974); Murphy (1983); Metz, de Roos, and van den Bosch (1988); and in particular Metz and Diekmann (1986)) and also from the dynamics of fungal pellet cultures (compare Edelstein and Hadar (1983); and Chipot and Edelstein (1983)), we will let the size of the jumps become infinitesimally small, while at the same time increasing their occurrence rate. The mathematical tools we use to justify the limit transitions are derived from the theory of one-parameter semigroups of operators (see Pazy (1983)). Particularly important is the Trotter-Kato theorem, which relates the convergence of a sequence of infinitesimal generators (respectively, their resolvents) to the convergence of the associated semigroups. The resulting limit models both allow simple alternative representations in the form of renewal equations for the rates at which newborns appear into the population with kernels, which can easily be calculated in terms of the model ingredients, making possible the routine calculation of biologically relevant quantities such as the asymptotic rate of population increase. Moreover, the limit models contain a smaller number of coefficient functions, making it easier to calibrate them against experimental data.
1.2. Simplification procedures in two special models. In both models considered in this paper the $i$-state variable of interest will be size; the growth rate of an individual of size $x$ will be denoted as $g(x)$, and $\Omega$ will be an interval of $\mathbb{R}_{+}$. The rate at which individuals of size $x$ die will be denoted as $\mu(x)$.

In the first family of models we consider cells that divide into two at a rate $b_{\varepsilon}(x)$, where $\varepsilon>0$ is a small parameter. It is assumed that cells that have passed size one are no longer capable of dividing, but either differentiate or die, i.e., $b_{\varepsilon}(x)=0$ for $x>1$. We will moreover assume that $b_{\varepsilon}(x)=0$ for $x<1-\varepsilon$. The two daughter cells may differ in size, but the distribution of their relative sizes is constant. This distribution is represented by the probability density $d(p), d:(0,1) \rightarrow \mathbb{R}_{+}$, where $p$ is the fractional size of the daughter relative to that of its mother. As the sizes of the two daughters add up to the size of the mother, $d$ is symmetric around $\frac{1}{2}$. We will moreover assume that $d(p)=0$ outside $\left(\frac{1}{2}-\Delta, \frac{1}{2}+\Delta\right)$. Finally we assume that $\varepsilon$ is so small that the size of the largest newborn daughter is less than the size of the smallest mother, i.e., $\frac{1}{2}+\Delta<1-\varepsilon$. Then the size of the smallest daughter, $x_{\min }$, satisfies

$$
x_{\min }=(1-\varepsilon)\left(\frac{1}{2}-\Delta\right)>\left(\frac{1}{2}+\Delta\right)\left(\frac{1}{2}-\Delta\right)=: \alpha .
$$

This allows us to choose $\Omega$ to be $[\alpha, 1]$ independent of $\varepsilon$. The growth rate $g$ is assumed to be positive and continuous on $\Omega$. Let $n(t, \cdot)$ denote the density function of the cell sizes present at time $t$; then

$$
\begin{align*}
& \text { (1.1a) } \frac{\partial}{\partial t} n(t, x)=-\frac{\partial}{\partial x}(g(x) n(t, x))-b_{\varepsilon}(x) n(t, x)+2 \int_{0}^{1} \frac{d(p)}{p} b_{\varepsilon}\left(\frac{x}{p}\right) n\left(t, \frac{x}{p}\right) d p  \tag{1.1a}\\
& \text { (1.1b) } n(t, \alpha)=0 .
\end{align*}
$$

Now assume that when we let $\varepsilon \downarrow 0$, the quantity

$$
\int_{1-\varepsilon}^{1} \frac{b_{\varepsilon}(y)}{g(y)} d y
$$

converges to a number larger than zero. This means that the probability that a newborn cell is eventually going to divide

$$
\begin{equation*}
\pi_{\varepsilon}=1-\exp \left(-\int_{1-\varepsilon}^{1} \frac{b_{\varepsilon}(y)}{g(y)} d y\right) \tag{1.2}
\end{equation*}
$$

converges to a value $\pi_{0}>0$. In the limit cells will only divide on reaching $x=1$, and they do so with probability $\pi_{0}$. The corresponding population equation is

$$
\begin{align*}
& \frac{\partial}{\partial t} n(t, x)=-\frac{\partial}{\partial x}(g(x) n(t, x))+2 d(x) \pi_{0} g(1) n(t, 1),  \tag{1.3a}\\
& n(t, \alpha)=0 . \tag{1.3b}
\end{align*}
$$

This limit model may be used as a convenient approximation when cell division occurs only in a narrow size window.

In § 2 we show that under suitable assumptions on the functions $g, d$, and $b_{\varepsilon}$, the solutions of (1.1) on the space $L^{1}[\alpha, 1]$ indeed converge to the solutions of (1.3).

In the second family of models we consider individuals that reproduce at a rate $\beta_{\varepsilon}(x)$ by splitting off young with size $\varepsilon, \varepsilon$ small, while concurrently their size is decreased by the same amount. We assume that newborns have viability $\rho_{\varepsilon}$ due to the necessity to survive an infinitesimally short larval stage. The corresponding population equation reads as follows:

$$
\begin{align*}
& \text { (1.4a) } \frac{\partial n}{\partial t}(t, x)+\frac{\partial}{\partial x}(g(x) n(t, x))=-\beta_{\varepsilon}(x) n(t, x)+\beta_{\varepsilon}(x+\varepsilon) n(t, x+\varepsilon)-\mu(x) n(t, x),  \tag{1.4a}\\
& \text { (1.4b) } g(\varepsilon+) n(t, \varepsilon+)-g(\varepsilon-) n(t, \varepsilon-)=\rho_{\varepsilon} \int_{0}^{1} \beta_{\varepsilon}(x) n(t, x) d x  \tag{1.4b}\\
& \text { (1.4c) } \\
& \text { (1.4d) } \\
& \text { (0) } n(t, 0)=0, \\
& n(0, x)=\psi(x) .
\end{align*}
$$

In (1.4b),

$$
g(\varepsilon+) n(t, \varepsilon+)-g(\varepsilon-) n(t, \varepsilon-)=\lim _{h \downarrow 0}[g(\varepsilon+h) n(t, \varepsilon+h)-g(\varepsilon-h) n(t, \varepsilon-h)] .
$$

It is assumed that growth stops at $x=1$, i.e., $g(1)=0$, and that $g$ is positive for all smaller sizes including zero. Although the model structure is still compatible with representing the population state as a density function $n(t, \cdot)$, the jump condition (1.4b) makes the problem technically troublesome. A natural way out of this dilemma is provided by the observation that the only interesting quantities to be derived from a structured population model are population averages such as total population size, total biomass, or population feeding rate, i.e., linear functionals of $n(t, \cdot)$. This brings us to consider the so-called backward equation

$$
\begin{align*}
& \frac{\partial m}{\partial t}(t, x)-g(x) \frac{\partial m}{\partial x}(t, x) \\
& \quad=-\beta_{\varepsilon}(x) m(t, x)+\beta_{\varepsilon}(x) m(t, x-\varepsilon)+\rho_{\varepsilon} \beta_{\varepsilon}(x) m(t, \varepsilon)-\mu(x) m(t, x),  \tag{1.5a}\\
& m(0, x)=\phi(x)
\end{align*}
$$

satisfied by the clan averages

$$
\begin{equation*}
m(t, x)=\int_{0}^{1} \phi(\xi) N_{x}(t, d \xi), \tag{1.6}
\end{equation*}
$$

where the Borel measure $N_{x}(t, \cdot)$ represents the expected state at time $t$ of a clan descending from an ancestral individual sized $x$ at time zero. If $m_{\varepsilon}(t, x ; \phi)$ is the solution of (1.5), then every $p$-output is of the form $\int_{0}^{1} m_{\varepsilon}(t, x ; \phi) \psi(d x)$, where $\psi$ is the initial condition in (1.4d). In $\S 3.3$ we give a precise description of the duality relation between solutions of the forward and backward equations in terms of semigroups and generators (also see Heijmans (1984) and Clement et al. (1987)).

In nature usually roughly the same amount of energy is available for reproduction, which, depending on the species, may be spent on producing a few large or many small young. Therefore we set

$$
\begin{equation*}
\beta_{\varepsilon}(x)=\varepsilon^{-1} b(x) \tag{1.7}
\end{equation*}
$$

Moreover, in species with many small young, infant mortality is generally much higher than when the young are large. If recruitment is to stay bounded when we let $\varepsilon$ go to zero we have to put

$$
\begin{equation*}
\rho_{\varepsilon}=\varepsilon r . \tag{1.8}
\end{equation*}
$$

Inserting (1.7) and (1.8) into (1.5a) and letting $\varepsilon \downarrow 0$, we obtain

$$
\begin{equation*}
\frac{\partial m}{\partial t}(t, x)-(g(x)-b(x)) \frac{\partial m}{\partial x}(t, x)=r b(x) m(t, 0)-\mu(x) m(t, x), \tag{1.9}
\end{equation*}
$$

which corresponds to the forward equation

$$
\begin{align*}
& \frac{\partial}{\partial t} n(t, x)=-\frac{\partial}{\partial x}(\gamma(x) n(t, x))-\mu(x) n(t, x), \\
& \gamma\left(x_{0}\right) n\left(t, x_{0}\right)=\int r b(y) n(t, y) d y \tag{1.10}
\end{align*}
$$

with

$$
\begin{equation*}
\gamma(x)=g(x)-b(x) \tag{1.11}
\end{equation*}
$$

and $x_{0}=0$. Instead of being set back in size at each discrete reproductive event the individual's growth rate is reduced by an amount related to the energy spent in reproduction. Note that in contrast to $g$ the reduced growth rate $\gamma$ is no longer positive on $[0,1)$, in particular $\gamma(1)=-b(1)<0$.

In § 3.2 we show that under suitable assumptions on the functions $g$, $b$, and $\mu$, the semigroup generated by (1.5) indeed converges to the semigroup generated by (1.9). In that section we will also discuss in somewhat more detail the relation between the forward and backward equations.

Equation (1.10) is the equation usually encountered in the population dynamical literature; only $x_{0}$ is generally assumed to be positive. Biologically this amounts to the assumption that either parents can time and again produce instantaneously additional masses $x_{0}$, notwithstanding the fact that they can add to their own body mass only in a continuous fashion, or else that live newborns are created by magic out of the added infinitesimal contributions by all parents together. Both assumptions go against the grain. Our limiting procedure provides a possible justification, provided $x_{0}$ is vanishingly small.

Note for the biological reader. There remains the seemingly awkward assumption that $g(0)>0$. However, the most often encountered biological growth law, the Von Bertalanffy equation, has precisely this property. Note that the Von Bertalanffy Ansatz does not allow individuals to spontaneously spring into being by growing away from size zero. What matters is that $\lim _{x \downarrow 0} g(x)>0$. Individuals of size zero never exist, only individuals that are very small.

Remark. Another way to guarantee that recruitment stays bounded for $\varepsilon \downarrow 0$ is to keep $\rho_{\varepsilon}$ constant and to replace the usual integrability assumption on $\mu$ by the assumption that

$$
\frac{\mu(x)}{g(x)}=\frac{1}{x}+f(x)
$$

with $f$ an $L^{1}$ function. To see that this has indeed the intended effect, observe that the probability that a recruited individual survives until it reaches size $x>\varepsilon$ equals

$$
\exp \left(-\int_{\varepsilon}^{x} \frac{\mu(y)}{g(y)} d y\right)
$$

(Note that any other choice for the behavior of $\mu(x)$ near $x=0$ does not for $\varepsilon \downarrow 0$ yield the needed survival proportional to $\varepsilon$ during the first moments after recruitment!)

## 2. From distributed to concentrated division.

2.1. The equation and the associated semigroup. In this section we make a thorough mathematical study of (1.1) describing a size-structured cell population reproducing by division. For the sake of convenience we recall the following equation:

$$
\begin{equation*}
\frac{\partial n}{\partial t}(t, x)+\frac{\partial}{\partial x}(g(x) n(t, x))=-b_{\varepsilon}(x) n(t, x)+2 \int_{0}^{1} \frac{d(p)}{p} b_{\varepsilon}\left(\frac{x}{p}\right) n\left(t, \frac{x}{p}\right) d p \tag{2.1a}
\end{equation*}
$$

(2.1b) $n(t, \alpha)=0$,
(2.1c) $n(0, x)=\phi(x)$.

We will prove that under the right set of assumptions solutions of this problem converge for $\varepsilon \downarrow 0$ to solutions of the limit equation (1.3), i.e.,

$$
\begin{align*}
& \frac{\partial n}{\partial t}(t, x)+\frac{\partial}{\partial x}(g(x) n(t, x))=2 \pi_{0} d(x) g(1) n(t, 1),  \tag{2.2a}\\
& n(t, a)=0  \tag{2.2b}\\
& n(0, x)=\phi(x) \tag{2.2c}
\end{align*}
$$

We refer to $\S 1.2$ for the interpretation of $\varepsilon, g, b_{\varepsilon}, d, \alpha$, and $\pi_{0}$. As the underlying population state space we choose $X=L^{1}[\alpha, 1]$. We make the following assumptions.

Assumption 2.1. (a) $g \in C[\alpha, 1] ; g(x)>0, x \in[\alpha, 1]$.
(b) $d \in C[0,1] ; d(p)>0$ if and only if $\left|p-\frac{1}{2}\right|<\Delta ; d$ is symmetric around $p=\frac{1}{2}$, and $\int_{1 / 2-\Delta}^{1 / 2+\Delta} d(p) d p=1$.
(c) $b_{\varepsilon} \in C[\alpha, 1] ; b_{\varepsilon}(x)=0, x \in[\alpha, 1-\varepsilon] ; b_{\varepsilon}(x)>0, x \in(1-\varepsilon, 1]$.

We can write (2.1) with initial condition $\phi \in X$ as the abstract Cauchy problem

$$
\begin{equation*}
\frac{d n}{d t}(t)=A_{\varepsilon} n(t), \quad n(0)=\phi \tag{2.3}
\end{equation*}
$$

where the closed operator $A_{\varepsilon}$ on $X$ is given by

$$
\begin{equation*}
\left(A_{\varepsilon} \phi\right)(x)=-\frac{d}{d x}(g(x) \phi(x))-b_{\varepsilon}(x) \phi(x)+2 \int_{1 / 2-\Delta}^{1 / 2+\Delta} \frac{d(p)}{p} b_{\varepsilon}\left(\frac{x}{p}\right) \phi\left(\frac{x}{p}\right) d p \tag{2.4}
\end{equation*}
$$

for any $\phi$ in its domain

$$
\begin{equation*}
D\left(A_{\varepsilon}\right)=\left\{\phi \in X: g \phi \in W^{1,1}[\alpha, 1] \text { and } \phi(\alpha)=0\right\} . \tag{2.5}
\end{equation*}
$$

Using a standard perturbation result for $C_{0}$-semigroups (Pazy (1983, § 3.1)) we easily show that $A_{\varepsilon}$ is the infinitesimal generator of a strongly continuous semigroup $\left\{T_{\varepsilon}(t)\right\}_{t \geqq 0}$.

Let $A$ be a closed linear operator on the Banach space $X$ and let $M \geqq 0, \omega \in \mathbb{R}$. We say that $A \in G(M, \omega)$ if $A$ is the infinitesimal generator of a $C_{0}$-semigroup $\{T(t)\}_{t \geqq 0}$ of bounded linear operators satisfying

$$
\|T(t)\| \leqq M e^{\omega t}, \quad t \geqq 0
$$

(e.g., Pazy (1983, § 3.4)). The next proposition states, among other things, that there exists a semigroup solution to (2.1).

Theorem 2.2. There exist constants $\omega \in \mathbb{R}$ and $M \geqq 1$ (which do not depend on $\varepsilon$ ), such that $A_{\varepsilon} \in G(M, \omega)$.

Proof. Let $\|\cdot\|$ be the $L^{1}$-norm. Then the norm $\|\cdot\|$ is equivalent to the norm $\|\cdot\|^{\prime}$ given by

$$
\|\phi\|^{\prime}=\int_{\alpha}^{1} x|\phi(x)| d x, \quad \phi \in X .
$$

Let, for $t \geqq 0$,

$$
\left\|T_{\varepsilon}(t)\right\|^{\prime}=\sup \left\{\left\|T_{\varepsilon}(t) \phi\right\|^{\prime} /\|\phi\|^{\prime}: \phi \in X, \phi \neq 0\right\}
$$

Since $T_{\varepsilon}(t)$ is a positive operator, we have

$$
\left\|T_{\varepsilon}(t)\right\|^{\prime}=\left\{\left\|T_{\varepsilon}(t) \phi\right\|^{\prime} /\|\phi\|^{\prime}: \phi \in X_{+}, \phi \neq 0\right\}
$$

where $X_{+}$is the cone of positive elements. If $\phi \in X_{+}$, then $\left\|T_{\varepsilon}(t) \phi\right\|^{\prime}=\int_{\alpha}^{1} x n(t, x) d x$, where $n(t, x)$ is the solution of (2.1). If, in addition, $\phi \in D\left(A_{\varepsilon}\right)$, then

$$
\frac{d}{d t} \int_{\alpha}^{1} x n(t, x) d x \leqq \int_{\alpha}^{1} g(x) n(t, x) d x \leqq \omega \int_{\alpha}^{1} x n(t, x) d x
$$

where $\omega>0$ is taken so large that $g(x) \leqq \omega x, x \in[\alpha, 1]$. So for $\phi \in D\left(A_{\varepsilon}\right) \cap X_{+}$we find that

$$
\left\|T_{\varepsilon}(t) \phi\right\|^{\prime}=\int_{\alpha}^{1} x n(t, x) d x \leqq e^{\omega t} \int_{\alpha}^{1} x \phi(x) d x=e^{\omega t}\|\phi\|^{\prime}
$$

Since $D\left(A_{\varepsilon}\right) \cap X_{+}$is norm-dense in $X_{+}$, this holds for any $\phi \in X_{+}$, and we find that

$$
\left\|T_{\varepsilon}(t)\right\|^{\prime} \leqq e^{\omega t}, \quad t \geqq 0
$$

Since $\|\cdot\|^{\prime}$ and $\|\cdot\|$ are equivalent norms, there exists a constant $M>0$ such that

$$
\left\|T_{\varepsilon}(t)\right\| \leqq M e^{\omega t}, \quad t \geqq 0
$$

and the result is proved.
2.2. Justification of the limit transition. In this section we give a formal mathematical justification of the limit transition $\varepsilon \downarrow 0$ which amounts to (2.2). That is to say, we prove that the solution of (2.1) given by $n(t, \cdot)=T_{\varepsilon}(t) \phi$ converges to the solution of (2.2) as $\varepsilon \downarrow 0$. For this purpose, we use the Trotter-Kato theorem. Besides Assumptions 2.1 (a)-(c) we only assume there exists a $\pi_{0} \in[0,1)$ such that $\lim _{\varepsilon \downarrow 0} \pi_{\varepsilon}=\pi_{0}$.

We rewrite (2.2) as the abstract Cauchy problem

$$
\begin{equation*}
\frac{d n}{d t}(t)=A n(t), \quad n(0)=\phi \tag{2.6}
\end{equation*}
$$

where $A$ is the closed operator

$$
\begin{equation*}
(A \phi)(x)=-\frac{d}{d x}(g(x) \phi(x))+2 \pi_{0} d(x) g(1) \phi(1) \tag{2.7}
\end{equation*}
$$

with dense domain

$$
\begin{equation*}
D(A)=\left\{\phi \in X: g \phi \in W^{1,1}[\alpha, 1] \text { and } \phi(\alpha)=0\right\} . \tag{2.8}
\end{equation*}
$$

Theorem 2.3. For $\lambda \in \mathbb{R}$ large enough we have

$$
R\left(\lambda, A_{\varepsilon}\right) \phi \rightarrow R(\lambda, A) \phi, \quad \varepsilon \downarrow 0,
$$

for every $\phi \in X$.
Proof. The proof consists of four steps.
(1) Let the isomorphism $U_{\varepsilon}: X \rightarrow X$ be given by

$$
\left(U_{\varepsilon} \phi\right)(x)=\frac{E_{\varepsilon}(x)}{g(x)} \phi(x),
$$

where $E_{\varepsilon}(x)=\exp \left(-\int_{\alpha}^{x}\left(b_{\varepsilon}(y) / g(y)\right) d y\right)$. Let

$$
D=D(A)=D\left(A_{\varepsilon}\right)=\left\{\phi \in X: g \phi \in W^{1,1}[\alpha, 1] \text { and } \phi(\alpha)=0\right\},
$$

and

$$
\tilde{D}=U_{\varepsilon}^{-1} D=\left\{\phi \in X: \phi \in W^{1,1}[\alpha, 1] \text { and } \phi(\alpha)=0\right\} .
$$

Let $\tilde{A}_{\varepsilon}$ be the closed operator $U_{\varepsilon}^{-1} A_{\varepsilon} U_{\varepsilon}$ with domain $D\left(\tilde{A}_{\varepsilon}\right)=\tilde{D}$. Then $\tilde{A}_{\varepsilon}$ is given by

$$
\left(\tilde{A}_{\varepsilon} \phi\right)(x)=-g(x) \frac{d \phi}{d x}(x)+2 \frac{g(x)}{E_{\varepsilon}(x)} \int_{1 / 2-\Delta}^{1 / 2+\Delta} \frac{d(p)}{p} r_{\varepsilon}\left(\frac{x}{p}\right) \phi\left(\frac{x}{p}\right) d p,
$$

where $r_{\varepsilon}(x)=\left(b_{\varepsilon}(x) / g(x)\right) E_{\varepsilon}(x)$ for $x \in[\alpha, 1]$. We define the isomorphism $U: X \rightarrow X$ by

$$
(U \phi)(x)=\frac{\phi(x)}{g(x)}
$$

Let $\tilde{A}$ be the closed operator $U^{-1} A U$ with domain $D(\tilde{A})=U^{-1} D=\tilde{D}$. For $\phi \in D(\tilde{A})$ we have

$$
(\tilde{A} \phi)(x)=-g(x) \frac{d \phi}{d x}(x)+2 \pi_{0} d(x) g(x) \phi(1)
$$

(2) We show that for every $\phi \in \tilde{D}$,

$$
\tilde{A}_{\varepsilon} \phi \rightarrow \tilde{A} \phi \quad \text { as } \varepsilon \downarrow 0 .
$$

Let $\phi \in \tilde{D}$, then

$$
\left(\tilde{A}_{\varepsilon} \phi\right)(x)-(\tilde{A} \phi)(x)=2 \frac{g(x)}{E_{\varepsilon}(x)} \int_{1 / 2-\Delta}^{1 / 2+\Delta} \frac{d(p)}{p} r_{\varepsilon}\left(\frac{x}{p}\right) \phi\left(\frac{x}{r}\right) d p-2 \pi_{0} d(x) g(x) \phi(1) .
$$

We define $\bar{g}=\max _{x \in[\alpha, 1]} g(x), \bar{d}=\max _{p \in[1 / 2-\Delta, 1 / 2+\Delta]} d(p)$. Now

$$
\begin{aligned}
\left\|\tilde{A}_{\varepsilon} \phi-\tilde{A} \phi\right\| & =\int_{\alpha}^{1}\left|\frac{2 g(x)}{E_{\varepsilon}(x)} \int_{1 / 2-\Delta}^{1 / 2+\Delta} \frac{d(p)}{p} r_{\varepsilon}\left(\frac{x}{p}\right) \phi\left(\frac{x}{p}\right) d p-2 \pi_{0} d(x) g(x) \phi(1)\right| d x \\
& =\int_{(1 / 2-\Delta)(1-\varepsilon)}^{1 / 2+\Delta} \left\lvert\, 2 g(x) \int_{1 / 2-\Delta}^{1 / 2+\Delta} \frac{d(p)}{p} r_{\varepsilon}\left(\left.\frac{x}{p} \phi\left(\frac{x}{p}\right) d p-2 \pi_{0} d(x) g(x) \phi(1) \right\rvert\, d x\right.\right. \\
& \leqq 2 \bar{g} \int_{(1 / 2-\Delta)(1-\varepsilon)}^{1 / 2+\Delta}\left|\int_{1 / 2-\Delta}^{1 / 2+\Delta} \frac{d(p)}{p} r_{\varepsilon}\left(\frac{x}{p}\right) \phi\left(\frac{x}{p}\right) d p-\pi_{\varepsilon} d(x) \phi(1)\right| d x \\
& +2 \bar{g}\left|\pi_{\varepsilon}-\pi_{0}\right| \cdot|\phi(1)| .
\end{aligned}
$$

This second expression at the right-hand side can easily be estimated. We write the first expression as the sum of three integrals:

$$
\int_{(1 / 2-\Delta)(1-\varepsilon)}^{1 / 2+\Delta}=\int_{(1 / 2-\Delta)(1-\varepsilon)}^{1 / 2-\Delta}+\int_{1 / 2-\Delta}^{(1 / 2+\Delta)(1-\varepsilon)}+\int_{(1 / 2+\Delta)(1-\varepsilon)}^{1 / 2+\Delta}
$$

It is the middle integral that causes the most trouble, and we restrict our attention to this term. Let $\delta>0$ :

$$
\begin{aligned}
2 \bar{g} \int_{1 / 2-\Delta}^{(1 / 2+\Delta)(1-\varepsilon)} & \left|\int_{1 / 2-\Delta}^{1 / 2+\Delta} \frac{d(p)}{p} r_{\varepsilon}\left(\frac{x}{p}\right) \phi\left(\frac{x}{p}\right) d p-\pi_{\varepsilon} d(x) \phi(1)\right| d x \\
& =2 \bar{g} \int_{1 / 2-\Delta}^{(1 / 2+\Delta)(1-\varepsilon)}\left|\int_{x /(1 / 2+\Delta)}^{x /(1 / 2-\Delta)} \frac{1}{y} d\left(\frac{x}{y}\right) r_{\varepsilon}(y) \phi(y) d y-\pi_{\varepsilon} d(x) \phi(1)\right| d x \\
& =2 \bar{g} \int_{1 / 2-\Delta}^{(1 / 2+\Delta)(1-\varepsilon)}\left|\int_{1-\varepsilon}^{1} \frac{1}{y} d\left(\frac{x}{y}\right) r_{\varepsilon}(y) \phi(y) d y-\int_{1-\varepsilon}^{1} d(x) r_{\varepsilon}(y) \phi(1) d y\right| d x \\
& =2 \bar{g} \int_{1 / 2-\Delta}^{(1 / 2+\Delta)(1-\varepsilon)}\left|\int_{1-\varepsilon}^{1}\left\{\frac{1}{y} d\left(\frac{x}{y}\right) \phi(y)-\frac{1}{1} d\left(\frac{x}{1}\right) \phi(1)\right\} r_{\varepsilon}(y) d y\right| d x \\
& \leqq 2 \bar{g} \int_{1 / 2-\Delta}^{(1 / 2+\Delta)(1-\varepsilon)}\left\{\int_{1-\varepsilon}^{1} \delta r_{\varepsilon}(y) d y\right\} d x \leqq 2 \bar{g} \cdot 2 \Delta \cdot \delta .
\end{aligned}
$$

Here we have chosen $\varepsilon>0$ so small that

$$
\left|\frac{1}{y} d\left(\frac{x}{y}\right) \phi(y)-\frac{1}{1} d\left(\frac{x}{1}\right) \phi(1)\right|<\delta,
$$

for every $x \in\left[\frac{1}{2}-\Delta,\left(\frac{1}{2}+\Delta\right)(1-\varepsilon)\right]$ and $y \in[1-\varepsilon, 1]$, and we used that $\int_{1-\varepsilon}^{1} r_{\varepsilon}(y) d y=$ $\pi_{\varepsilon} \leqq 1$. This shows that $\tilde{A}_{\varepsilon} \phi \rightarrow \tilde{A} \phi$ as $\varepsilon \downarrow 0$, for $\phi \in \tilde{D}$.
(3) We show that for $\lambda \in \mathbb{R}$ large enough (in particular $\lambda>\omega$; see Theorem 2.2)

$$
R\left(\lambda, \tilde{A}_{\varepsilon}\right) \phi \rightarrow R(\lambda, \tilde{A}) \phi \quad \text { as } \varepsilon \downarrow 0,
$$

for every $\phi \in X$. Choose $\lambda>\omega$ so large that $\lambda \in \rho(A)=\rho(\tilde{A})$. Let $\phi \in X$, and define $\psi \in \tilde{D}$ as $\psi=R(\lambda, \tilde{A}) \phi$. For $\varepsilon>0$, let $\phi_{\varepsilon}=\left(\lambda-\tilde{A}_{\varepsilon}\right) \psi$. From

$$
\tilde{A}_{\varepsilon} \psi \rightarrow \tilde{A} \psi \quad \text { as } \varepsilon \downarrow 0
$$

we get $\phi_{\varepsilon} \rightarrow \phi$ as $\varepsilon \downarrow 0$. Since $R\left(\lambda, \tilde{A}_{\varepsilon}\right)=U_{\varepsilon}^{-1} R\left(\lambda, A_{\varepsilon}\right) U_{\varepsilon}$, we deduce from Theorem 2.2 that

$$
\left\|R\left(\lambda, \tilde{A}_{\varepsilon}\right)\right\| \leqq \frac{\tilde{M}}{\lambda-\omega}, \quad \varepsilon>0
$$

Here we have used explicitly that $\pi_{0}<1$. Now

$$
\lim _{\varepsilon \downarrow 0} R\left(\lambda, \tilde{A}_{\varepsilon}\right) \phi=\lim _{\varepsilon \downarrow 0}\left[R\left(\lambda, \tilde{A}_{\varepsilon}\right)\left(\phi-\phi_{\varepsilon}\right)+\psi\right]=\psi=R(\lambda, \tilde{A}) \phi .
$$

(4) We finally show that for $\lambda \in \mathbb{R}$ large enough,

$$
R\left(\lambda, A_{\varepsilon}\right) \phi \rightarrow R(\lambda, A) \phi \quad \text { as } \varepsilon \downarrow 0,
$$

for every $\phi \in X$. It is easily checked that

$$
U_{\varepsilon} \phi \rightarrow U \phi, \quad \varepsilon \downarrow 0 \quad \text { and } \quad U_{\varepsilon}^{-1} \phi \rightarrow U^{-1} \phi, \quad \varepsilon \downarrow 0,
$$

for every $\phi \in X$, and that there exists a constant $L>0$ such that $\left\|U_{\varepsilon}\right\|,\|U\|,\left\|U_{\varepsilon}^{-1}\right\|$, $\left\|U^{-1}\right\| \leqq L, \varepsilon>0$. For every $\phi \in X$ we have

$$
\begin{aligned}
&\left\|R\left(\lambda, A_{\varepsilon}\right) \phi-R(\lambda, A) \phi\right\|=\| U_{\varepsilon} R\left(\lambda, \tilde{A}_{\varepsilon}\right) U_{\varepsilon}^{-1} \phi-U R(\lambda, A) U^{-1} \phi \| \\
&=\|\left(U_{\varepsilon}-U\right)\left(R\left(\lambda, \tilde{A}_{\varepsilon}\right) U_{\varepsilon}^{-1}-R\left(\lambda, \tilde{A}_{\varepsilon}\right) U^{-1}+R\left(\lambda, \tilde{A}_{\varepsilon}\right) U^{-1}\right. \\
&\left.-R(\lambda, \tilde{A}) U^{-1}+R(\lambda, \tilde{A}) U^{-1}\right) \phi \\
&+U\left(R\left(\lambda, \tilde{A}_{\varepsilon}\right)-R(\lambda, \tilde{A})\right)\left(U_{\varepsilon}^{-1}-U^{-1}+U^{-1}\right) \phi \\
&+U R(\lambda, \tilde{A})\left(U_{\varepsilon}^{-1}-U^{-1}\right) \phi \| \\
& \leqq \| U_{\varepsilon}-U\| \| R\left(\lambda, \tilde{A}_{\varepsilon}\right)\| \| U_{\varepsilon}^{-1} \phi-U^{-1} \phi \| \\
&+\left\|U_{\varepsilon}-U\right\|\left\|R\left(\lambda, \tilde{A}_{\varepsilon}\right) U^{-1} \phi-R(\lambda, \tilde{A}) U^{-1} \phi\right\| \\
&+\left\|\left(U_{\varepsilon}-U\right) R(\lambda, \tilde{A}) U^{-1} \phi\right\| \\
&+\|U\|\left\|R\left(\lambda, \tilde{A}_{\varepsilon}\right)-R(\lambda, \tilde{A})\right\|\left\|U_{\varepsilon}^{-1} \phi-U^{-1} \phi\right\| \\
&+\|U\|\left\|\left(R\left(\lambda, \tilde{A}_{\varepsilon}\right)-R(\lambda, \tilde{A})\right) U^{-1} \phi\right\| \\
&+\|U\|\|R(\lambda, \tilde{A})\|\left\|U_{\varepsilon}^{-1} \phi-U^{-1} \phi\right\|,
\end{aligned}
$$

and all these terms go to zero as $\varepsilon \downarrow 0$.
We can now apply the Trotter-Kato theorem (Pazy (1983, § 3.4)), which yields that (i) $\boldsymbol{A}$ is the infinitesimal generator of a $C_{0}$-semigroup (in particular this means that (2.2) is well posed) and that (ii) the solution of (2.1) converges to the solution of (2.2) as $\varepsilon \downarrow 0$.

Theorem 2.4. $A \in G(M, \omega)$, and if $\{T(t)\}_{t \geqq 0}$ is the semigroup generated by $A$, then for every $\phi \in X, t \geqq 0$,

$$
T_{\varepsilon}(t) \phi \rightarrow T(t) \phi \quad \text { as } \varepsilon \downarrow 0 .
$$

Moreover, the convergence is uniform with respect to $t$ in bounded subsets of $(0, \infty)$.

## 3. From size jumps to reduced growth.

3.1. The semigroup solution to the backward equation. In this section we show that under some reasonable assumptions we can associate a $C_{0}$-semigroup of bounded linear operators on $X=C[0,1]$ with the backward equation (1.5), which we recall below for convenience. Throughout this section we will assume that the death rate $\mu$
is identically zero. However, all the results obtained here remain valid for nonzero death rates. The backward equation reads as follows:

$$
\begin{equation*}
\frac{\partial m}{\partial t}(t, x)-g(x) \frac{\partial m}{\partial x}(t, x)=-\beta_{\varepsilon}(x) n(t, x)+\beta_{\varepsilon}(x) m(t, x-\varepsilon)+\rho_{\varepsilon} \beta_{\varepsilon}(x) m(t, \varepsilon), \tag{3.1a}
\end{equation*}
$$

(3.1b) $m(0, x)=\phi(x)$.

Assumption 3.1. (a) $g$ is Lipschitz continuous on $[0,1] ; g(x)>0, x \in[0,1)$; $g(1)=0$.
(b) $\beta_{\varepsilon}$ is Lipschitz continuous on [0,1]; there is an $a>\varepsilon$ such that $\beta_{\varepsilon}(x)=0$, $x \in[0, a]$ and $\beta_{\varepsilon}(x)>0, x \in(a, 1]$.

Here $a$ denotes the minimum size at which an individual can reproduce. We can write (3.1) as the abstract Cauchy problem:

$$
\begin{align*}
& \frac{d m}{d t}(t)=A_{\varepsilon} m(t)  \tag{3.2a}\\
& m(0)=\phi \in X \tag{3.2b}
\end{align*}
$$

where the closed unbounded operator $A_{\varepsilon}$ with domain

$$
D\left(A_{\varepsilon}\right)=\left\{\phi \in X \cap W_{\mathrm{loc}}^{1,1}[0,1]: g \phi^{\prime} \in X\right\}
$$

is given by

$$
\left(A_{\varepsilon} \phi\right)(x)=g(x) \frac{d \phi}{d x}(x)-\beta_{\varepsilon}(x) \phi(x)+\beta_{\varepsilon}(x) \phi(x-\varepsilon)+\rho_{\varepsilon} \beta_{\varepsilon}(x) \phi(\varepsilon)
$$

We write $A_{\varepsilon}$ as the sum of two operators:

$$
\begin{equation*}
A_{\varepsilon}=A_{0}+B_{\varepsilon} \tag{3.3}
\end{equation*}
$$

where the closed unbounded operator $A_{0}$ has the same domain as $A_{\varepsilon}$ and is given by

$$
\left(A_{0} \phi\right)(x)=g(x) \frac{d \phi}{d x}(x)
$$

and where $B_{\varepsilon}$ is a bounded operator given by

$$
\left(B_{\varepsilon} \phi\right)(x)=-\beta_{\varepsilon}(x) \phi(x)+\beta_{\varepsilon}(x) \phi(x-\varepsilon)+\rho_{\varepsilon} \beta_{\varepsilon}(x) \phi(\varepsilon)
$$

It is quite easy to show that $A_{0}$ generates a strongly continuous semigroup $\left\{T_{0}(t)\right\}_{t \geq 0}$, and therefore $A_{\varepsilon}$, being a bounded perturbation of $A_{0}$, also generates a strongly continuous semigroup $\left\{T_{\varepsilon}(t)\right\}_{l \geqq 0}$ (see Pazy (1983, § 3.1)).

Both $\left\{T_{0}(t)\right\}_{t \geqq 0}$ and $\left\{T_{\varepsilon}(t)\right\}_{t \geqq 0}$ are positive semigroups, which is intuitively clear from the biological interpretation, but can also be shown rigorously (see Heijmans (1986)). Let 1 be the element of $X$ that is identically one on [0,1]. Then

$$
A_{\varepsilon} \mathbf{1}=\rho_{\varepsilon} \beta_{\varepsilon}
$$

Define the positive scalar $\omega_{\varepsilon}$ by

$$
\begin{equation*}
\omega_{\varepsilon}=\sup \left\{\rho_{\varepsilon} \beta_{\varepsilon}(x): x \in[0,1]\right\} . \tag{3.4}
\end{equation*}
$$

We see immediately that

$$
0 \leqq A_{\varepsilon} 1 \leqq \omega_{\varepsilon} 1
$$

We show that $A_{\varepsilon} \in G\left(1, \omega_{\varepsilon}\right)$. First suppose that $\omega_{\varepsilon}<s\left(A_{\varepsilon}\right)$, where $s\left(A_{\varepsilon}\right)$ is the spectral bound of $A_{\varepsilon}$, i.e., $s\left(A_{\varepsilon}\right)=\sup \left\{\operatorname{Re} \lambda: \lambda \in \sigma\left(A_{\varepsilon}\right)\right\}$. Since $\left\{T_{\varepsilon}(t)\right\}_{t \geqq 0}$ is a positive semigroup, $s\left(A_{\varepsilon}\right) \in \sigma\left(A_{\varepsilon}\right)$ if $\sigma\left(A_{\varepsilon}\right) \neq \varnothing$, and $R\left(\lambda, A_{\varepsilon}\right)$ is a positive operator if $\lambda>s\left(A_{\varepsilon}\right)$ (see Nagel (1986)). Choose $\lambda>s\left(A_{\varepsilon}\right)$. Since $R\left(\lambda, A_{\varepsilon}\right)$ is a positive operator we get that

$$
0 \leqq R\left(\lambda, A_{\varepsilon}\right) 1 \leqq \frac{1}{\lambda-\omega_{\varepsilon}} 1 ;
$$

hence $\left\|R\left(\lambda, A_{\varepsilon}\right)\right\|=\left\|R\left(\lambda, A_{\varepsilon}\right) 1\right\| \leqq 1 /\left(\lambda-\omega_{\varepsilon}\right)$, and we find that $\left\|R\left(\lambda, A_{\varepsilon}\right)\right\|$ remains bounded if $\lambda \downarrow s\left(A_{\varepsilon}\right)$, which is in contradiction with

$$
s\left(A_{\varepsilon}\right) \in \sigma\left(A_{\varepsilon}\right)
$$

Therefore $\omega_{\varepsilon} \geqq s\left(A_{\varepsilon}\right)$. Using the same arguments as above, we find that for $\lambda>\omega_{\varepsilon}$,

$$
\left\|R\left(\lambda, A_{\varepsilon}\right)\right\| \leqq \frac{1}{\lambda-\omega_{\varepsilon}}
$$

which yields that for $n=1,2, \cdots$

$$
\left\|R\left(\lambda, A_{\varepsilon}\right)^{n}\right\| \leqq \frac{1}{\left(\lambda-\omega_{\varepsilon}\right)^{n}},
$$

and it follows from the Hille-Yosida theorem that $A_{\varepsilon} \in G\left(1, \omega_{\varepsilon}\right)$. In particular this implies that $A_{\varepsilon}$ is the generator of a $C_{0}$-semigroup $\left\{T_{\varepsilon}(t)\right\}_{t \geqq 0}$ on $X$.
3.2. The limit transition justified. Assuming (1.7) and (1.8), i.e., $\beta_{\varepsilon}(x)=\varepsilon^{-1} b(x)$ and $\rho_{\varepsilon}=\varepsilon r$, we find the limiting equation

$$
\begin{align*}
& \frac{\partial m}{\partial t}(t, x)-\gamma(x) \frac{\partial m}{\partial x}(t, x)=r b(x) m(t, 0),  \tag{3.5a}\\
& m(0, x)=\phi(x) \tag{3.5b}
\end{align*}
$$

where $\gamma$ is the reduced growth rate

$$
\begin{equation*}
\gamma(x)=g(x)-b(x) \tag{3.6}
\end{equation*}
$$

Note that it follows from Assumption 3.1 that (i) $b$ is Lipschitz continuous on [0, 1], $b(x)=0$ for $x \leqq a$ and $b(x)>0$ for $a<x \leqq 1$, and that (ii) $\gamma$ is not positive on the whole interval $[0,1]$, in particular $\gamma(1)=-b(1)<0$.

In the rest of this section we will show how the Trotter-Kato theorem can be used to justify the formal transition from (3.1)-(3.5). In the next section we interpret these results in terms of the forward equations (1.4) and (1.10) (with $x_{0}=0$ ).

First we reformulate (3.5a) supplied with initial condition (3.5b) as an abstract Cauchy problem:

$$
\begin{equation*}
\frac{d m}{d t}(t)=A m(t), \quad m(0)=\phi \in X \tag{3.7}
\end{equation*}
$$

where the closed operator $A$ is given by

$$
(A \phi)(x)=\gamma(x) \frac{d \phi}{d x}(x)+r b(x) \phi(0)
$$

for every $\phi$ in its domain

$$
D(A)=\left\{\phi \in X \cap W_{\mathrm{loc}}^{1,1}[0,1]: \gamma \phi^{\prime} \in X\right\} .
$$

It is not difficult to show that $A$ generates a strongly continuous positive semigroup: this, however, will also follow from the forthcoming analysis. Let

$$
\begin{equation*}
\omega:=\{r b(x): 0 \leqq x \leqq 1\} . \tag{3.8}
\end{equation*}
$$

Obviously, $\omega_{\varepsilon}=\omega$ and from the results of $\S 3.1$ it follows that

$$
\begin{equation*}
A_{\varepsilon} \in G(1, \omega) \tag{3.9}
\end{equation*}
$$

Assumption 3.2. There exists a unique $\hat{x} \in(0,1)$ such that $g(\hat{x})=b(\hat{x})$.
In combination with the other assumptions of this section this means that

$$
\begin{array}{ll}
\gamma(x)>0, & 0 \leqq x<\hat{x}, \\
\gamma(x)<0, & \hat{x}<x \leqq 1 .
\end{array}
$$

Now let $D=C^{1}[0,1]$, i.e., the subspace of $X$ containing all continuously differentiable functions on [0, 1]. Clearly

$$
D\left(A_{\varepsilon}\right) \subseteq D, \quad D(A) \subseteq D
$$

Proposition 3.3. $(\lambda-A) D$ is dense in $X$ for $\lambda \in \mathbb{R}$ sufficiently large.
Proof. Consider for $F \in X$ the inhomogeneous equation

$$
\lambda \phi(x)-\gamma(x) \phi^{\prime}(x)=F(x),
$$

where $\lambda \in \mathbb{R}$ is sufficiently large $(\lambda>\omega)$. The solution of this equation for $0 \leqq x<\hat{x}$ is given by

$$
\begin{equation*}
\phi(x)=\int_{x}^{\hat{x}} \frac{F(y)}{\gamma(y)} \exp \left\{-\lambda \int_{x}^{y} \frac{d \xi}{\gamma(\xi)}\right\} d y \tag{}
\end{equation*}
$$

and a similar expression can be found for $\phi(x)$, if $x$ is greater than $\hat{x}$. It is easy to check that $\phi \in D$ if $F \in D$. Now, for $f \in X$, the solution of

$$
\begin{equation*}
\lambda \phi-A \phi=f, \tag{}
\end{equation*}
$$

on ( $0, \hat{x}$ ) is given by ( ${ }^{*}$ ), with $F(x)=f(x)+r \phi(0) b(x)$ substituted. Hence $\phi \in D$ if $F \in D$. Let $f \in X$ and let $\phi$ be the solution of $\left({ }^{(* *)}\right.$; then

$$
\phi(0)=\int_{0}^{\hat{x}} \frac{f(y)+r \phi(0) b(y)}{\gamma(y)} \exp \left\{-\lambda \int_{0}^{y} \frac{d \xi}{\gamma(\xi)}\right\} d y .
$$

We assume that $\lambda \in \mathbb{R}$ is so large that

$$
\alpha_{\lambda}:=\int_{0}^{\hat{x}} \frac{b(y)}{\gamma(y)} \exp \left\{-\lambda \int_{0}^{y} \frac{d \xi}{\gamma(\xi)}\right\} d y<\frac{1}{r},
$$

and for $f \in X$ we define

$$
H_{\lambda}(f):=\frac{r}{1-\alpha_{\lambda} r} \int_{0}^{\hat{x}} \frac{f(y)}{\gamma(y)} \exp \left\{-\lambda \int_{0}^{y} \frac{d \xi}{\gamma(\xi)}\right\} d y
$$

Then the solution $\phi$ of $\left({ }^{* *}\right)$ satisfies

$$
r \phi(0)=H_{\lambda}(f) .
$$

So we get that $\phi \in D$ if $f+H_{\lambda}(f) b \in D$. We define $V \subseteq X$ as

$$
V=\left\{f \in X: f+H_{\lambda}(f) b \in D\right\} .
$$

Then $V \subseteq(\lambda-A) D$, and it suffices to show that $V$ is a dense subset of $X$. Let $f \in X$ and define $g \in X$ as

$$
g=f+H_{\lambda}(f) b
$$

Let $\left\{g_{n}\right\}$ be a sequence in $D$ converging to $g$ as $n \rightarrow \infty$. The solution of

$$
g_{n}=f_{n}+H_{\lambda}\left(f_{n}\right) b
$$

is given by

$$
f_{n}=g_{n}-\frac{H_{\lambda}\left(g_{n}\right)}{1+H_{\lambda}(b)} b .
$$

Now $f_{n} \in V$ and

$$
f_{n} \rightarrow g-\frac{H_{\lambda}(g)}{1+H_{\lambda}(b)} \cdot b=f, n \rightarrow \infty .
$$

Therefore $\bar{V}=X . \quad \square$
Proposition 3.4. $A_{\varepsilon} \phi \rightarrow A \phi$ as $\varepsilon \downarrow 0$, for every $\phi \in D$.
Proof. Let $\phi \in D$. Then

$$
\left|\left(A_{\varepsilon} \phi\right)(x)-(A \phi)(x)\right| \leqq|b(x)| \cdot\left|\frac{1}{\varepsilon}(\phi(x)-\phi(x-\varepsilon))-\phi^{\prime}(x)\right|+r|b(x)| \cdot|\phi(\varepsilon)-\phi(0)|
$$

for every $x \in[0,1]$, and thus

$$
\left\|A_{\varepsilon} \phi-A \phi\right\|=\sup _{x \in[0,1]}\left|\left(A_{\varepsilon} \phi\right)(x)-(A \phi)(x)\right| \rightarrow 0, \quad \varepsilon \downarrow 0 .
$$

We are now ready to apply the Trotter-Kato theorem which gives us the following theorem.

Theorem 3.5. $A \in G(1, \omega)$, and if $\{T(t)\}_{r \geqq 0}$ is the semigroup generated by $A$, then

$$
T_{\varepsilon}(t) \phi \rightarrow T(t) \phi, \quad \varepsilon \downarrow 0,
$$

for every $\phi \in X$, where the convergence is uniform for $t$ in bounded subsets of $(0, \infty)$.
This theorem tells us that a solution of the limit equation (3.8) is indeed an approximation of solutions of equation (3.2a), presupposed that their initial condition $\phi$ is the same.

We can give a very precise description of the relation between the backward and the forward equations and their respective solutions in semigroup terms. It is the backward equation that can be derived rigorously and that is to be solved on the space of continuous functions. Let $A_{\varepsilon}$ be the differential operator on $X$ associated with the backward problem (see (3.2)). Then, by definition, the abstract forward equation is

$$
\begin{equation*}
\frac{d n}{d t}(t)=A_{\varepsilon}^{*} n(t), \quad n(0)=\psi \in X^{*} \tag{3.10}
\end{equation*}
$$

where $A_{\varepsilon}^{*}$, the dual operator of $A_{\varepsilon}$, is defined on the dual space $X^{*}=M[0,1]$, the space of regular Borel measures on [0,1]. The solutions of (3.10) are given by $n_{\varepsilon}(t, \cdot ; \psi)=T_{\varepsilon}^{*}(t) \psi$. Here the notion of solution must be understood in terms of the weak* topology on $X^{*}$. The dual semigroup $\left\{T_{\varepsilon}^{*}(t)\right\}_{t \geqq 0}$ is a weakly* continuous semigroup with weak* generator $A_{\varepsilon}^{*}$ (see Butzer and Berens (1967)). There exists the following duality relation between solutions of the forward and the backward equations. For $\phi \in X$ we have

$$
\begin{align*}
\int_{0}^{1} \phi(x) n_{\varepsilon}(t, d x ; \psi) & =\left\langle\phi, n_{\varepsilon}(t, \cdot ; \psi)\right\rangle=\left\langle\phi, T_{\varepsilon}^{*}(t) \psi\right\rangle \\
& =\left\langle T_{\varepsilon}(t) \phi, \psi\right\rangle=\left\langle m_{\varepsilon}(t, \cdot ; \phi), \psi\right\rangle=\int_{0}^{1} m_{\varepsilon}(t, x ; \phi) \psi(d x), \tag{3.11}
\end{align*}
$$

where $\langle\cdot, \cdot\rangle$ denotes the duality pairing between $X$ and $X^{*}$, and where $m_{\varepsilon}(t, \cdot ; \phi)$ is the solution of the backward problem (3.1).

Let $X^{\odot}$ be the closed subspace of $X^{*}$ where $\left\{T_{\varepsilon}^{*}(t)\right\}_{t \geqq 0}$ is strongly continuous. Then $X^{\odot}=\overline{D\left(A_{\varepsilon}^{*}\right)}$ (see Butzer and Berens (1967)). It can be shown (compare the remark below) that in the present situation $X^{\odot}=L^{1}[0,1]$ (e.g., Clément et al. (1987); (Clément, Heijmans et al. (1987)). Obviously, $X^{\odot}$ is invariant under $\left\{T_{\varepsilon}^{*}(t)\right\}_{t \geqq 0}$, and the restriction $\left\{T_{\varepsilon}^{\odot}(t)\right\}_{t \geqq 0}$ is a strongly continuous semigroup. If we denote its generator by $\boldsymbol{A}_{\varepsilon}^{\odot}$, then

$$
\frac{d n}{d t}(t)=A_{\varepsilon}^{\odot} n(t), \quad n(0)=\psi \in X^{\odot}
$$

is the abstract formulation of (1.4) and with this observation the circle is closed.
Remark. To prove the latter statement, we have to calculate $A_{\varepsilon}^{*}$ and its domain $D\left(A_{\varepsilon}^{*}\right)$ from $A_{\varepsilon}$ and $D\left(A_{\varepsilon}\right)$. This calculation involves the following steps (e.g., Heijmans (1984)):
(i) compute the resolvent operator $R\left(\lambda, A_{\varepsilon}\right)$
(ii) compute its dual $R\left(\lambda, A_{\varepsilon}^{*}\right)=R\left(\lambda, A_{\varepsilon}\right)^{*}$
(iii) find the domain $D\left(A_{\varepsilon}^{*}\right)$ from the relation

$$
D\left(A_{\varepsilon}^{*}\right)=\operatorname{Ran}\left(R\left(\lambda, A_{\varepsilon}^{*}\right)\right),
$$

$\operatorname{Ran}(\cdot)$ denoting the range
(iv) calculate $A_{\varepsilon}^{*} \psi$, where $\psi \in D\left(A_{\varepsilon}^{*}\right)$, from the relation

$$
\left\langle\phi, A_{\varepsilon}^{*} \psi\right\rangle=\left\langle A_{\varepsilon} \phi, \psi\right\rangle \quad \text { for } \phi \in D\left(A_{\varepsilon}\right)
$$

(v) $X^{\odot}=\overline{D\left(A_{\varepsilon}^{*}\right)}$ and $A_{\varepsilon}^{\odot}$ is the part of $A_{\varepsilon}^{*}$ in $X^{\odot}$ (e.g., Butzer and Berens (1967)).

Our main result of this section, Theorem 3.5, can be restated in terms of solutions of the forward equation by using the duality relation (3.11). We find that for any $\psi \in M[0,1]$,

$$
n_{\varepsilon}(t, \cdot ; \psi) \rightarrow n(t, \cdot ; \psi) \quad \text { as } \varepsilon \downarrow 0
$$

where convergence holds with respect to the weak* topology of $X^{*}=M[0,1]$, and is uniform for $t$ in bounded intervals of $(0, \infty)$.
4. Discussion. In the previous two sections we have proved the essential correctness of two limit arguments initially derived in a heuristic manner. We expect these cases to be exemplary for a general procedure: (i) start imagining how any model simplification works on the level of the individual, (ii) take good care that birth rates keep behaving, (iii) translate individual behavior into a structured population model, both before and after the simplification, (iv) use the Trotter-Kato theorem to connect the two. The upshot from the examples discussed in this paper is that our intuition derived from the individual level appears to be essentially correct when applied to the population level, at least when we are careful. To emphasize the latter point we finish with three cautionary notes.
(i) From a biological point of view the models from which we started in our examples were already fairly metaphorical. In deriving them we made a great number of simplifying assumptions about the underlying biology, comparable to the ones we spelled out in our limit arguments. The nice thing about apparently being able to make our simplifications with impunity already at the level of the individual, is that usually for the more complicated pictures of individual behavior that lie at the start of our considerations we do not even know how to formulate a full population model. Yet, it is of great importance not to be too naive about our simplifications. A thorough analysis of some metaphorical examples such as those we consider in this paper should
help to clarify the issues. In this context we may point to the work of Chipot and Edelstein (1983) on the dynamics of fungal pellet cultures. Their heuristic model formulation basically seems comparable to the formulation that we chose in our second example. Therefore we feel that the limit model embodied in (1.10) also should be the correct model formulation for that particular class of biological systems, and we fail to understand the rationale that led these authors to a different type of equation.
(ii) The Trotter-Kato theorem only gives information about what happens in finite time intervals. Often our main interest is in the long-term behavior of the population model under consideration. Whether the limit argument extends to such properties has to be ascertained in a separate manner. As an example we may refer to Heijmans (1984) who considers both the transient behavior and some properties of the stable $i$-state distribution (the dominant eigenfunction of the forward equation), as well as the eventual convergence of the $p$-state towards this distribution, for a model of satiation dependent predatory behavior.
(iii) The proofs in this paper only apply to the linear time-invariant case, i.e., we did not allow any direct or indirect interactions between the individuals. Ultimately, we will wish to extend the limit theorems to the nonlinear case as well. After all, the greatest strength of the structured population methodology is that it allows us for the first time to incorporate various biologically realistic mechanisms for density dependent population regulation, such as a feedback through the limiting of individual growth by food shortage, into analytically formulated population models. Two approaches are possible. Either we could take recourse to direct nonlinear extensions of the Trotter-Kato theorem (compare, e.g., Clément, Heijmans et al. (1987, § 2.3)), or we could try to fall back on the specific mathematical structure of the equations of structured populations, whose main property is that for a given course of the environment the equations are linear (but time-inhomogeneous). Abstractly, such equations take the form

$$
\begin{equation*}
\frac{d n}{d t}(t)=A_{\varepsilon}(E(t)) n(t), \quad n(0)=\phi \in X \tag{4.1}
\end{equation*}
$$

Here the vector $E(t)$ describes the environment at time $t$, and can be calculated as the p-output

$$
E(t)=\langle n(t), \xi\rangle
$$

for some $\xi \in X^{*}$. Assuming that, for a given input $E(\cdot)$, the linear time-inhomogeneous equation (4.1) has a solution $n(\cdot)$ we can compute the $p$-output

$$
\tilde{E}(t)=\langle n(t), \xi\rangle .
$$

Solving (4.1) amounts to solving the fixed-point equation

$$
\tilde{E}(\cdot)=E(\cdot)
$$

This fixed-point equation still depends on the parameter $\varepsilon$. If this dependence is continuous (in a sense to be specified) then we might expect that the same is true for its solution.

However, all this is music of a distant future as only the first hesitant steps toward a proof of existence and uniqueness theorems for somewhat more general structured population models of the form (4.1) are being taken at this very moment. Therefore the present paper should only be considered as an introduction to the fascinating problem of putting a more rigorous basis under the structured population methodology.
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# SOME BLOWUP RESULTS FOR A NONLINEAR PARABOLIC EQUATION WITH A GRADIENT TERM* 
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$$
\begin{aligned}
& \text { Abstract. Under some conditions, a blowup result is proved for the solution } u \text { of: } \\
& \qquad \begin{array}{l}
u_{t}=\Delta u-|\nabla u|^{q}+|u|^{p-1} u, \quad t>0, \quad x \in \Omega, \\
\\
u(t, x)=0, \quad t>0, \quad x \in \Gamma, \\
\\
u(0, x)=\varphi(x), \quad x \in \Omega .
\end{array}
\end{aligned}
$$

The associated elliptic problem is also studied.
Key words. blowup, nonlinear parabolic equations
AMS(MOS) subject classifications. $35 \mathrm{~K} 60,35 \mathrm{~B} 35,35 \mathrm{~B} 60$

1. Introduction. In this paper we study the solution of the following semilinear parabolic problem:

$$
\begin{array}{ll}
u_{t}=\Delta u-|\nabla u|^{q}+|u|^{p-1} u, & t>0, \quad x \in \Omega, \\
u(t, y)=0, & t>0, \quad y \in \Gamma,  \tag{1.1}\\
u(0, x)=\phi(x), & x \in \Omega .
\end{array}
$$

Here $\Omega \subset \mathbf{R}^{N}$ is a bounded domain with smooth boundary $\Gamma, u=u(t, x), \Delta$ and $\nabla$ apply only to the spatial variables, and $p>1$ and $q>1$ are fixed (finite) parameters. Our main goal is to show that under appropriate conditions on $q, p$, and $n$, there exists a suitable initial value $\phi$ so that the corresponding solution of (1.1) blows up in a finite time.

In the case where there is no gradient term, i.e.,

$$
\begin{array}{ll}
u_{t}=\Delta u+|u|^{p-1} u, & t>0, \quad x \in \Omega, \\
u(t, y)=0, & t>0, \quad y \in \Gamma,  \tag{1.2}\\
u(0, x)=\phi(x), & x \in \Omega,
\end{array}
$$

the following result due to Levine [35] has been known for some time (see also Ball [2]).
Theorem 1.1. Let $p>1$ and let $\phi: \bar{\Omega} \rightarrow R$ be sufficiently smooth (e.g., $C^{2}$ ) with $\left.\phi\right|_{\Gamma} \equiv 0$. If $\phi$ is large enough in the sense that its "energy,"

$$
\begin{equation*}
E(\phi)=\frac{1}{2}\|\nabla \phi\|_{2}^{2}-\frac{1}{p+1}\|\phi\|_{p+1}^{p+1}, \tag{1.3}
\end{equation*}
$$

is negative, then the corresponding solution of (1.2) blows up in finite time.
We remark that local existence of solutions for (1.2) follows by standard iteration methods (see, for example, Segal [28]) on the Banach space $C_{0}(\Omega)$. Thus, if the existence time $T$ of the maximal solution to (1.2) is finite, i.e., if the solution blows up in finite time $T$, then $\lim _{t \rightarrow T}\|u(t, \cdot)\|_{\infty}=\infty$.

[^63]In the past few years, a great deal of work has been done to study the precise behavior of solutions to (1.2) as $t$ approaches the finite blowup time (see [3], [12], [14]-[16], [24], [25], [29], [32], [33]). A corresponding theory is also being developed in the case where $|u|^{p-1} u$ in (1.2) is replaced by $\lambda e^{u}$ (see [4]-[8], [12], [22], [23], [30]).

We are naturally led to consider more general parabolic problems of the form

$$
\begin{equation*}
u_{t}=\Delta u+f(u, \nabla u) \tag{1.4}
\end{equation*}
$$

To our knowledge, there has not been much study of solutions to equations of the form (1.4) that blow up in finite time. (For an example, see [11].) Moreover, we are not aware of any finite-time blowup results that would apply to (1.1). Furthermore, the gradient term in (1.1) has a damping effect, working against blowup; and so it is not clear if problem (1.1) has solutions that blow up in finite time. Our goal is therefore somewhat modest: to find an analogue of Theorem 1.1 for problem (1.1).

Theorem 1.2. Let $1<q \leqq 2 p /(p+1)$ and let $\phi \in W^{3, s}(\Omega)$ for $s$ sufficiently large, $\phi$ not identically zero. In addition suppose the following:
(i) $\phi=0$ on $\Gamma$;
(ii) $\Delta \phi-|\nabla \phi|^{q}+|\phi|^{p-1} \phi=0$ on $\Gamma$;
(iii) $\phi \geqq 0$ in $\Omega$;
(iv) $\Delta \phi-|\nabla \phi|^{q}+\phi^{p} \geqq 0$ in $\Omega$;
(v) $E(\phi) \leqq 0$;
(vi) If $q<2 p /(p+1)$, then $\|\phi\|_{p+1}$ is sufficiently large;
(vii) If $q=2 p /(p+1)$, then $p$ is sufficiently large.

Then the corresponding solution of (1.1) blows up in finite time, in the $L^{\infty}$ norm.
The obvious difficulty with this result is that it is not at all clear if such a $\phi$ exists. A natural candidate for $\phi$ is a regular solution of the following elliptic problem:

$$
\begin{align*}
& \Delta \phi-|\nabla \phi|^{q}+\lambda \phi^{p}=0 \quad \text { in } \Omega, \\
& \phi>0 \quad \text { in } \Omega,  \tag{1.5}\\
& \phi=0 \text { on } \Gamma,
\end{align*}
$$

where $\lambda>0$ is sufficiently small.
Theorem 1.3. Let $\Omega=B_{R}=\left\{x \in \mathbf{R}^{n}:|x|<R\right\}$. Suppose $1<q<2 p /(p+1)$ and (if $n \geqq 3), p<(n+2) /(n-2)$. Then for all $\lambda>0$ there exists a regular solution $\phi$ of (1.5). If $\lambda$ is sufficiently small, then $\phi$ satisfies conditions (i)-(vi) in Theorem 1.2.

Suppose $n=1$ and $q=2 p /(p+1)$. Then for all $\lambda>\lambda_{p}$, where

$$
\begin{equation*}
\lambda_{p}=\frac{(2 p)^{p}}{(p+1)^{2 p+1}} \tag{1.6}
\end{equation*}
$$

there exists a regular solution $\phi$ of (1.5). If in addition $\lambda \leqq 2 /(p+1)$, then $\phi$ satisfies conditions (i)-(v) in Theorem 1.2. ("Regular" above means regular enough to apply Theorem 1.2.)

The paper is organized as follows. In $\S 2$ we prove local existence and uniqueness, and regularity for problem (1.1) with initial values in an appropriate Sobolev space. Moreover, we indicate precisely the conditions on $s$ required for Theorem 1.2 and prove that conditions (i)-(iv) on $\phi$ imply $u(t, \cdot) \geqq 0$ and $u_{t}(t, \cdot) \geqq 0$ throughout the trajectory. In § 3 we prove Theorem 1.2, using energy arguments based on the methods found in Ball [2]. We have attempted to write $\S 3$ so that it is, at least formally, independent of the technicalities of § 2 . In $\S 4$ we begin the study of (1.5) and prove Theorem 1.3. Finally, in § 5 we present some additional results concerning (1.5). In particular, we show that the value of $\lambda_{p}$ claimed in Theorem 1.3 is in fact sharp,

We remark that the value $q=2 p /(p+1)$ is "critical" in many respects. The condition $q \leqq 2 p /(p+1)$ arises naturally in the energy arguments. When $q=2 p /(p+1)$, both (1.1) and (1.5) have the same scaling properties as the same equations without the gradient term; and the character of solutions to (1.5) changes considerably as $q$ is smaller than, equal to, or bigger than $2 p /(p+1)$.
2. Local existence and regularity for the evolution equation. In this section $\Omega \subset \mathbf{R}^{n}$ is a bounded domain with smooth boundary $\Gamma=\partial \Omega$. Also, $p$ and $q$ are fixed real numbers, strictly larger than 1 . Our goal is to construct a local theory for the parabolic problem (1.1). The first step is to write the corresponding variation of parameters integral equation

$$
\begin{equation*}
u(t)=e^{t \Delta} \phi+\int_{0}^{t} e^{(t-s) \Delta} J(u(s)) d s \tag{2.1}
\end{equation*}
$$

where $u(t)=u(t, \cdot)$ and $J=J_{1}+J_{2}$ with

$$
J_{1}(u)=-|\nabla u|^{q}, \quad J_{2}(u)=|u|^{p-1} u .
$$

Also, $e^{t \Delta}$ denotes the heat semigroup on $\Omega$ with Dirichlet boundary conditions. Recall that for $1<s<\infty, e^{t \Delta}$ is an analytic, contraction, $C_{0}$ semigroup on $L^{s}=L^{s}(\Omega)$. Furthermore, the domain of its generator in $L^{s}$ is

$$
D_{s}(\Delta)=W^{2, s}(\Omega) \cap W_{0}^{1, s}(\Omega)
$$

Moreover, it is known [10] that $e^{t \Delta}$ restricts to a $C_{0}$ semigroup on $W_{0}^{1, s}(\Omega), 1<s<\infty$.
We will construct a local theory for the integral equation (2.1) in the Banach space $W_{0}^{1, s}=W_{0}^{1, s}(\Omega), s$ sufficiently large, using the framework developed in [31]. Note that for suitable $r_{1}, r_{2} \geqq 1$,

$$
J_{1}: W_{0}^{1, s} \rightarrow L^{r_{1}}, \quad J_{2}: W_{0}^{1, s} \rightarrow L^{r_{2}}
$$

are continuously Fréchet differentiable maps, Lipschitz on bounded sets in $W_{0}^{1, s}$. Indeed, $r_{1}$ can clearly be chosen $s / q$, provided $s \geqq q$, and allowable values for $r_{2}$ can easily be computed by first determining when $W_{0}^{1, s}$ is embedded in $L^{r_{2} p}$. Moreover, if $1 \leqq r \leqq s<\infty$, then for $t>0$

$$
e^{t \Delta}: L^{r} \rightarrow W_{0}^{1, s}
$$

is bounded with norm bounded by $C t^{-\alpha}$, where

$$
\alpha=\frac{n}{2}\left(\frac{1}{r}-\frac{1}{s}\right)+\frac{1}{2}
$$

and $C$ can be chosen uniformly up to any finite time. (See [31, Lemma 4.1] and [1, Thm. 4.17].) Therefore, for each $t>0$, the map $K_{t} \equiv e^{t \Delta} J$ is a continuously Fréchet differentiable mapping of $W_{0}^{1, s}$ into itself, Lipschitz on bounded sets. To apply the results in [31], it suffices to choose $s$ so that $\alpha<1$ with both $r=r_{1} \geqq 1$ and $r=r_{2} \geqq 1$. Routine calculations (albeit somewhat tedious) show that this can be done if

$$
\begin{align*}
& s \geqq q, \quad s>n(q-1),  \tag{2.2}\\
& s \geqq n p /(n+p), \quad s>n(p-1) /(p+1) .
\end{align*}
$$

(The conditions on the left side of (2.2) come from the requirement that $r_{1}, r_{2} \geqq 1$; the conditions on the right side come from the requirement that $\alpha<1$ for both $r_{1}$ and $r_{2}$.) From now on we assume that $s$ satisfies (2.2). (Later we will need an additional assumption on s.) Thus, by Theorem 1 of [31], for every $\phi \in W_{0}^{1, s}$, there is a unique
maximal solution $u \in C\left(\left[0, T_{\phi}\right) ; W_{0}^{1, s}\right)$ to the integral equation (2.1). $T_{\phi}$ is the existence time of the solution starting at $\phi$; and if $T_{\phi}<\infty$, then $\|u(t)\|_{w_{0}^{1, s}} \rightarrow \infty$ as $t \rightarrow T_{\phi}$.

We remark that if $q<2$, then a local theory for the integral equation (2.1) can be constructed in $L^{r}(\Omega)$, using the framework developed in [34]. In fact, Theorem 2 of [34] needs to be modified slightly to handle a nonlinearity of the form $J=J_{1}+J_{2}$. (Two spaces $E_{J_{1}}$ and $E_{J_{2}}$ are needed instead of just $E_{J .}$.) We omit the details and simply indicate that if

$$
\begin{align*}
& r>n(p-1) / 2,  \tag{2.2a}\\
& r>n(q-1) /(2-q), \quad q<2,
\end{align*}
$$

then we have local existence and uniqueness for (2.1) in $L^{r}$. In particular, if the existence time $T_{\phi}$ is finite, then $\|u(t, \cdot)\|_{r} \rightarrow \infty$ as $t \rightarrow T_{\phi}$. It follows, of course, that $\|u(t, \cdot)\|_{\infty} \rightarrow \infty$ as $t \rightarrow T_{\phi}$. Since $q \leqq 2 p /(p+1)$ implies $q<2$, this is the case under the hypotheses of Theorem 1.2.

We would like to show that if $\phi$ is sufficiently regular, then the resulting solution of (2.1) is also a solution of the original problem (1.1) and has some additional regularity properties. Recall that the integral equation (2.1) gives rise to a "semiflow" $W_{t}$ on $W_{0}^{1, s}$, i.e., $W_{t}$ takes $\phi \in W_{0}^{1, s}$ to its value at time $t$ under the action of (2.1). In other words, $W_{t} \phi=u(t)$, where $u(t)$ is the maximal solution in $W_{0}^{1, s}$ of (2.1) with initial value $\phi$. In particular, $W_{t} \phi$ is defined precisely for $t \in\left[0, T_{\phi}\right)$. The generator of the semiflow $W_{t}$ is

$$
\begin{equation*}
B \phi=\lim _{t \rightarrow 0^{+}} \frac{W_{t} \phi-\phi}{t}, \tag{2.3}
\end{equation*}
$$

where the limit is taken in $W_{0}^{1, s}$. The domain of $B$, i.e., $D(B)$, is simply the set of $\phi \in W_{0}^{1, s}$ for which the limit (2.3) exists. Formally, $B=\Delta+J$, i.e.,

$$
\begin{equation*}
B \phi=\Delta \phi-|\nabla \phi|^{q}+|\phi|^{p-1} \phi . \tag{2.4}
\end{equation*}
$$

However, the characterization of $B$ and $D(B)$ in Theorem 3.1 of [31] is somewhat abstract, and some care is needed to describe $B$ and $D(B)$ in the present context. For technical convenience, we make the following additional restrictions on $s$ :

$$
\begin{equation*}
s \geqq 2 q, \quad s>n q . \tag{2.5}
\end{equation*}
$$

Proposition 2.1. Suppose $s \in \mathbf{R}$ satisfies (2.2) and (2.5). Let $W_{t}$ be the semiflow on $W_{0}^{1, s}$ resulting from the integral equation (2.1), with generator $B$ and domain $D(B)$. Then $D(B)$ is the set of all $\phi \in W^{3, s} \cap W_{0}^{1, s}$ such that

$$
\begin{equation*}
\Delta \phi-|\nabla \phi|^{q}+|\phi|^{p-1} \phi \in W_{0}^{1, s} . \tag{2.6}
\end{equation*}
$$

For $\phi \in D(B), B \phi$ is given by (2.4).
Proof. First suppose $\phi \in D(B)$. By Theorem 3.1(iv) in [31], it follows that

$$
\begin{equation*}
\Delta e^{t \Delta} \phi+e^{t \Delta}\left(-|\nabla \phi|^{q}+|\phi|^{p-1} \phi\right) \tag{2.7}
\end{equation*}
$$

converges strongly in $W_{0}^{1, s}$ to $B \phi$ as $t \rightarrow 0^{+}$. Now certainly $|\nabla \phi|^{q} \in L^{s / q}$ and, thanks to (2.5), $|\phi|^{p-1} \phi \in W_{0}^{1, s} \subset L^{s / q}$. Thus, the second term in (2.7) converges in $L^{s / q}$ as $t \rightarrow 0^{+}$ to $\left(-|\nabla \phi|^{q}+|\phi|^{p-1} \phi\right)$. Furthermore, again by (2.5), $\phi \in W_{0}^{1, s} \subset H_{0}^{1}(\Omega)$; and so $\Delta e^{t \Delta} \phi \rightarrow$ $\Delta \phi$ in $H^{-1}(\Omega)$ as $t \rightarrow 0^{+}$. Thus, the distributional limit of (2.7) as $t \rightarrow 0^{+}$is the desired expression

$$
\Delta \phi-|\nabla \phi|^{q}+|\phi|^{p-1} \phi
$$

This must be the same as the $W_{0}^{1, s}$ limit, which proves (2.6) and (2.4).

To prove that $\phi \in W^{3, s}$, note first that $B \phi \in W_{0}^{1, s} \subset L^{s / q}$ and $-|\nabla \phi|^{q}+|\phi|^{p-1} \phi \in$ $L^{s / q}$. Hence $\Delta \phi \in L^{s / q}$. Since $\phi \in W_{0}^{1, s / q}$, elliptic regularity gives us that $\phi \in W^{2, s / q}$. Therefore $\nabla \phi \in W^{1, s / q}$. Again by (2.5), $W^{1, s} \subset W^{1, s / q} \subset L^{\infty}$. Thus $|\nabla \phi|^{q}$ and $|\phi|^{p-1} \phi$ are both in $L^{\infty}$. Since $B \phi \in W_{0}^{1, s} \subset L^{\infty}$, it follows that $\Delta \phi \in L^{\infty}$. Thus $\phi \in W^{2, r}(\Omega)$ for every finite $r$. Therefore $|\nabla \phi|^{q}$ and $|\phi|^{p-1} \phi$ are both in $W^{1, s}$; and since $B \phi \in W^{1, s}$, we get that $\Delta \phi \in W^{1, s}$. By higher-order elliptic regularity (see, for example, [9, Thm. IX.32]), it follows that $\phi \in W^{3, s}$.

On the other hand, suppose $\phi \in W^{3, s} \cap W_{0}^{1, s}$ satisfies (2.6). To show that $\phi \in D(B)$, we must show, by Theorem 3.1(iv) in [31], that for all $t>0, e^{t \Delta} \phi$ is in the domain of $\Delta$ as a semigroup generator in $W_{0}^{1, s}$ and that (2.7) has a limit in $W_{0}^{1, s}$ as $t \rightarrow 0^{+}$. Now $e^{t \Delta}$ is an analytic semigroup on $L^{s}$. Thus, $e^{t \Delta}$ restricts us to an analytic semigroup on $D_{s}(\Delta)$, considered as a Banach space with its graph norm. Since $\phi \in D_{s}(\Delta)=$ $W^{2, s} \cap W_{0}^{1, s}$, it follows that for all $t>0, e^{t \Delta} \phi$ is in the domain of $\Delta$ as a semigroup generator in $D_{s}(\Delta)$. Since $D_{s}(\Delta)$ is continuously embedded in $W_{0}^{1, s}, e^{t \Delta} \phi$ is in the domain of $\Delta$ as a semigroup generator in $W_{0}^{1, s}$. Finally, again since $\phi \in D_{s}(\Delta), \Delta e^{t \Delta} \phi=$ $e^{t \Delta} \Delta \phi$, where both expressions make sense in $L^{s}$. Consequently, (2.7) equals

$$
e^{t \Delta}\left(\Delta \phi-|\nabla \phi|^{q}+|\phi|^{p-1} \phi\right),
$$

which clearly has a limit in $W_{0}^{1, s}$ as $t \rightarrow 0^{+}$because of (2.6).
Remark. The proof above shows that Proposition 2.1 remains correct if $W^{3, s}$ is replaced by $W^{2, s}$. Higher-order elliptic regularity allowed us to conclude $\phi \in W^{3, s}$.

Proposition 2.2. Under the same conditions as in Proposition 2.1, let $\phi \in D(B)$ and $u(t)=W_{t} \phi$; i.e., $u(t)$ is the maximal solution of (2.1). Then we have the following:
(i) $u \in C^{1}\left(\left[0, T_{\phi}\right) ; W_{0}^{1, s}\right)$ and

$$
\begin{equation*}
u^{\prime}(t)=\Delta u(t)-|\nabla u(t)|^{q}+|u(t)|^{p-1} u(t) \tag{2.8}
\end{equation*}
$$

where each term on the right side of $(2.8)$ is in $C\left(\left[0, T_{\phi}\right) ; L^{s / q}\right)$;
(ii) $u \in C\left(\left[0, T_{\phi}\right) ; W^{2, s / q}\right)$;
(iii) $\|u(t)\|_{\infty}$ and $\|\nabla u(t)\|_{\infty}$ are bounded on any interval $[0, T]$ with $T<T_{\phi}$.

Proof. By Theorem 2.2 in [31], $u \in C^{1}\left(\left[0, T_{\phi}\right) ; W_{0}^{1, s}\right), u(t) \in D(B)$ for all $t \in\left[0, T_{\phi}\right)$, and $u^{\prime}(t)=B u(t)$. The previous proposition now implies (2.8). Furthermore, $|\nabla u(t)|^{q}$ and $|u(t)|^{p-1} u(t)$ are clearly continuous into $L^{s / q}$ (again using (2.5)), and since $B u(t)$ is continuous into $W_{0}^{1, s}$, it follows that $\Delta u(t)$ is continuous into $L^{s / q}$. This proves (i).

Since $u(t) \in D(B)$, the previous proposition implies $u(t) \in W^{2, s / q} \cap W_{0}^{1, s / q}$. Also $u(t)$ and $\Delta u(t)$ are both continuous in $L^{s / q}$. Since the graph norm for $\Delta$ on $W^{2, s / q} \cap$ $W_{0}^{1, s / q}$ is equivalent to the $W^{2, s / q}$ norm, it follows that $u(t)$ is continuous into $W^{2, s / q}$, which proves (ii).

Finally, (iii) follows easily since $W^{1, s / q}$ is continuously embedded in $L^{\infty}$, thanks to assumption (2.5).

Proposition 2.3. Under the same conditions as in Proposition 2.1, let $\phi \in W_{0}^{1, s}$ with $\phi \geqq 0$ almost everywhere in $\Omega$. Then $u(t)=W_{t} \phi \geqq 0$ for all $t \in\left[0, T_{\phi}\right)$.

Proof. Any $\phi \geqq 0$ in $W_{0}^{1, s}$ can be approximated in $W_{0}^{1, s}$ by nonnegative $C^{\infty}$ functions with compact support in $\Omega$, in particular by nonnegative functions in $D(B)$. By the continuity properties of the semiflow $W_{t}$ (see [31, Thm. 1]), we may therefore assume $\phi \geqq 0$ is in $D(B)$. (In fact, we only need the result for $\phi \in D(B)$.)

Multiplying (2.8) by

$$
u(t)^{-} \equiv \frac{|u(t)|-u(t)}{2}
$$

and integrating over $\Omega$ yields

$$
\int u^{\prime} u^{-}=\int(\Delta u) u^{-}-\int|\nabla u|^{q} u^{-}+\int|u|^{p-1} u u^{-},
$$

where we have suppressed the dependence on $t$. By the previous proposition, we clearly have $u \in C^{1}\left(\left(0, T_{\phi}\right) ; L^{2}\right)$ and $u \in C\left(\left(0, T_{\phi}\right) ; H_{0}^{1}\right)$. Thus

$$
\int u^{\prime} u^{-}=-\frac{1}{2} \frac{d}{d t} \int\left(u^{-}\right)^{2}
$$

and

$$
\int(\Delta u) u^{-}=\int\left|\nabla u^{-}\right|^{2}
$$

The first formula above follows from the definition of $u^{-}$(multiply out $\left.\left(u^{-}\right)^{2}\right)$ and the second formula from well-known facts about $\nabla u^{-}[17, \S 7.4]$. We now restrict ourselves to $t \in[0, T]$ for a fixed $T<T_{\phi}$. By part (iii) of the previous proposition, there is a constant $C=C(T)$ such that

$$
\int|u|^{p}\left|u^{-}\right| \leqq C \int\left|u^{-}\right|^{2}
$$

and

$$
\begin{aligned}
\int|\nabla u|^{q}\left|u^{-}\right| & \leqq C \int\left|\nabla u^{-}\right|\left|u^{-}\right| \\
& \leqq \varepsilon C \int\left|\nabla u^{-}\right|^{2}+C_{\varepsilon} C \int\left|u^{-}\right|^{2}
\end{aligned}
$$

where $\varepsilon>0$ is arbitrary, but $C_{\varepsilon}$ depends on the choice of $\varepsilon$. Putting all this together, and choosing $\varepsilon>0$ so that $\varepsilon C \leqq 1$, we get that for $t \in(0, T]$,

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} \int\left|u^{-}\right|^{2} & \leqq-\int\left|\nabla u^{-}\right|^{2}+\varepsilon C \int\left|\nabla u^{-}\right|^{2}+C_{\varepsilon} C \int\left|u^{-}\right|^{2} \\
& \leqq C_{\varepsilon} C \int\left|u^{-}\right|^{2} .
\end{aligned}
$$

Since $u^{-} \in C\left([0, T] ; L^{2}\right)$ and $u(0)^{-}=\phi^{-}=0$, Gronwall's lemma now implies $\int\left|u^{-}\right|^{2}=0$ for all $t \in[0, T]$. Since $T<T_{\phi}$ is arbitrary, we see that $u(t)^{-}=0$ for all $t \in\left[0, T_{\phi}\right)$.

For the energy arguments in the next section we need not only $u(t) \geqq 0$, but also $u^{\prime}(t) \geqq 0$, throughout the trajectory. To prove this with the weak maximum principle methods of previous proof, we need some higher-order regularity in $t$. We begin with the following lemma. Its proof is modeled on the proof of Theorem 3 in [20]. (See also [31, Prop. 1.2].)

Lemma 2.4. Under the same conditions as in Proposition 2.1, let $\phi \in D(B)$ and $u(t)=W_{t} \phi \in C^{1}\left(\left[0, T_{\phi}\right) ; W_{0}^{1, s}\right)$. Denote $v(t)=u^{\prime}(t)$, so $v \in C\left(\left[0, T_{\phi}\right) ; W_{0}^{1, s}\right)$. Then for any compact subinterval $[\varepsilon, T] \subset\left(0, T_{\phi}\right), v:[\varepsilon, T] \rightarrow W_{0}^{1, s}$ is Hölder continuous.

Proof. By Theorem 2.2 of [31], $v(t)$ satisfies the following integral equation:

$$
\begin{align*}
& v(t)=e^{t \Delta}(B \phi)-q \int_{0}^{t} e^{(t-s) \Delta}\left(|\nabla u(s)|^{q-2} \nabla u(s) \cdot \nabla v(s)\right) d s \\
& \quad+p \int_{0}^{t} e^{(t-s) \Delta}|u(s)|^{p-1} v(s) d s . \tag{2.9}
\end{align*}
$$

Since $B \phi \in W_{0}^{1, s} \subset L^{s}$ and $e^{t \Delta}$ is an analytic semigroup on $L^{s}$, it follows that $e^{t \Delta}(B \phi)$ is in $C^{1}\left((0, \infty) ; D_{s}(\Delta)\right)$ and thus is certainly Hölder continuous in $W_{0}^{1, s}$ on [ $\varepsilon, T$ ]. Thus, it suffices to show that the two integral terms are Hölder continuous on $[\varepsilon, T]$. We consider only the first one, the second one being easier to handle.

By Proposition 2.2 (ii) and the fact that $W^{1, s / q} \subset L^{\infty}$ by (2.5), we have that $\nabla u$, and hence $|\nabla u|^{q-2} \nabla u$ must be in $C\left([0, T] ; L^{\infty}\right)$. (Obviously, we mean that $|\nabla u|^{q-2} \nabla u=0$ in the case where $|\nabla u|=0$. This presents no problem since $q>1$.) Moreover, $\nabla v$ is clearly in $C\left([0, T] ; L^{s}\right)$. Therefore

$$
\begin{equation*}
w(t) \equiv|\nabla u(t)|^{q-2} \nabla u(t) \cdot \nabla v(t) \tag{2.10}
\end{equation*}
$$

is in $C\left([0, T] ; L^{s}\right)$. Let

$$
z(t)=\int_{0}^{t} e^{(t-s) \Delta} w(s) d s
$$

Since $W_{0}^{1, s}=D_{s}(\sqrt{-\Delta})$, the domain of $\sqrt{-\Delta}$ in $L^{s}$ (see [26], [27]), to show that $z(t)$ is Hölder continuous in $W_{0}^{1, s}$ it suffices to show $\sqrt{-\Delta} z(t)$ Hölder continuous in $L^{s}$. For $0 \leqq t<t+\tau \leqq T$, we have

$$
\begin{aligned}
\sqrt{-\Delta}(z(t+\tau)-z(t))= & \sqrt{-\Delta}\left(e^{\tau \Delta}-I\right) \int_{0}^{t} e^{(t-s) \Delta} w(s) d s \\
& +\sqrt{-\Delta} \int_{0}^{\tau} e^{s \Delta} w(t+\tau-s) d s \\
= & \left(e^{\tau \Delta}-I\right)(-\Delta)^{-\alpha} \int(-\Delta)^{\alpha+1 / 2} e^{(t-s) \Delta} w(s) d s \\
& +\int_{0}^{\tau}(-\Delta)^{1 / 2} e^{s \Delta} w(t+\tau-s) d s,
\end{aligned}
$$

where $0<\alpha<\frac{1}{2}$. Using the facts [21, Thms. 11.3, 12.1] that for $t \in(0, T]$ and $0<\nu<1$

$$
\left\|(-\Delta)^{\nu} e^{t \Delta}\right\|_{s} \leqq C t^{-\nu}, \quad\left\|\left(e^{t \Delta}-I\right)(-\Delta)^{-\nu}\right\|_{s} \leqq C t^{\nu}
$$

we deduce that

$$
\begin{aligned}
\|\sqrt{-\Delta}(z(t+\tau)-z(t))\|_{s} \leqq C \tau^{\alpha} & \int_{0}^{t}(t-s)^{-\alpha-1 / 2} d s \sup _{[0, T]}\|w(t)\|_{s} \\
& +C \int_{0}^{\tau} s^{-1 / 2} d \sup _{[0, T]}\|w(t)\|_{s} .
\end{aligned}
$$

This proves the Hölder continuity of $\sqrt{-\Delta} z(t)$ in $L^{s}$ and thereby completes the proof of the lemma.

Remark. For the above result we do not need the rather strong result that $W_{0}^{1, s}=$ $D_{s}(\sqrt{-\Delta})$. The easier result that $D_{s}\left((-\Delta)^{\nu}\right)$ is continuously embedded in $W_{0}^{1, s}$ [21, Thm. 9.2] can be used with only a slight modification of the proof.

Proposition 2.5. Under the same conditions and with the same notation of Lemma 2.4, we have that $v \in C^{1}\left(\left(0, T_{\phi}\right) ; L^{s / q}\right)$ and

$$
\begin{equation*}
v^{\prime}(t)=\Delta v(t)-q|\nabla u(t)|^{q-2} \nabla u(t) \cdot \nabla v(t)+p|u(t)|^{p-1} v(t) . \tag{2.11}
\end{equation*}
$$

Proof. Since $\phi \in D(B), u \in C^{1}\left[\left(0, T_{\phi}\right) ; W_{0}^{1, s}\right)$, and so $\nabla u \in C^{1}\left(\left[0, T_{\phi}\right) ; L^{s}\right)$. Furthermore, by the previous lemma $\nabla v$ is Hölder continuous in $L^{s}$ on $[\varepsilon, T]$. It follows that $w(t)$ given by (2.10) is Hölder continuous in $L^{s / q}$ on $[\varepsilon, T]$. Similarly, $|u|^{p-1} v$ is Hölder continuous in $L^{s / q}$ on $[\varepsilon, T]$.

We now consider the integral equation (2.9) as an equation in $L^{s / q}$. The semigroup is analytic in $L^{s / q}$ and the two integrands (not including $\left.e^{(t-s) \Delta}\right)$ are both Hölder continuous functions into $L^{s / q}$ on any compact subinterval $[\varepsilon, T] \subset\left(0, T_{\phi}\right)$. The result now follows from well-known properties of analytic semigroups. (See, for example, [19, Thm. 1.27, Chap. IX]).

We are now able to prove the desired positivity of $u^{\prime}(t)$.
Proposition 2.6. Suppose $s \in \mathbf{R}$ satisfies (2.2) and (2.5) and that $\phi$ is in $D(B)$. Let $u(t)=W_{t} \phi$ and $v(t)=u^{\prime}(t)$, and suppose further that $v(0)=u^{\prime}(0)=B \phi \geqq 0$. Then $u^{\prime}(t) \geqq 0$ for all $t \in\left[0, T_{\phi}\right)$.

Proof. We know that $v \in C\left(\left[0, T_{\phi}\right) ; W_{0}^{1, s}\right) \subset C\left(\left[0, T_{\phi}\right) ; H_{0}^{1}\right)$ and that $v \in$ $C^{1}\left(\left(0, T_{\phi}\right) ; L^{s / q}\right) \subset C^{1}\left(\left(0, T_{\phi}\right) ; L^{2}\right)$. Thus, multiplying (2.11) by $v(t)^{-}$and integrating over $\Omega$ yields

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} \int\left|v^{-}\right|^{2} & =-\int\left|\nabla v^{-}\right|^{2}+q \int|\nabla u|^{q-2} \nabla u \cdot \nabla v\left(v^{-}\right)-p \int|u|^{p-1} v v^{-} \\
& \leqq-\int\left|\nabla v^{-}\right|^{2}+C \int\left|\nabla v^{-} \| v^{-}\right|+C \int\left|v^{-1}\right|^{2}
\end{aligned}
$$

where we use Proposition 2.2(iii) to estimate $\nabla u$ and $u$, and $C$ can be chosen uniformly for $t \in(0, T], T<T_{\phi}$. The proof is completed exactly as in the proof of Proposition 2.3.
3. Energy arguments. In this section we prove Theorem 1.2. Throughout this section, $\Omega, \Gamma, p$, and $q$ are as in the Introduction, and we assume $s \in \mathbf{R}$ satisfies (2.2) and (2.5). Also, we take $\phi \in W^{3, s}$, not identically zero, satisfying hypotheses (i)-(iv) of Theorem 1.2. In the language of $\S 2$, that means $\phi \in D(B) \subset W_{0}^{1, s}$ with $\phi \geqq 0$ and $B \phi \geqq 0 . T_{\phi}$ is the existence time of the maximal solution $u(t)$ of the integral equation (2.1). By Propositions 2.2, 2.3, and $2.6, u \in C^{1}\left(\left[0, T_{\phi}\right) ; W_{0}^{1, s}\right)$, satisfying equation (2.8), with $u(t) \geqq 0$ and $u^{\prime}(t) \geqq 0$ for all $t \in\left[0, T_{\phi}\right)$.

Lemma 3.1. The energy of the solution $u(t)$,

$$
E(u(t))=\frac{1}{2}\|\nabla u(t)\|_{2}^{2}-\frac{1}{p+1}\|u(t)\|_{p+1}^{p+1}
$$

is a nonincreasing function of $t \in\left[0, T_{\phi}\right)$.
Proof. Since $u \in C^{1}\left(\left[0, T_{\phi}\right) ; W_{0}^{1, s}\right)$ and, by (2.5), $W_{0}^{1, s} \subset H_{0}^{1}$ and $W_{0}^{1, s} \subset L^{\infty}$, it follows that $E(u(t))$ is a $C^{1}$ function of $t \in\left[0, T_{\phi}\right)$. We easily calculate from (2.8) that

$$
\begin{aligned}
\frac{d}{d t} E(u(t)) & =\left\langle-\Delta u(t), u^{\prime}(t)\right\rangle-\left\langle u(t)^{p}, u^{\prime}(t)\right\rangle \\
& \left.=-\left.\left\langle u^{\prime}(t)+\right| \nabla u(t)\right|^{q}, u^{\prime}(t)\right\rangle \\
& \leqq 0
\end{aligned}
$$

Lemma 3.2. Suppose $E(\phi)=E(u(0)) \leqq 0$ and that $q \leqq 2 p /(p+1)$. Then for all $t \in\left[0, T_{\phi}\right)$

$$
\left.|\langle u(t),| \nabla u(t)|^{q}\right\rangle \left\lvert\, \leqq\left(\frac{2}{p+1}\right)^{q / 2} C(p, q)\|u(t)\|_{p+1}^{p+1-\alpha}\right.
$$

where

$$
\alpha=p-\frac{q(p+1)}{2} \geqq 0
$$

and $C(p, q)=1$ in case $q=2 p /(p+1)$.

Proof. From Hölder's inequality, it follows that

$$
\begin{aligned}
\left.\mid\left.\langle u,| \nabla u\right|^{q}\right\rangle & \leqq\|u\|_{p+1}\left\||\nabla u|^{q}\right\|_{(p+1) / p} \\
& =\|u\|_{p+1}\|\nabla u\|_{q(p+1) / p}^{q} .
\end{aligned}
$$

Since $q \leqq 2 p /(p+1)$, we have $q(p+1) / p \leqq 2$; and so

$$
\left.|\langle u,| \nabla u|^{q}\right\rangle \mid \leqq C(p, q)\|u\|_{p+1}\|\nabla u\|_{2}^{q},
$$

where $C(p, q)=1$ if $q=2 p /(p+1)$.
By the previous lemma $E(u(t)) \leqq 0$ for all $t \in\left[0, T_{\phi}\right)$, or

$$
\|\nabla u\|_{2}^{q} \leqq\left(\frac{2}{p+1}\right)^{q / 2}\|u\|_{p+1}^{q(p+1) / 2} .
$$

The result follows by combining the last two inequalities.
Proof of Theorem 1.2. Suppose to the contrary that $T_{\phi}=\infty$. Let $F(t)=\|u(t)\|_{2}^{2}$. Then $F \in C^{1}([0, \infty)), F(0)=\|\phi\|_{2}^{2}>0$, and

$$
\begin{aligned}
F^{\prime}(t) & =2\left\langle u(t), u^{\prime}(t)\right\rangle \\
& \left.=-2\|\nabla u(t)\|_{2}^{2}-\left.2\langle u(t),| \nabla u(t)\right|^{q}\right\rangle+2\|u(t)\|_{p+1}^{p+1} \\
& \left.=-4 E(t)+2\left(\frac{p-1}{p+1}\right)\|u(t)\|_{p+1}^{p+1}-\left.2\langle u,| \nabla u\right|^{q}\right\rangle \\
& \geqq 2\left(\frac{p-1}{p+1}\right)\|u(t)\|_{p+1}^{p+1}-2\left(\frac{2}{p+1}\right)^{q / 2} C(p, q)\|u(t)\|_{p+1}^{p+1-\alpha},
\end{aligned}
$$

where we have used Lemma $3.1(E(u(t)) \leqq E(\phi) \leqq 0)$ and Lemma 3.2. Continuing the calculation, we have

$$
\begin{aligned}
F^{\prime}(t) & \geqq 2\|u(t)\|_{p+1}^{p+1}\left[\left(\frac{p-1}{p+1}\right)-\left(\frac{2}{p+1}\right)^{q / 2} C(p, q)\|u(t)\|_{p+1}^{-\alpha}\right] \\
& \geqq C F(t)^{(p+1) / 2}\left[\left(\frac{p-1}{p+1}\right)-\left(\frac{2}{p+1}\right)^{q / 2} C(p, q)\|u(t)\|_{p+1}^{-\alpha}\right] .
\end{aligned}
$$

Suppose first $q<2 p /(p+1)$ and that $\|\phi\|_{p+1}$ is sufficiently large so that

$$
\left(\frac{p-1}{p+1}\right)-\left(\frac{2}{p+1}\right)^{q / 2} C(p, q)\|\phi\|_{p+1}^{-\alpha} \equiv k>0 .
$$

Then since $u^{\prime}(t) \geqq 0$, it follows that

$$
F^{\prime}(t) \geqq k C F(t)^{(p+1) / 2}
$$

for all $t \in[0, \infty)$. Since $(p+1) / 2>1$, this is impossible for a function $F \in C^{1}([0, \infty))$ with $F(0)>0$. This contradiction shows $T_{\phi}<\infty$.

Now suppose $q=2 p /(p+1)$. Then $C(p, q)=1$ and $\alpha=0$, so

$$
F^{\prime}(t) \geqq C F(t)^{(p+1) / 2}\left[\left(\frac{p-1}{p+1}\right)-\left(\frac{2}{p+1}\right)^{p /(p+1)}\right] .
$$

This again yields a contradiction if $p$ is large enough that the coefficient above is positive.
Remark. The expression

$$
\left(\frac{p-1}{p+1}\right)-\left(\frac{2}{p+1}\right)^{p /(p+1)}
$$

is increasing in $p$ for $1<p<\infty$ with limit 1 as $p \rightarrow \infty$. Thus, if we let $p_{*}$ be its unique zero in this range, then the above argument works for all $p>p_{*}$. An easy computation shows $3.3<p_{*}<3.4$.
4. The elliptic problem. For the moment, $\Omega, \Gamma, p$, and $q$ are as in the Introduction. Also, $\lambda$ is always positive. Our goal is first to show the connection between the elliptic problem (1.5) and the hypotheses of Theorem 1.2. Then for $\Omega=B_{R}$ we will study the existence of solutions to (1.5). Together, this will prove Theorem 1.3.

Proposition 4.1. Let $2 \leqq s<\infty$ and suppose $\phi \in W^{2, s}(\Omega)$ is a solution of (1.5) with $\lambda \leqq 2 /(p+1)$. Then $\phi$ satisfies hypotheses (i)-(v) of Theorem 1.2. If in addition s satisfies (2.5), then $\phi \in W^{3, s}$.

Proof. Hypotheses (i) and (iii) are stated in (1.5), and so there is nothing to prove. Now

$$
\Delta \phi-|\nabla \phi|^{q}+\phi^{p}=(1-\lambda) \phi^{p},
$$

which immediately gives (ii) and (iv). Finally, since $\phi=0$ on $\Gamma$ implies $\phi \in W_{0}^{1, s}$,

$$
\begin{aligned}
E(\phi) & =\frac{1}{2}\|\Delta \phi\|_{2}^{2}-\frac{1}{p+1}\|\phi\|_{p+1}^{p+1} \\
& =-\frac{1}{2} \int_{\Omega} \phi \Delta \phi-\frac{1}{p+1} \int_{\Omega} \phi^{p+1} \\
& =-\frac{1}{2} \int_{\Omega} \phi|\nabla \phi|^{q}-\left(\frac{1}{p+1}-\frac{\lambda}{2}\right) \int_{\Omega} \phi^{p+1} .
\end{aligned}
$$

Thus $E(\phi) \leqq 0$ because $\lambda \leqq 2 /(p+1)$. The regularity of $\phi$ follows exactly as in the proof of Proposition 2.1. Simply note at the start that, thanks to (2.5), $\phi^{p} \in W_{0}^{1, s}$ and so

$$
B \phi=(1-\lambda) \phi^{p} \in W_{0}^{1, s}
$$

Proposition 4.2. Assume that $p \leqq(n+2) /(n-2)$. (If $n=1$ or 2 , this condition is vacuous.) Suppose that $\phi_{k} \in H_{0}^{1}, k=1,2,3, \cdots$, satisfy

$$
\begin{equation*}
\Delta \phi_{k}+\lambda_{k} \phi_{k}^{p} \geqq 0, \quad \phi_{k} \geqq 0, \quad \phi_{k} \not \equiv 0, \tag{4.1}
\end{equation*}
$$

where $\lambda_{k}>0$ and $\lambda_{k} \rightarrow 0$ as $k \rightarrow \infty$. Then $\left\|\phi_{k}\right\|_{p+1} \rightarrow \infty$ as $k \rightarrow \infty$.
Proof. Suppose not. Then, by passing to a subsequence, we may assume $\left\|\phi_{k}\right\|_{p+1} \leqq$ $M$ independent of $k$. Let $\left\|\phi_{k}\right\|_{p+1}=N_{k}$ and

$$
\psi_{k}=\phi_{k} / N_{k} .
$$

Obviously $\left\|\psi_{k}\right\|_{p+1}=1$. $\left(N_{k} \neq 0\right.$ since $\phi_{k} \not \equiv 0$.) Moreover, multiplying the inequality in (4.1) by $\phi_{k}$ and integrating over $\Omega$, we have that

$$
\left\|\nabla \phi_{k}\right\|_{2}^{2} \leqq \lambda_{k}\left\|\phi_{k}\right\|_{p+1}^{p+1}
$$

or

$$
\left\|\nabla \psi_{k}\right\|_{2}^{2} \leqq \lambda_{k} N_{k}^{p-1}\left\|\psi_{k}\right\|_{p+1}^{p+1} .
$$

Since $\left\|\psi_{k}\right\|_{p+1}=1, N_{k} \leqq M$, and $\lambda_{k} \rightarrow 0$, it follows that $\left\|\nabla \psi_{k}\right\|_{2} \rightarrow 0$ as $k \rightarrow \infty$, i.e., $\psi_{k} \rightarrow 0$ in $H_{0}^{1}(\Omega)$ as $k \rightarrow \infty$. However, the condition on $p$ implies that $H_{0}^{1}(\Omega)$ is embedded in $L^{p+1}$, and so $\psi_{k} \rightarrow 0$ in $L^{p+1}$. This contradicts the fact that $\left\|\psi_{k}\right\|_{p+1}=1$, thereby proving the proposition.

The following corollary to the above two propositions states explicitly how solutions of (1.5) yield solutions of (1.1) that blow up in finite time.

Corollary 4.3. Assume $s \in \mathbf{R}$ satisfies (2.2) and (2.5). Suppose first that $1<q<$ $2 p /(p+1)$ and that $1<p<(n+2) /(n-2)(1<p<\infty$ if $n=1$ or 2$)$. If $\phi \in W^{2, s}$ is a solution of (1.5) with $\lambda$ sufficiently small, then $\phi$ satisfies all the hypotheses of Theorem 1.2; and so the solution of (1.1) with initial value $\phi$ blows up in finite time.

Suppose next that $q=2 p /(p+1)$ with $p>p_{*}$. (See the remark at the end of §3.) If $\phi \in W^{2, s}$ is a solution of (1.5) with $\lambda \leqq 2 /(p+1)$, then $\phi$ satisfies all the hypotheses of Theorem 1.2; and so the solution of (1.1) with initial value $\phi$ blows up in finite time.

Now we let $\Omega=B_{R}=\left\{x \in \mathbf{R}^{n}:|x|<R\right\}$, and we look for solutions of (1.5) on $B_{R}$. In fact we are going to look for radially symmetric solutions of (1.5). This is not a genuine restriction, because the techniques of [13] can be used to show that any solution of (1.5) in $B_{R}$ must be radially symmetric. We are therefore led to consider the following initial value problem:

$$
\begin{align*}
& u^{\prime \prime}(r)+\frac{n-1}{r} u^{\prime}(r)-\left|u^{\prime}(r)\right|^{q}+\lambda|u(r)|^{p}=0, \quad r>0, \\
& u(0)=a>0, \quad u^{\prime}(0)=0 . \tag{4.2}
\end{align*}
$$

If $u \in C^{2}([0, R])$ is a solution of (4.2) with $u(r)>0$ for $0 \leqq r<R$ and $u(R)=0$, then $\phi(x)=u(|x|)$ is the desired solution of (1.5). (Note that, for the rest of the paper, we will no longer be directly concerned with problem (1.1). Thus, the letter " $u$ " will henceforth be used to denote solutions of (4.2).)

Proposition 4.4. Fix $\lambda>0$. For every $a>0$ there exists a (unique) maximal solution $u \in C^{2}\left(\left[0, R_{a}\right)\right)$ of (4.2). Furthermore, we have the following:
(i) $u^{\prime}(r)<0$ for all $r, 0<r<R_{a}$;
(ii) The function

$$
H(r)=\frac{1}{2} u^{\prime}(r)^{2}+\frac{\lambda}{p+1}|u(r)|^{p} u(r)
$$

is decreasing on $\left[0, R_{a}\right)$;
(iii) If $u(r)>0$ for all $0 \leqq r<R_{a}$, then $R_{a}=\infty$ and

$$
\lim _{r \rightarrow \infty} u(r)=0, \quad \lim _{r \rightarrow \infty} u^{\prime}(r)=0, \quad \lim _{r \rightarrow \infty} u^{\prime \prime}(r)=0 .
$$

Proof. We first prove the existence of a unique solution to (4.2) on some interval $[0, \varepsilon]$. Consider the system

$$
\begin{align*}
& u(r)=a+\int_{0}^{r} v(s) d s, \\
& v(r)=r^{-(n-1)} \int_{0}^{r} s^{n-1}\left(|v(s)|^{q}-\lambda|u(s)|^{p}\right) d s . \tag{4.3}
\end{align*}
$$

It is easy to see that a solution of (4.2) is also a solution of (4.3) with $v=u^{\prime}$. Indeed, simply multiply the equation in (4.2) by $r^{n-1}$ and integrate. On the other hand, by standard iteration techniques, there is certainly a unique solution $u, v \in C([0, \varepsilon])$ to (4.3) for some $\varepsilon>0$. Clearly, $u \in C^{1}([0, \varepsilon])$ with $u^{\prime}(r)=v(r)$. In particular, $u^{\prime}(0)=0$. Moreover, $v$ is immediately seen to be in $C^{1}((0, \varepsilon])$ and so $u \in C^{2}((0, \varepsilon])$ and satisfies (4.2). It remains to show that $u$ is $C^{2}$ at $r=0$, i.e., that $v$ is $C^{1}$ at $r=0$. From (4.3), l'Hôpital's rule easily gives

$$
v^{\prime}(0)=\lim _{r \rightarrow 0} \frac{v(r)}{r}=-\frac{\lambda a^{p}}{n} .
$$

On the other hand, from (4.2)

$$
\lim _{r \rightarrow 0} v^{\prime}(r)=\lim _{r \rightarrow 0} u^{\prime \prime}(r)=\frac{(n-1) \lambda a^{p}}{n}-\lambda a^{p}=-\frac{\lambda a^{p}}{n}
$$

Thus, $u \in C^{2}([0, \varepsilon])$.
Since for $r>0$, there are no singularities in (4.2), the solution on $[0, \varepsilon]$ can be locally continued to a maximal solution $u \in C^{2}\left(\left[0, R_{a}\right)\right)$. Since the continuation procedure treats (4.2) as a system $(u(r), v(r))$ with $u^{\prime}(r)=v(r)$, it follows that if $R_{a}<\infty$ then either $|u(r)| \rightarrow \infty$ or $\left|u^{\prime}(r)\right| \rightarrow \infty$ as $r \rightarrow R_{a}$.

To prove (i), note first that $u^{\prime}(0)=0$ and $u^{\prime \prime}(0)<0$. Hence $u^{\prime}(r)<0$ on some interval $(0, \delta)$. Let $r_{0}$ be the first positive zero of $u^{\prime}$. Then $u\left(r_{0}\right) \neq 0$ since, if $u\left(r_{0}\right)=u^{\prime}\left(r_{0}\right)=0$, it follows by uniqueness that $u(r) \equiv 0$. Consequently, from the equation in (4.2)

$$
u^{\prime \prime}\left(r_{0}\right)=-\lambda\left|u\left(r_{0}\right)\right|^{p}<0,
$$

which implies that $u^{\prime}(r)>0$ for $r$ in some interval $\left(r_{0}-\varepsilon, r_{0}\right)$. This contradicts the choice of $r_{0}$, and thereby proves (i).

Next, we compute easily that for $r>0$

$$
\begin{aligned}
H^{\prime}(r) & =u^{\prime}(r) u^{\prime \prime}(r)+\lambda|u(r)|^{p} u^{\prime}(r) \\
& =u^{\prime}(r)\left[-\left(\frac{n-1}{r}\right) u^{\prime}(r)+\left|u^{\prime}(r)\right|^{q}\right] \\
& <0
\end{aligned}
$$

This proves (ii).
Finally, if $u(r)>0$ for all $r \in\left[0, R_{a}\right)$, then $0<H(r) \leqq H(0)$ for all $r \in\left[0, R_{a}\right)$. Thus, $u(r)$ and $u^{\prime}(r)$ are a priori bounded and so $R_{a}=\infty$. Now $u^{\prime}(r)<0$ and $u(r)>0$. Hence,

$$
\lim _{r \rightarrow \infty} u(r)=u_{\infty} \quad \text { (finite) }
$$

exists. Likewise, $H(r)$ has a finite limit as $r \rightarrow \infty$. It follows therefore that

$$
\lim _{r \rightarrow \infty} u^{\prime}(r)=v_{\infty}
$$

exists. In fact we must have $v_{\infty}=0$ for $\lim _{r \rightarrow \infty} u(r)$ to exist. Finally, from (4.2) we now deduce that

$$
\lim _{r \rightarrow \infty} u^{\prime \prime}(r)=-\lambda\left|u_{\infty}\right|^{p}
$$

Thus, the only way we can have $\lim _{r \rightarrow \infty} u^{\prime}(r)=0$ is if $u_{\infty}=0$. This completes the proof of (iii).

For a fixed $\lambda>0$, we denote the first zero of the solution to (4.2) by $z(a)$. We set the convention that $z(a)=\infty$ in case $u(r)>0$ for all $r \geqq 0$. Thus, the solution $u(r)$ of (4.2) yields the desired solution of (1.5) precisely if $z(a)=R$. This certainly motivates studying the function $z(a)$.

Proposition 4.5. $\{a>0: z(a)<\infty\}$ is open and $z(\cdot)$ is continuous on this set. Moreover,

$$
\begin{equation*}
\lim _{a \rightarrow 0} z(a)=\infty . \tag{4.4}
\end{equation*}
$$

Also, if $z\left(a_{0}\right)=\infty$ for some $a_{0} \in \mathbf{R}$, then $\lim _{a \rightarrow a_{0}} z(a)=\infty$.
Proof. If $z(a)<\infty$, then $u(r)<0$ for $r$ slightly larger than $z(a)$. By continuous dependence on the data, if we change $a$ by only a little bit, $u(r)$ must still be negative
somewhere, and must therefore have a zero. Continuity of $z(\cdot)$ follows from continuous dependence of $u(r)$ on $a$ and the fact that $u$ can have at most one zero since $u^{\prime}(r)<0$ for $r>0$.

To prove (4.4), we note that since $H(r)$ is decreasing, it follows that

$$
\frac{1}{2} u^{\prime}(r)^{2} \leqq H(r) \leqq H(0)=\frac{\lambda a^{p+1}}{p+1}
$$

or

$$
\begin{equation*}
\left|u^{\prime}(r)\right| \leqq \sqrt{2 \lambda /(p+1)} a^{(p+1) / 2} \tag{4.5}
\end{equation*}
$$

Consequently,

$$
\begin{aligned}
a & =u(0)-u(z(a)) \\
& =-\int_{0}^{z(a)} u^{\prime}(s) d s \\
& \leqq z(a) a^{(p+1) / 2} \sqrt{2 \lambda /(p+1)},
\end{aligned}
$$

or

$$
\begin{equation*}
z(a) \geqq \frac{a^{-(p-1) / 2}}{\sqrt{2 \lambda /(p+1)}} . \tag{4.6}
\end{equation*}
$$

This proves (4.4).
For the last statement, we show that given $M>0$, then $z(a)>M$ if $a$ is sufficiently close to $a_{0}$. Now for $a=a_{0}, u(r)>0$ for all $r>0$; hence $u(r) \geqq \delta>0$ on [ $0, M$ ]. By continuous dependence on the data, if $a$ is sufficiently close to $a_{0}$ then $u(r) \geqq \delta / 2$ on $[0, M]$. Hence $z(a)>M$ for such $a$.

Next we would like to study the behavior of $z(a)$ as $a \rightarrow \infty$. We first consider the case $q<2 p /(p+1)$.

Proposition 4.6. Assume that $q<2 p /(p+1)$ and (in the case where $n \geqq 3) p<$ $(n+2) /(n-2)$. Then, for all $\lambda>0$, we have

$$
\begin{align*}
& \limsup _{a \rightarrow \infty} a^{(p-1) / 2} z(a)<\infty,  \tag{4.7}\\
& \lim _{a \rightarrow \infty} z(a)=0 . \tag{4.8}
\end{align*}
$$

Proof. Fix $\lambda>0$. Denote by $u(\cdot ; a)$ the solution of (4.2) with initial value $a$; and for all $a>0$, set

$$
V_{a}(r)=a^{-1} u\left(r a^{-(p-1) / 2} ; a\right) .
$$

Then $v_{a}$ is easily seen to satisfy

$$
\begin{align*}
& v_{a}^{\prime \prime}+\frac{n-1}{r} v_{a}^{\prime}-a^{q(p+1) / 2-p}\left|v_{a}^{\prime}\right|+\lambda\left|v_{a}\right|^{p}=0, \\
& v_{a}(0)=1, \quad v_{a}^{\prime}(0)=0 . \tag{4.9}
\end{align*}
$$

Also, $v_{a}^{\prime}(r)<0$ for $r>0$ and $v_{a}(r)>0$ for $0 \leqq r<a^{(p-1) / 2} z(a)$. Hence

$$
\begin{equation*}
0 \leqq v_{a}(r) \leqq 1, \quad 0 \leqq r \leqq a^{(p-1) / 2} z(a) \tag{4.10}
\end{equation*}
$$

Moreover, (4.5) translates into

$$
\begin{equation*}
\left|v_{a}^{\prime}(r)\right| \leqq \sqrt{2 \lambda /(p+1)}, \quad r \geqq 0 . \tag{4.11}
\end{equation*}
$$

Now suppose there exists a sequence $a_{m} \rightarrow \infty$ such that $a_{m}^{(p-1) / 2} z\left(a_{m}\right) \rightarrow \infty$ as $m \rightarrow \infty$. By the Arzelà-Ascoli theorem and a standard diagonal argument, there is a subsequence, which we still denote $a_{m}$, and a continuous function $v:[0, \infty) \rightarrow[0,1]$ such that $v_{a_{m}} \rightarrow v$ uniformly on all compact subsets $[0, M] \subset[0, \infty)$. In particular, $v(0)=1$, $v$ is nonincreasing on $[0, \infty)$, and $v$ is Lipschitz continuous with a Lipschitz constant no greater than $\sqrt{2 \lambda /(p+1)}$. (Each $v_{a}$ has these properties.) Finally, since $q<$ $2 p /(p+1)$ and $\left|v_{a}^{\prime}\right|$ is bounded independent of $r$ and $a$, it follows from (4.9) that

$$
\begin{equation*}
v^{\prime \prime}+\frac{n-1}{r} v^{\prime}+\lambda v^{p}=0 \tag{4.12}
\end{equation*}
$$

in the sense of distributions on $(0, \infty)$.
It is well known that since $p<(n+2) /(n-2)$, such a $v$ cannot exist. This is proved on pp. 293-294 of [33] in the case $\lambda=1$. (See also [18, Prop. 3.9].) The same arguments work for any $\lambda>0$, or else $\lambda$ can be scaled away by multiplying $v$ by a suitable factor. This proves (4.7), and hence (4.8).

We now turn to the case $q=2 p /(p+1)$. This will be quite different since the scaled solution $v_{a}$ satisfies the same equation as $u$.

Lemma 4.7. If $q=2 p /(p+1)$, then for all $a>0$,

$$
\begin{equation*}
z(a)=a^{-(p-1) / 2} z(1) . \tag{4.13}
\end{equation*}
$$

Proof. By (4.9), we see that $v_{a}=u(\cdot ; 1)$ for all $a>0$. Hence the first zero of $v_{a}$ is $z(1)$. However, by the definition of $v_{a}$, its first zero is $a^{(p-1) / 2} z(a)$. This proves (4.13).

In other words, whether or not $z(a)$ is finite depends entirely on whether or not $z(1)$ is finite. This in turn depends on $\lambda$.

Lemma 4.8. Let $r_{0} \geqq 0, \lambda>0, q=2 p /(p+1)$, and suppose $u:\left(r_{0}, \infty\right) \rightarrow \mathbf{R}$ is $C^{2}$ and satisfies
(i) $u(r)>0, r>r_{0}$, and $\lim _{r \rightarrow \infty} u(r)=0$;
(ii) $u^{\prime}(r)<0, r>r_{0}$, and $\lim _{r \rightarrow \infty} u^{\prime}(r)=0$;
(iii) $u^{\prime \prime}(r)-\left|u^{\prime}(r)\right|^{q}+\lambda u(r)^{p}=0, r>r_{0}$.

If in addition $u(r)$ satisfies

$$
\begin{equation*}
u^{\prime \prime}(r) \leqq k\left|u^{\prime}(r)\right|^{q}, \quad r>r_{0}, \tag{4.14}
\end{equation*}
$$

where $k>0$ is a fixed constant, then $u$ must also satisfy

$$
\begin{equation*}
u^{\prime \prime}(r) \leqq\left[1-\lambda\left(\frac{p+1}{2 k}\right)^{p}\right]\left|u^{\prime}(r)\right|^{q}, \quad r>r_{0} . \tag{4.15}
\end{equation*}
$$

Proof. Since $u^{\prime}(r)<0$, inequality (4.14) can be rewritten:

$$
\left(-u^{\prime}(r)\right)^{-(q-1)} u^{\prime \prime}(r) \leqq-k u^{\prime}(r) .
$$

Integrating this from $r$ to $\infty$, we get

$$
\frac{\left(-u^{\prime}(r)\right)^{2-q}}{2-q} \leqq k u(r),
$$

or

$$
u(r) \geqq \frac{p+1}{2 k}\left(-u^{\prime}(r)\right)^{2 /(p+1)} .
$$

(Recall that $q=2 p /(p+1)<2$.) Hence

$$
\begin{aligned}
u^{\prime \prime}(r) & =\left(-u^{\prime}(r)\right)^{q}-\lambda u(r)^{p} \\
& \leqq\left[1-\lambda\left(\frac{p+1}{2 k}\right)^{p}\right]\left(-u^{\prime}(r)\right)^{q} .
\end{aligned}
$$

Proposition 4.9. Suppose $n=1$ and $q=2 p /(p+1)$. If $\lambda \geqq(2 /(p+1))^{p}$, then $z(a)<\infty$ for all solutions $u(r)$ of (4.2).

Proof. If $z(a)=\infty$, then $u(r)>0$ for all $r>0$. By Proposition 4.4, and the fact that $n=1, u(r)$ satisfies conditions (i)-(iii) of Lemma 4.8 with $r_{0}=0$. Furthermore, by (4.2) with $n=1$, we have that (4.14) holds with $k=1$. Thus (4.15) holds with $k=1$. Since $\lambda \geqq[2 /(p+1)]^{p}$, it follows that $u^{\prime \prime}(r) \leqq 0$ for $r>0$. This is impossible because $u^{\prime}(r)<0$ and $u(r)>0$ for $r>0$.

The result in Proposition 4.9 is already enough to give us a solution of (1.5) with $\lambda \leqq 2 /(p+1)$. Indeed, $[2 /(p+1)]^{p}<2 /(p+1)$. However, this result can be improved.

Lemma 4.10. Suppose $\lambda>\lambda_{p}$, given by (1.6). Define the following sequence inductively:

$$
k_{0}=1, \quad k_{m}=1-\lambda\left(\frac{p+1}{2 k_{m-1}}\right)^{p}
$$

as long as $k_{m-1}>0$. Then either $k_{m}$ is eventually nonpositive or $\lim _{m \rightarrow \infty} k_{m}=0$.
Proof. It is easy to verify by induction that the sequence $k_{m}$ is decreasing as long as it is defined. Consequently, if the conclusion is false, then

$$
\lim _{m \rightarrow \infty} k_{m}=k>0
$$

and $k$ must satisfy

$$
k=1-\lambda\left(\frac{p+1}{2 k}\right)^{p} .
$$

In other words, $k$ is a positive solution to

$$
f(x)=x^{p+1}-x^{p}=-\lambda\left(\frac{p+1}{2}\right)^{p}
$$

However, the minimum value of $f(x)$ for $x>0$ is easily computed to be

$$
-\frac{1}{p+1} \cdot\left(\frac{p}{p+1}\right)^{p} .
$$

Hence we must have

$$
\lambda \leqq\left(\frac{2}{p+1}\right)^{p} \cdot \frac{1}{p+1}\left(\frac{p}{p+1}\right)^{p}=\lambda_{p}
$$

Therefore, if $\lambda>\lambda_{p}$, the conclusion holds.
Proposition 4.11. Suppose $n=1$ and $q=2 p /(p+1)$. If $\lambda>\lambda_{p}$, then $z(a)<\infty$ for all solutions of (4.2).

Proof. If $z(a)=\infty$, then $u(r)>0$ for all $r>0$. By Proposition 4.4 and the fact that $n=1, u(r)$ satisfies conditions (i)-(iii) of Lemma 4.8 with $r_{0}=0$. Furthermore, by (4.2) with $n=1$, we have that (4.14) holds with $k=1$. Hence by Lemma 4.8, (4.14) and therefore (4.15) hold with all values $k=k_{m}$ defined in Lemma 4.10. Thus, by Lemma 4.10, $u^{\prime \prime}(r) \leqq 0$ for all $r>0$. This is impossible since $u^{\prime}(r)<0$ and $u(r)>0$ for $r>0$.

Proof of Theorem 1.3. Suppose first that $1<q<2 p /(p+1)$ and (if $n \geqq 3) p<$ $(n+2) /(n-2)$. By Propositions 4.5 and 4.6 , for all $\lambda>0$ and $R>0$, there exists $a>0$ such that $z(a)=R$. In other words, if $u(r)$ is the solution to (4.2) with this initial value $a$, then $u(r)>0$ for $0 \leqq r<R$ and $u(R)=0$. Then $\phi(x)=u(|x|),|x| \leqq R$, is the desired solution of (1.5). The other properties of $\phi$ follow from Corollary 4.3.

Now suppose that $n=1, q=2 p /(p+1)$, and $\lambda>\lambda_{p}$. Then by Proposition 4.11 and Lemma 4.7, there exists (a unique) $a>0$ such that $z(a)=R$. The rest of the proof is as in the previous case.
5. Further results on the elliptic problem. In this section we continue in the same context and with the same notation established in the previous section. In particular, for a fixed $\lambda>0, z(a)$ is the first zero of the solution to the initial value problem (4.2), with the convention that $z(a)=\infty$ in case the solution always remains positive. Our goal is to study more completely the problem (4.2), i.e., the elliptic problem (1.5) in $B_{R}$. We first gather as much information as we can in the general case, and then specialize to dimension $n=1$. The following result is a variation on the estimate (4.6).

Lemma 5.1. Let $\lambda>0$ and $u(r)$ be the solution of (4.2), with $z(a)$ the first zero of $u(r)$. Then

$$
\begin{equation*}
z(a) \geqq \lambda^{-1 / q} a^{1-(p / q)} \tag{5.1}
\end{equation*}
$$

Proof. We may certainly assume $z(a)<\infty$. We claim first that the maximum value of $-u^{\prime}(r)$ on $[0, z(a)]$ is achieved in the interior. Indeed,

$$
\begin{aligned}
& -u^{\prime \prime}(0)=\frac{\lambda a^{p}}{n}>0, \\
& -u^{\prime \prime}(z(a))=\left(\frac{n-1}{z(a)}\right) u^{\prime}(z(a))-\left|u^{\prime}(z(a))\right|^{q}<0 .
\end{aligned}
$$

So if $r_{0}$ is such that $-u^{\prime}\left(r_{0}\right)$ is a maximum on $[0, z(a)]$, then $u^{\prime \prime}\left(r_{0}\right)=0$, i.e.,

$$
-\left(-u^{\prime}\left(r_{0}\right)\right)^{q}+\lambda u\left(r_{0}\right)^{p}=-\frac{n-1}{r_{0}} u^{\prime}\left(r_{0}\right) \geqq 0
$$

or

$$
\left(-u^{\prime}\left(r_{0}\right)\right)^{q} \leqq \lambda u\left(r_{0}\right)^{p} \leqq \lambda a^{p} .
$$

This implies that for $0 \leqq r \leqq z(a)$,

$$
-u^{\prime}(r) \leqq \lambda^{1 / q} a^{p / q} .
$$

Hence,

$$
\begin{aligned}
a & =u(0)-u(z(a)) \\
& =-\int_{0}^{z(a)} u^{\prime}(s) d s \\
& \leqq z(a) \lambda^{1 / q} a^{p / q},
\end{aligned}
$$

which proves (5.1).
Lemma 5.2. Let $q>2 p /(p+1)$ and (in case $n \geqq 3) p<(n+2) /(n-2)$. Then, for all $\lambda>0$, we have

$$
\underset{a \rightarrow 0}{\limsup } a^{(p-1) / 2} z(a)<\infty
$$

In particular, for all sufficiently small $a, z(a)<\infty$ and

$$
\begin{equation*}
z(a) \leqq C a^{-(p-1) / 2} \tag{5.2}
\end{equation*}
$$

Proof. This is an obvious modification to the proof of Proposition 4.6.

Let us consider for a moment whether or not a regular (i.e., $C^{2}$ ) solution of the elliptic problem (1.5) exists on $\Omega=B_{R}$. As noted in §4, the methods of [13] can be used to prove that such a solution $\phi(x)$ must be radially symmetric. In other words, $\phi(x)=u(|x|)$, where $u(r)$ is a solution of (4.2) with $z(a)=R$. Therefore, for a fixed $\lambda>0$, the number of solutions to (1.5) on $B_{R}$ is precisely the cardinality of the set $z^{-1}(R)$. For each $\lambda>0$, we define

$$
\begin{equation*}
R(\lambda)=\inf _{a>0} z(a) . \tag{5.3}
\end{equation*}
$$

Note that if $R(\lambda)<\infty$, then by Proposition 4.5, $z(a)=R$ has at least one solution whenever $R(\lambda)<R<\infty$.

Proposition 5.3. (i) If $q \geqq p$ then $R(\lambda)>0$.
(ii) If $q>2 p /(p+1)$ and (in case $n \geqq 3) p<(n+2) /(n-2)$, then $R(\lambda)<\infty$.
(iii) If $q>p$ and (in case $n \geqq 3) p<(n+2) /(n-2)$, then $z(a)=R(\lambda)<\infty$ for some $a>0$, and $z(a)=R$ has at least two solutions $a>0$ for each $R>R(\lambda)$.

Proof. Statement (i) follows from the lower estimates for $z(a)$ given by (4.6) and (5.1). Statement (ii) follows from Lemma 5.2. For statement (iii) note that (4.6) and (5.1) imply $\lim _{a \rightarrow 0} z(a)=\infty$ and $\lim _{a \rightarrow \infty} z(a)=\infty$. Moreover, by Lemma 5.2, $z(a)$ is finite for some values of $a$, and hence, by Proposition 4.5, assumes its (positive) minimum $R(\lambda)$ at some $a_{m}, 0<a_{m}<\infty$. Clearly, then for each $R>R(\lambda)$, there exist $a_{1}$ and $a_{2}$ with $0<a_{1}<a_{m}<a_{2}<\infty$ such that $z\left(a_{1}\right)=z\left(a_{2}\right)=R$.

Corollary 5.4. (i) If $q \geqq p$ and $0<R<R(\lambda)$, then there is no regular solution of (1.5) on $B_{R}$.
(ii) If $q>2 p /(p+1)$ and (in case $n \geqq 3) p<(n+2) /(n-2)$, then for $R>R(\lambda)$, there is at least one regular solution of (1.5) on $B_{R}$.
(iii) If $q>p$ and (in case $n \geqq 3) p<(n+2) /(n-2)$, then for $R=R(\lambda)$, there is at least one regular solution of (1.5) on $B_{R}$; and for $R>R(\lambda)$, there are at least two regular solutions of (1.5) on $B_{R}$.

We next focus our attention on the case $q=2 p /(p+1)$. This is particularly interesting since it is the critical value for both the energy arguments in $\S 3$ and the scaling argument in (the proof of) Proposition 4.6.

Proposition 5.5. Let $q=2 p /(p+1)$ and $\lambda>0$. Suppose first $n=1,2$ or $n \geqq 3$ and $p<n /(n-2)$. Then there exists a positive constant $k$ such that

$$
\begin{equation*}
U(r)=k r^{-2 /(p-1)} \tag{5.4}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
u^{\prime \prime}(r)+\frac{n-1}{r} u^{\prime}(r)-\left|u^{\prime}(r)\right|^{q}+\lambda u(r)^{p}=0 \tag{5.5}
\end{equation*}
$$

if and only if $\lambda \leqq \lambda_{p, n}$, where

$$
\lambda_{p, n}=\frac{1}{p+1}\left[\frac{2 p}{(p+1)(2 p-n p+n)}\right]^{p} .
$$

On the other hand, if $n \geqq 3$ and $p \geqq n /(n-2)$, then such a solution exists for all $\lambda>0$.
Proof. By direct calculation, we see that $U(r)$, given by (5.4), satisfies (5.5) precisely when

$$
\begin{equation*}
\lambda k^{p-1}-\left(\frac{2}{p-1}\right)^{q} k^{q-1}=-\frac{2}{p-1}\left(\frac{2 p}{p-1}-n\right) \tag{5.6}
\end{equation*}
$$

If $n \geqq 3$ and $p \geqq n /(n-2)$, then the right-hand side of (5.6) is nonnegative. In this case, since $q=2 p /(p+1)<p$, a positive solution $k$ to (5.6) can always be found.

Suppose instead either $n=1,2$ or in the case where $n \geqq 3, p<n /(n-2)$, so the right-hand side of (5.6) is negative. Then a positive solution $k$ of (5.6) can be found precisely when

$$
\begin{equation*}
\inf _{x>0} f(x) \leqq-\frac{2}{p-1}\left(\frac{2 p}{p-1}-n\right), \tag{5.7}
\end{equation*}
$$

where $f(x)=\lambda x^{p-1}-[2 /(p-1)]^{q} x^{q-1}$. Using elementary calculus, and not forgetting that $q=2 p /(p+1)$, we can verify that (5.7) holds if and only if $\lambda \leqq \lambda_{p, n}$.

Remark. Note that $\lambda_{p, 1}=\lambda_{p}$, defined by (1.6). Also, $\lambda_{p, n}$ is increasing as a function of $n$.

Proposition 5.6. Assume $q=2 p /(p+1)$ and $\lambda \leqq \lambda_{p}=\lambda_{p, 1}$. Then $z(a)=\infty$ for all $a>0$. In other words, there is no regular solution of (1.5) on $B_{R}$, for any $R>0$.

Proof. In dimension $n=1$ there is a particularly easy and elegant proof, which we present first. Suppose a $C^{2}$ solution $\phi$ of (1.5) exists in dimension $n=1$. Let $U(r)$ be the solution of (5.5) given by (5.4) with $n=1$. (Recall $\lambda \leqq \lambda_{p, 1}$.) Set
$\bar{\rho}=\sup \{\rho \in \mathbf{R}$ : the graph of $\phi(r-\rho)$ does not touch the graph of $U(r)\}$.
Clearly, $\bar{\rho} \in \mathbf{R}$. Also, the graphs of $\phi(r-\bar{\rho})$ and $U(r)$ touch at some point $r_{0}$, i.e., $\phi\left(r_{0}-\bar{\rho}\right)=U\left(r_{0}\right)>0$; and by the definition of $\bar{\rho}$, we must also have $\phi^{\prime}\left(r_{0}-\bar{\rho}\right)=U^{\prime}\left(r_{0}\right)$. However, both $\phi(r-\bar{\rho})$ and $U(r)$ satisfy (5.5) with the same Cauchy data at $r_{0}$. Hence $\phi(r-\bar{\rho})=U(r)$ wherever both functions are defined. In particular, $\phi$ cannot be $C^{2}([-R, R])$ with $\phi( \pm R)=0$.

For the case $n \geqq 2$, we assume that $z(a)<\infty$ for some $a>0$. For any fixed $\gamma>0$, let

$$
G(r)=\frac{u^{\prime}(r)^{2}}{2}-\gamma|u(r)|^{p} u(r) .
$$

Then $G(0)<0$ and $G(z(a))>0 .\left(u^{\prime}(z(a))=0\right.$ by local existence and uniqueness.) Thus, the first zero of $G(r)$ is between zero and $z(a)$; call it $r_{0}$. Clearly, $G\left(r_{0}\right)=0$ and $G^{\prime}\left(r_{0}\right) \geqq 0$. However, since $G\left(r_{0}\right)=0$, we have

$$
\left|u^{\prime}\left(r_{0}\right)\right|=\sqrt{2 \gamma} u\left(r_{0}\right)^{(p+1) / 2} .
$$

Therefore, at $r=r_{0}$

$$
\begin{aligned}
G^{\prime} & =u^{\prime} u^{\prime \prime}-\gamma(p+1) u^{p} u^{\prime} \\
& =u^{\prime}\left(-\frac{n-1}{r_{0}} u^{\prime}+\left|u^{\prime}\right|^{q}-\lambda u^{p}-\gamma(p+1) u^{p}\right) \\
& <u^{\prime}\left(\left|u^{\prime}\right|^{q}-(\lambda+\gamma(p+1)) u^{p}\right) \\
& =u^{\prime}\left((2 \gamma)^{q / 2} u^{(p+1) q / 2}-(\lambda+\gamma(p+1)) u^{p}\right) \\
& =u^{\prime} u^{p} f(\gamma),
\end{aligned}
$$

where

$$
f(\gamma)=(2 \gamma)^{p /(p+1)}-\gamma(p+1)-\lambda .
$$

(We have used the fact that $(p+1) q / 2=p$.) Now $G^{\prime}\left(r_{0}\right) \geqq 0, u^{\prime}\left(r_{0}\right)<0$, and $u\left(r_{0}\right)>0$. Consequently, we must have $f(\gamma)<0$. Since $\gamma>0$ was arbitrary, this must be true for all $\gamma>0$. A straightforward calculation of the extreme points for $f(\gamma)$ shows that we must have $\lambda>\lambda_{p, 1}$. This proves the proposition.

Remarks. The estimate for $G^{\prime}\left(r_{0}\right)$ depends on the fact that $n \geqq 2$ in order to get strict inequality. Thus, it seems that for $n=1$, the second argument misses the case $\lambda=\lambda_{p, 1}$. However, since for a fixed value of $a$, the set of $\lambda>0$ for which $z(a)<\infty$ is clearly open, we recover the case $\lambda=\lambda_{p, 1}$ when $n=1$.

Also, in the case $n=1$, Proposition 5.6 and Theorem 1.3 give a complete description of when there are solutions of (1.5) on $B_{R}$ with $q=2 p /(p+1)$. There exists a solution if and only if $\lambda>\lambda_{p}$. It is natural to conjecture an analogous result for higher dimensions. We wonder what the sharp cutoff value would be, in particular if it is $\lambda_{p, n}$.

A variation on the proof of Proposition 5.6 yields the following result.
Proposition 5.7. Assume $q<2 p /(p+1)$ and fix $\lambda>0$. Then there exists $a_{*}>0$ such that $z(a)=\infty$ for $a \leqq a_{*}$.

Proof. Suppose $z(a)<\infty$. Let $u(r)$ be the corresponding solution of (4.2) and set

$$
G(r)=\frac{u^{\prime}(r)^{2}}{2}-\lambda|u(r)|^{p} u(r) .
$$

Then $G(0)<0$ and $G(z(a))>0$. Let $r_{0}$ be the first zero of $G$; so $G\left(r_{0}\right)=0$ and $G^{\prime}\left(r_{0}\right) \geqq 0$. Reasoning as in the proof of Proposition 5.6 (with $\gamma=\lambda$ ), we see that at $r=r_{0}$

$$
\begin{aligned}
G^{\prime} & \leqq u^{\prime}\left((2 \lambda)^{q / 2} u^{(p+1) q / 2}-\lambda(p+2) u^{p}\right) \\
& \leqq u^{\prime} u^{(p+1) q / 2}\left((2 \lambda)^{q / 2}-\lambda(p+2) a^{p-[(p+1) q / 2]}\right) .
\end{aligned}
$$

Since $p>(p+1) q / 2$, it follows that for $a$ sufficiently small, $G^{\prime}\left(r_{0}\right)<0$. This contradicts the earlier observation that $G^{\prime}\left(r_{0}\right) \geqq 0$.

Hence $z(a)=\infty$ for $a>0$ sufficiently small.
We now restrict ourselves to the special case $n=1$. The problem (4.2) becomes the autonomous problem

$$
\begin{align*}
& u^{\prime \prime}(r)-\left|u^{\prime}(r)\right|^{q}+\lambda|u(r)|^{p}=0, \\
& u(0)=a>0, \quad u^{\prime}(0)=0 . \tag{5.8}
\end{align*}
$$

Problem (1.5) becomes

$$
\begin{align*}
& \phi^{\prime \prime}-\left|\phi^{\prime}\right|^{q}+\lambda \phi^{p}=0 \quad \text { in }(-R, R), \\
& \phi>0 \text { in }(-R, R),  \tag{5.9}\\
& \phi( \pm R)=0,
\end{align*}
$$

where $\phi \in C^{2}([-R, R])$.
Consider the case $q<2 p /(p+1)$. By Propositions 4.5 and 4.6, i.e., the first part of Theorem 1.3, for all $\lambda>0$ and $R>0$, there is a solution to problem (5.9). We will show it to be unique. (Note that in the case $q=2 p /(p+1)$ the solution of (5.9) is unique when it exists because of formula (4.13). If $q>p$, we know it is not unique for $R$ large enough.)

Lemma 5.8. Let $v(r)$ be the maximal solution (as in Proposition 4.4) to the problem

$$
\begin{align*}
& v^{\prime \prime}(r)-b\left|v^{\prime}(r)\right|^{q}+\lambda|v(r)|^{p}=0,  \tag{5.10}\\
& v(0)=v_{0}>0, \quad v^{\prime}(0)=0,
\end{align*}
$$

where $b>0$ and $\lambda>0$ are parameters. Then $v(r)$ is an increasing function of $b$.
Proof. The existence and uniqueness of $v(r)$ follow exactly as in the proof of Proposition 4.1. In particular, $v^{\prime}(r)<0$ for $r<0$. It is clear from the integral equation corresponding to (5.10) that $v$ is a $C^{1}$ function jointly in $r$ and $b$. We denote $v_{r}=\partial v / \partial r$
and $v_{b}=\partial v / \partial b$. Then considering $v_{r}$ and $v_{b}$ as functions of $r$, and using ' to denote $d / d r$, we have

$$
\begin{aligned}
& v_{r}^{\prime \prime}+b q\left|v^{\prime}\right|^{q-1} v_{r}^{\prime}+\lambda p|v|^{p-1} v_{r}=0, \\
& v_{b}^{\prime \prime}+b q\left|v^{\prime}\right|^{q-1} v_{b}^{\prime}+\lambda p|v|^{p-1} v_{r}=\left(-v^{\prime}\right)^{q}
\end{aligned}
$$

Hence, setting $w=v_{b}^{\prime} v_{r}-v_{r}^{\prime} v_{b}$, it follows that

$$
w^{\prime}+q b\left(-v^{\prime}\right)^{q-1} w=\left(-v^{\prime}\right)^{q} v^{\prime}<0
$$

or, if $f$ denotes a primitive of $q b\left(-v^{\prime}\right)^{q-1}$, that

$$
\begin{equation*}
\left(e^{f} w\right)^{\prime}<0 \tag{5.11}
\end{equation*}
$$

Since $v_{b}(0)=v_{r}(0)=0$, we have $w(0)=0$. Hence by (5.11), $w(r)<0$ for $r>0$. This implies $\left(v_{b} / v_{r}\right)^{\prime}<0$ for $r>0$. Moreover,

$$
\lim _{r \rightarrow 0} \frac{v_{b}(r)}{v_{r}(r)}=\lim _{r \rightarrow 0} \frac{v_{b}^{\prime}(r)}{v_{r}^{\prime}(r)}=\frac{0}{v^{\prime \prime}(0)}=0,
$$

and so $v_{b} / v_{r}<0$ for all $r>0$, i.e., $v_{b}(r)>0$ for $r>0$.
Proposition 5.9. Let $q<2 p /(p+1)$ and $n=1$. Then, for all $\lambda>0, a^{(p-1) / 2} z(a)$ is a decreasing function of $a$. In particular, $z(a)$ is decreasing.

If $q>2 p /(p+1)$ and $n=1$, then for all $\lambda>0, a^{(p-1) / 2} z(a)$ is an increasing function of $a$.

Proof. By the previous lemma, if $n=1$ and $q<2 p /(p+1)$, then $v_{a}(r)$ defined by (4.9) is a decreasing function of $a$. Consequently, the first zero of $v_{a}$, i.e., $a^{(p-1) / 2} z(a)$, is a decreasing function of $a$. More precisely, $a^{(p-1) / 2} z(a)$ is nonincreasing for all $a>0$ and strictly decreasing where it is finite.

An analogous argument works for $q>2 p /(p+1)$.
Corollary 5.10. Let $q<2 p /(p+1)$ and $n=1$. Then for every $\lambda>0$ and $R>0$, the $C^{2}$ solution of (5.9) is unique.

Finally, we have a result that further contrasts the cases $q<2 p /(p+1)$ and $q>2 p /(p+1)$.

Proposition 5.11. Suppose $q>2 p /(p+1)$ and $n=1$. Let $\lambda>0$ be arbitrary. Then $z(a)<\infty$ for all $a>0$ and $\lim _{a \rightarrow 0} z(a)=\infty$.

Proof. By Lemma 5.2 and Proposition 4.5 we already know that $z(a)<\infty$ for small $a>0$ and $\lim _{a \rightarrow 0} z(a)=\infty$. Suppose $z(a)=\infty$ for some $a>0$, and let $u(r)$ be the corresponding solution of (5.8). Let $v(r)$ be a solution to (5.8) with a smaller initial value $a$ such that $z(a)<\infty$. Let

$$
\bar{\rho}=\sup \{\rho \in \mathbf{R}: \text { the graph of } v(r-\rho) \text { does not touch the graph of } u(r)\} .
$$

As in the proof of Proposition 5.6, it is clear that $\bar{\rho} \in R$ and that $u(r)$ and $v(r-\bar{\rho})$ would have to coincide, which is impossible.

Remarks. We can make a few more observations in the case $n=1$. First, if $q<2 p /(p+1)$, then by Propositions $4.6,5.7$, and 5.9 there exists $a_{*}>0$ such that $z(a)=\infty$ for $a \leqq a_{*}$ and $z(a)<\infty$ for $a>a_{*}$. Next, in the case $q>2 p /(p+1)$, if $\phi_{1}$ and $\phi_{2}$ are two different solutions of (5.9), then $\phi_{1}(x) \neq \phi_{2}(x)$ for all $x$ in $(-R, R)$. This follows from a translation argument similar to the proofs of Propositions 5.6 and 5.11. We mention without proof that if $q>2 p /(p+1)$, there can exist singular solutions of (5.9), i.e., solutions in $C^{2}([-R, R] \backslash\{0\})$ with $\lim _{x \rightarrow 0} \phi(x)=\infty$.

Clearly, solutions of (1.5) exhibit radically different behavior depending on the relationship between $p$ and $q$. However, the picture is certainly not complete.

Note added in proof. After we completed this paper, we learned that B. Kawohl and L. Peletier obtained, among other interesting results, blowup in the case $q=2$. (See B. Kawohl and L. Peletier [36].)
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#### Abstract

The global Riemann problem for a nonstrictly hyperbolic system of conservation laws modeling multicomponent polymer flooding is solved. The solution is constructed by first generating the Riemann solution of an associated one-phase problem.
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1. Introduction. In this paper we construct the global solution of the Riemann problem for a nonstrictly hyperbolic system of conservation laws of the following form:

$$
\begin{align*}
& s_{t}+f\left(s, c_{1}, \cdots, c_{n}\right)_{x}=0, \\
& {\left[s c_{i}+a_{i}\left(c_{i}\right)\right]_{t}+\left[c_{i} f\left(s, c_{1}, \cdots, c_{n}\right)\right]_{x}=0, \quad i=1,2, \cdots, n,} \tag{1.1}
\end{align*}
$$

where the unknown state vector $\left(s, c_{1}, \cdots, c_{n}\right)=(s, c) \in 0^{n+1}$ and $f: 0^{n+1} \rightarrow \mathbb{R}$ and $a_{i}: 0 \rightarrow \mathbb{R}$ are given smooth functions. Here 0 denotes the unit interval $\mathbb{D}=[0,1]$.

The results presented here generalize the results of Johansen and Winther [9] where the general Riemann problem for the model (1.1) is solved for $n=1$.

The main purpose of this paper is to extend this solution to the case where $n>1$. We show that a certain "projection principle" makes it possible to construct the Riemann solution in this case from a coupled sequence of Riemann problems of the form studied in [9]. This construction is the main result of the paper.

The system (1.1) models simultaneous one-dimensional flow of two immiscible phases (the aqueous phase and the oilic phase) in a homogeneous porous medium. It is further assumed that $n$ chemical components are dissolved in the aqueous phase. These components could, for example, be different polymers that all have different influence on the flow properties. The equations are derived from conservation of mass of the two phases and of the $n$ chemical components. The variable $s$ denotes the saturation of the aqueous phase. The term $a_{i}$ in (1.1) models the adsorption of component $i$ on the porous medium. It is assumed throughout the paper that $a_{i}$ is a given function of concentration that depends only on the variable $c_{i}$; i.e., $a_{i}=a_{i}\left(c_{i}\right)$. As in [9] we will assume that each of the adsorption functions $a_{i}$ are of Langmuir type; i.e., $a_{i}$ is a concave, increasing function such that $a_{i}(0)=0$. No relation between the different adsorption functions will be assumed. The function $f=f\left(s, c_{1}, \cdots, c_{n}\right)$ is the fractional flow function of the aqueous phase. We will assume that this function is a decreasing function with respect to each of the variables $c_{i}$. This corresponds, for example, to the effect that the viscosity of the aqueous phase is increasing with respect to the concentration $c_{i}$. For any fixed concentration vector $c$ the function $f$ is assumed to be an increasing function of $s$ with one inflection point. For more details on the physical derivation of the model (1.1) we refer to [9] and references given therein.

[^64]A model, where the effects of polymer and surfactants are modeled as described above, is for example proposed by Lake and Helfferich [11]. A more realistic description of the adsorption effects would be that the different components compete for the vacant adsorption sites. In [13], Rhee, Aris, and Amundson solve the Riemann problem for such a model in a one-phase situation. They assume that the adsorption effects are of generalized Langmuir type; i.e., the adsorption functions $a_{i}$ are of the form

$$
\begin{equation*}
a_{i}=a_{i}\left(c_{1}, c_{2}, \cdots, c_{n}\right)=K_{i} c_{i} /\left(1+\sum_{j=1}^{n} K_{j} c_{j}\right) \tag{1.2}
\end{equation*}
$$

for $i=1,2, \cdots, n$, where $K_{1}<K_{2}<\cdots<K_{n}$ are given positive constants. The techniques developed in this paper can also be used to construct the Riemann solution for a two-phase model of the form (1.1), but where the functions $a_{i}\left(c_{i}\right)$ are replaced by adsorption functions of the form (1.2). This construction will be discussed in a forthcoming paper.

The model (1.1) is an example of a system of hyperbolic conservation laws. However, under the present assumptions on the fractional flow function $f$, the system is not strictly hyperbolic; i.e., there exist regions in the state space where the eigenvalues of the appropriate Jacobian matrix are not distinct.

The Riemann problem for the model (1.1) consists of constructing a weak solution of the pure initial value problem for (1.1) with initial condition

$$
(s, c)(x, 0)= \begin{cases}\left(s^{L}, c^{L}\right) & \text { if } x<0  \tag{1.3}\\ \left(s^{R}, c^{R}\right) & \text { if } x>0\end{cases}
$$

where the left and right states $\left(s^{L}, c^{L}\right)$ and $\left(s^{R}, c^{R}\right)$ in $I^{n+1}$ are arbitrary. To distinguish the physically meaningful weak solutions we will also require that any discontinuity of the solution satisfies an "entropy condition" obtained from traveling wave analysis. As in [9] the entropy condition will allow overcompressive shocks. In particular, this condition will guarantee the uniqueness of the solution of the Riemann problem.

The interest in Riemann problems is partly motivated from their potential application as building blocks in the construction of numerical methods. Examples of such methods are the Random Choice Method [1]-[3], Godunov-type methods [6] and front-tracking techniques [4], [5]. It is therefore of interest to develop a computer program that computes the desired solution of the Riemann problem. Such a program has been implemented from the constructive existence proof given in this paper. In a forthcoming paper we will discuss this implementation and also present some examples of solutions.

If $n=1$ and if the adsorption term $a_{i}\left(c_{i}\right)$ is neglected, the model (1.1) corresponds to a $2 \times 2$ system of conservation laws analyzed by Keyfitz and Kranzer [10] and Isaacson [7]. In [9] the adsorption term is included. The effect of this term is that the linearly degenerate characteristic field appearing in the analysis of [7] and [10] is replaced by a nondegenerate field. A further consequence of the adsorption term is that the state-space solution of the Riemann problem becomes unique. A multicomponent version of the nonadsorption model of [7] and [10] is studied by Isaacson and Temple [8]. In the present paper the model (1.1), with adsorption terms included, is analyzed in the case when $n>1$. The results depend heavily on the results of [9] and on the fact that the Riemann problem decouples according to a "projection principle." As a consequence of this principle the Riemann problem for (1.1) can be constructed by first solving the Riemann problem for an associated one-phase problem. Thereafter, the solution for (1.1) can be obtained from a finite sequence of coupled $2 \times 2$ Riemann problems.

The precise assumptions on the system (1.1) are stated in § 2 . In § 3 the properties of the elementary waves (rarefactions and shocks) are described. The "projection principle" is discussed in $\S 4$, while the complete construction of the Riemann solution is performed in §5. The main conclusions obtained from this paper are given in § 6.
2. A precise formulation of the model. The model (1.1) is a system of $n+1$ hyperbolic conservation laws with $n+1$ unknowns $s, c_{1}, \cdots, c_{n}$. We frequently let $c$ denote the $n$-vector ( $c_{1}, c_{2}, \cdots, c_{n}$ ). For the partial derivatives of the flux function $f=f(s, c)=f\left(s, c_{1}, \cdots, c_{n}\right)$ we use the notation

$$
f_{s}=\frac{\partial f}{\partial s} \text { and } f_{i}=\frac{\partial f}{\partial c_{i}} \text { for } i=1,2, \cdots, n
$$

Furthermore, $f_{c}$ denotes the row vector $f_{c}=\left(f_{1}, f_{2}, \cdots, f_{n}\right)$.
The derivatives of the adsorption functions $a_{i}=a_{i}\left(c_{i}\right)$ are denoted by $h_{i}=d a_{i} / d c_{i}$, and $H(c)$ is the $n \times n$ matrix

$$
H(c)=\operatorname{diag}\left(h_{1}\left(c_{1}\right), \cdots, h_{n}\left(c_{n}\right)\right)
$$

The assumptions on the functions $f$ and $a_{\mathrm{i}}$ are similar to those made in [9]. In particular, the adsorption functions $a_{i}$ are assumed to be smooth, strictly increasing, strictly concave functions of $c_{i}$ such that $a_{i}(0)=0$ (cf. Fig. 2.1); i.e.,

$$
\begin{equation*}
h_{i}\left(c_{i}\right)>0 \text { and } \frac{d h_{i}}{d c_{i}}\left(c_{i}\right)<0 \quad \text { for } c_{i} \in 0 \tag{2.1}
\end{equation*}
$$

The flux function $f$ is assumed to be a smooth function such that (cf. Fig. 2.2):
(2.2a) $\quad f(0, c) \equiv 0, \quad f(1, c) \equiv 1$,

$$
\begin{equation*}
f_{s}(s, c)>0 \quad \text { for } 0<s<1, c \in \mathbb{0}^{n} \tag{2.2b}
\end{equation*}
$$

$$
f_{i}(s, c)<0 \text { for } 0<s<1, c \in 0^{n},
$$

(2.2d) for each $c \in \rrbracket^{n}, f(\cdot, c)$ has a unique point of inflection $s^{I}=s^{I}(c) \in \rrbracket$ such that $f_{s s}(s, c)>0$ for $s \in\left(0, s^{I}\right), \quad f_{s s}(s, c)<0 \quad$ for $s \in\left(s^{I}, 1\right)$.


Fig. 2.1


FIG. 2.2. $c_{j}^{1}=c_{j}^{2}$ for $j \neq i, c_{i}^{1}<c_{i}^{2}$.

Let $u \in \mathbb{R}^{n+1}$ denote the state vector $u=(s, c)$. If the solution of the system (1.1) is smooth, then the system can be rewritten in the form

$$
u_{t}+A(u) u_{x}=0
$$

where $A(u)$ is the $(n+1) \times(n+1)$ matrix

$$
A(u)=\left(\begin{array}{cc}
f_{s}(s, c) & f_{c}(s, c) \\
0 & f(s, c)(s I+H(c))^{-1}
\end{array}\right) .
$$

Here $I$ denotes the $n \times n$ identity matrix. The eigenvalues of $A$ are $\lambda_{s}=f_{s}$ and $\lambda_{i}=$ $f /\left(s+h_{i}\right)$. In general these eigenvalues are not distinct.

For a given $c \in 0^{n}$ there is at most one value of $s>0$ such that $\lambda_{s}=\lambda_{i}$ (cf. Fig. 2.3). In particular, for constant values of $c_{j}$, for $j \neq i$, the set $\left\{(s, c) \mid \lambda_{s}(s, c)=\lambda_{i}(s, c), s>0\right\}$ defines a curve in ( $s, c_{i}$ )-space similar to the transition curve $T$ appearing in the analysis of [9]. We impose the same regularity requirements on all of these curves as we did on the corresponding curve in [9]; i.e., for arbitrary constant values of $c_{j}$, for $j \neq i$, there is a unique value $c_{i}^{T}$ such that the curve $\lambda_{i}=\lambda_{s}$ exists for $0 \leqq c_{i} \leqq c_{i}^{T}$ (cf. Fig. 2.4).

Furthermore, the relation $\lambda_{i}=\lambda_{j}$ defines an $n$-dimensional surface in state space given by

$$
h_{j}\left(c_{j}\right)=h_{i}\left(c_{i}\right) \quad \text { or } \quad c_{j}=h_{j}^{-1}\left(h_{i}\left(c_{i}\right)\right) \equiv g_{i, j}\left(c_{i}\right) .
$$

We observe that it follows from the assumptions on the functions $\boldsymbol{h}_{i}$ that the functions $g_{i, j}$ are increasing functions of $c_{i}$ (cf. Fig. 2.5).
3. Elementary waves. In this section we determine all the elementary waves of the model (1.1); i.e., we determine the rarefaction waves and the shock waves. The


FIG. 2.3. $\lambda_{i}=\lambda_{s}$.
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Fig. 2.5
construction of the solution of the general Riemann problem will thereafter be performed by composing different elementary waves and constant states.

Any weak solution of the pure initial value problem for (1.1), with initial conditions of the form (1.3), depends only on the variable $x / t$. The rarefaction waves are the possible smooth solutions. Let $u(x, t)=(s, c)(x, t)=v(x / t)$ be a smooth solution of (1.1), (1.2). It is well known that the values of $v$ must lie on an integral curve of one of the (right) eigenvectors of the matrix $A(v)$, while $\xi=x / t$ is the corresponding eigenvalue $\lambda(v)$. Thus $\lambda(v(\xi))$ must increase monotonically with $\xi$. The requirement gives a direction, corresponding to increasing values of $\xi=x / t$, associated with the integral curves. These directed integral curves are called rarefaction curves.

To determine the rarefaction curves we have to find the eigenvectors of the matrix $A(v)$. If the eigenvalue $\lambda=\lambda_{s}=f_{s}$ then the corresponding eigenvector $r$ is given by $r=(1,0)$ (i.e., $c_{i}=0$ for $\left.i=1,2, \cdots, n\right)$. Hence, the associated integral curves are the curves $c$-constant. The associated rarefaction waves correspond to rarefaction waves of the single Buckley-Leverett equation

$$
\begin{equation*}
s_{t}+f(s)_{x}=0, \tag{3.1}
\end{equation*}
$$

where $f(s)=f(s, c), c=$ constant. These waves are referred to as $s$-rarefactions.
If $\lambda=\lambda_{i}$ for some $i$ then the vector $c$ will be nonconstant along the associated integral curves. These rarefaction waves will therefore be referred to as c-rarefactions. An eigenvector corresponding to $\lambda=\lambda_{i}$ is given by

$$
\begin{equation*}
r_{i}=f_{i}(1,0)+\left(\lambda_{i}-\lambda_{s}\right)\left(0, e_{i}\right), \tag{3.2}
\end{equation*}
$$

where $e_{i}$ denotes the $i$ th unit vector in $\mathbb{R}^{n}$ and $(1,0)$ is the first unit vector in $\mathbb{R}^{n+1}$.
Hence, the associated integral curves are determined by

$$
\begin{equation*}
f_{i} \frac{d c_{i}}{d s}=\lambda_{i}-\lambda_{s}, \quad c_{j}=\text { constant for } j \neq i, \tag{3.3}
\end{equation*}
$$

where $c_{i}=c_{i}(s)$. Since $f_{i}(s, c)<0$ for $0<s<1$ this implies that $d c_{i} / d s>0$ when $\lambda_{s}>\lambda_{i}$ and that $d c_{i} / d s<0$ when $\lambda_{s}<\lambda_{i}$. Furthermore, a straightforward calculation shows that

$$
\frac{d \lambda_{i}}{d s}=-\frac{\lambda_{i}}{s+h_{i}} \frac{d h_{i}}{d c_{i}} \frac{d c_{i}}{d s}
$$

along the integral curves. Since $d h_{i} / d c_{i}<0$, this implies that the rarefaction curves are directed toward increasing values of $c_{i}$ (cf. Fig. 3.1). If $\lambda=\lambda_{i}=\lambda_{j}$ for $i \neq j$ then any linear combination of the eigenvectors $r_{i}$ and $r_{j}$ given by (3.2) corresponds to an eigenvector associated with this eigenvalue. Furthermore, if such an eigenvector is


Fig. 3.1
tangential to the surface $\lambda_{i}=\lambda_{j}$, the corresponding integral curve is a curve on the surface $\lambda_{i}=\lambda_{j}$. Hence, if we choose

$$
r=\left(f_{i}+f_{j} \frac{d g_{i, j}}{d c_{i}}\right)(1,0)+\left(\lambda-\lambda_{s}\right)\left[\left(0, e_{i}\right)+\frac{d g_{i, j}}{d c_{i}}\left(0, e_{j}\right)\right]
$$

we obtain the integral curve

$$
\begin{align*}
& \left(f_{i}+f_{j} \frac{d g_{i, j}}{d c_{i}}\right) \frac{d c_{i}}{d s}=\lambda-\lambda_{s}, \\
& c_{j}=g_{i, j}\left(c_{i}\right),  \tag{3.4}\\
& c_{k}=\text { constant for } k \neq i, j,
\end{align*}
$$

where $c_{i}=c_{i}(s)$. This is a curve on the surface $\lambda_{i}=\lambda_{j}$. Since $f_{i}+f_{j}\left(d g_{i, j} / d c_{i}\right)<0$ for $0<s<1$, the same analysis as above shows that the projection of the integral curves into $\left(s, c_{i}\right)$-space have the form illustrated in Fig. 3.1. In particular, the variable $c_{i}$ is increasing in the direction of the rarefaction curves.

The rarefaction curves generated by (3.4), where $\lambda_{i}=\lambda_{j}$, will be referred to as $c$-rarefactions of multiplicity two. The analysis above can easily be generalized to $c$-rarefactions of multiplicity $m+1$ on the surface $\lambda_{i}=\lambda_{j_{1}}=\lambda_{j_{2}}=\cdots=\lambda_{j_{m}}$. These curves are determined by the system

$$
\begin{aligned}
& \left(f_{i}+\sum_{j \in J} f_{j} \frac{d g_{i, j}}{d c_{i}}\right) \frac{d c_{i}}{d s}=\lambda-\lambda_{s}, \\
& c_{j}=g_{i, j}\left(c_{i}\right) \text { for } j \in J, \\
& c_{k}=\text { constant for } k \neq i \text { and } k \notin J,
\end{aligned}
$$

where $J$ denotes the index set $J=\left\{j_{1}, j_{2}, \cdots, j_{m}\right\}$. As above these rarefaction curves are directed toward increasing values of $c_{i}$ (and $c_{j_{1}}, \cdots, c_{j_{m}}$ ), and the projection of the curves into ( $s, c_{i}$ )-space have the form illustrated by Fig. 3.1.

We next determine the shock waves of the model (1.1); i.e., for given states $u^{L}, u^{R} \in \square^{n+1}$ we derive possible weak solutions of (1.1) of the form

$$
u(x, t)= \begin{cases}u^{L} & \text { if } x / t<\sigma,  \tag{3.5}\\ u^{R} & \text { if } x / t>\sigma\end{cases}
$$

where $\sigma$ is the shock speed. We will also require that the shock waves satisfy an "entropy condition."

Any weak solution of (1.1) of the form (3.5) must satisfy the Rankine-Hugoniot condition given by

$$
\begin{align*}
& f\left(s^{R}, c^{R}\right)-f\left(s^{L}, c^{L}\right)=\sigma\left(s^{R}-s^{L}\right), \\
& c_{i}^{R} f\left(s^{R}, c^{R}\right)-c_{i}^{L} f\left(s^{L}, c^{L}\right)=\sigma\left[s^{R} c_{i}^{R}+a_{i}\left(c_{i}^{R}\right)-s^{L} c_{i}^{L}-a_{i}\left(c_{i}^{L}\right)\right]  \tag{3.6}\\
& \quad \text { for } i=1,2, \cdots, n .
\end{align*}
$$

If $c^{R}=c^{L}$ (i.e., $c_{i}^{R}=c_{i}^{L}$ for $i=1,2, \cdots, n$ ), then (3.6) reduces to the single equation

$$
\begin{equation*}
f\left(s^{R}, c\right)-f\left(s^{L}, c\right)=\sigma\left(s^{R}-s^{L}\right) \tag{3.7}
\end{equation*}
$$

where $c=c^{R}=c^{L}$. This corresponds to the Rankine-Hugoniot condition for the single Buckley-Leverett equation (3.1). Corresponding to the theory for scalar conservation laws, shock waves of this form satisfy an entropy condition if and only if

$$
\begin{equation*}
\left[f(s, c)-f\left(s^{L}, c\right)-\sigma\left(s-s^{L}\right)\right] \operatorname{sign}\left(s-s^{L}\right) \geqq 0 \tag{3.8}
\end{equation*}
$$

for any $s$ between $s^{L}$ and $s^{R}$ (cf. [9], [12], [15] and references given therein). These shocks, with $c=c^{R}=c^{L}$ and which satisfy (3.7) and (3.8), are referred to as $s$-shocks.

Consider the Rankine-Hugoniot relations (3.6) when $c^{L} \neq c^{R}$. Shock waves of this form will be referred to as $c$-shocks. If $c_{i}^{L} \neq c_{i}^{R}$ for some $i$, and $c_{j}^{L}=c_{j}^{R}$ for $j \neq i$, the relations (3.6) can be written in the following form (cf. [9]):

$$
\begin{equation*}
\frac{f\left(s^{R}, c^{R}\right)}{s^{R}+h_{i}^{L}\left(c_{i}^{R}\right)}=\frac{f\left(s^{L}, c^{L}\right)}{s^{L}+h_{i}^{L}\left(c_{i}^{R}\right)}=\sigma \tag{3.9}
\end{equation*}
$$

where $h_{i}^{L}\left(c_{i}\right)$ is defined by

$$
h_{i}^{L}\left(c_{i}\right)=\left\{\begin{array}{l}
\left(a_{i}\left(c_{i}\right)-a_{i}\left(c_{i}^{L}\right)\right) /\left(c_{i}-c_{i}^{L}\right) \quad \text { if } c_{i} \neq c_{i}^{L}, \\
h_{i}\left(c_{i}\right) \text { if } c_{i}=c_{i}^{L} .
\end{array}\right.
$$

We observe that the value $h_{i}^{L}\left(c_{i}^{R}\right)$ is determined from the values of $c_{i}^{L}$ and $c_{i}^{R}$ and that, if $s^{L}, c^{L}$, and $c^{R}$ are given, there are at most two values of $s^{R}$ that satisfy the relation (3.9) (cf. Fig. 3.2).

In [9] the entropy conditions for the $c$-shocks have been derived from a traveling wave analysis. Here, it suffices to simply state the result of a corresponding analysis. For the $c$-shocks, with $c_{i}^{L} \neq c_{i}^{R}$ and $c_{j}^{L}=c_{j}^{R}$ for $j \neq i$, the entropy conditions are

$$
\begin{equation*}
c_{i}^{L}>c_{i}^{R} \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{s}\left(u^{R}\right)<\sigma \quad \text { or } \quad \lambda_{s}\left(u^{L}\right), \lambda_{s}\left(u^{R}\right) \geqq \sigma . \tag{3.11}
\end{equation*}
$$
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Since the function $h_{i}$ is strictly decreasing, relation (3.9) implies that (3.10) is equivalent to the eigenvalue/shock speed relation

$$
\lambda_{i}\left(u^{L}\right)>\sigma>\lambda_{i}\left(u^{R}\right) .
$$

Hence, if in addition

$$
\lambda_{s}\left(u^{L}\right) \geqq \sigma>\lambda_{s}\left(u^{R}\right),
$$

then we do allow overcompressive shocks where both characteristics on both sides of the shock enter the shock (cf. Schaeffer and Schearer [14]). An example of such a shock wave is illustrated in Fig. 3.3.


Fig. 3.3. Overcompressive shock.
We recall from [9] that when $n=1$ an overcompressive shock can never be joined to another wave in a Riemann solution. As we will see below, this will not be the case when $n>1$.

The $c$-shocks described above, with $c_{i}^{L} \neq c_{i}^{R}, c_{j}^{L}=c_{j}^{R}$ for $j \neq i$ and that satisfy (3.9), (3.10), and (3.11) will be referred to as $c$-shocks with multiplicity one. Shock waves where $c_{i}^{L} \neq c_{i}^{R}, c_{j_{1}}^{L} \neq c_{j_{2}}^{R}, \cdots, c_{j_{m}}^{L} \neq c_{j_{m}}^{R}$, and $c_{k}^{L}=c_{k}^{R}$ for $k \neq i, j_{1}, \cdots, j_{m}$ will be referred to as $c$-shocks with multiplicity $m+1$. In this case we obtain from (3.6) that (3.9) must hold for the index $i$ and for any $j \in J$, where $J=\left\{j_{1}, j_{2}, \cdots, j_{m}\right\}$. Hence, in this case the Rankine-Hugoniot condition can be written as

$$
\begin{equation*}
\frac{f\left(s^{R}, c^{R}\right)}{s^{R}+h}=\frac{f\left(s^{L}, c^{L}\right)}{s^{L}+h}=\sigma, \tag{3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{j}^{L}\left(c_{j}^{R}\right)=h_{i}^{L}\left(c_{i}\right) \equiv h \quad \text { for } j \in J \tag{3.13}
\end{equation*}
$$

We therefore observe that the structure of a shock with multiplicity $m+1$ is similar to the structure of a $c$-shock with multiplicity one, with the additional requirement that the relation (3.13) holds. The entropy condition for a shock with multiplicity $m+1$ is similar to (3.10) and (3.11) above, but where (3.10) is replaced by

$$
c_{i}^{L}>c_{i}^{R}, \quad c_{j}^{L}>c_{j}^{R} \quad \text { for } j \in J
$$

Finally in this section, let us consider the possible $c$-waves when $s=0$ or $s=1$. If $s=0$ the $i$-rarefaction curves will simply be the lines $s=0, c_{j}=$ constant for $j \neq i$. Furthermore, along these lines the eigenvalue $\lambda_{i}$ is identically equal to zero. Similarly, if $s^{L}=s^{R}=0$ the Rankine-Hugoniot condition (3.9) is satisfied with $\sigma=0$. Hence, the
curves $s=0, c_{j}=$ constant for $j \neq i$, correspond to contact discontinuities with $\sigma=0$ and with two allowed directions. If $s=1$ the $i$-rarefaction curves are the lines $s=1$, $c_{j}=$ constant for $j \neq i$, but now the eigenvalue $\lambda_{i}$ is given by

$$
\lambda_{i}=\frac{1}{1+h_{i}\left(c_{i}\right)} .
$$

Hence, $\lambda_{i}$ is an increasing function of $c_{i}$ along the rarefaction curves. Similarly, for given values of $c^{L}$ and $c^{R}$, where $c_{i}^{L} \neq c_{i}^{R}$ and $c_{j}^{L}=c_{j}^{R}$ for $j \neq i$, the states ( $1, c^{L}$ ) and $\left(1, c^{R}\right)$ correspond to a $c$-shock with speed $1 /\left(1+h_{i}^{L}\left(c_{i}^{R}\right)\right)$ if and only if $c_{i}^{L}>c_{i}^{R}$. The generalization of this description to $c$-waves of higher multiplicity is straightforward.
4. The projection principle. A solution of a Riemann problem for the model (1.1) consists of a sequence of elementary waves that connects the left state $u^{L}$ and the right state $u^{R}$. We will adopt the notation that $u^{1} \rightarrow u^{2}$ means that the left state $u^{1}$ can be connected to the right state $u^{2}$ by an elementary wave. Two elementary waves $u^{1} \xrightarrow{a} u^{2}$ and $u^{2} \xrightarrow{b} u^{3}$ are said to be compatible if they can be composed to solve the Riemann problem with left state $u^{1}$ and right state $u^{3}$. Hence, the two waves are compatible if and only if the final speed of the $a$-wave is less than or equal to the initial speed of the $b$-wave. Furthermore, we require a strict inequality if both waves are shock waves.

Any compatible composition of $s$-rarefactions and $s$-shocks that corresponds to a solution of the Buckley-Leverett equation (3.1) with $f=f(\cdot, c)$ for some $c \in I^{n}$ is referred to as an s-wave. We recall from the theory of the Buckley-Leverett equation that for a given left state $u^{1}=\left(s^{1}, c^{1}\right)$ and a given right state $u^{2}=\left(s^{2}, c^{2}\right)$, where $c^{1}=c^{2}=c$, there always exists a unique $s$-wave that connects $u^{1}$ and $u^{2}$. Furthermore, this $s$-wave can be constructed from a lower convex or an upper concave envelope of the function $f=f(\cdot, c)$ (cf. [9] and references given therein). This $s$-wave will simply be denoted by $u^{1} \xrightarrow{s} u^{2}$. A $c$-wave is either a $c$-rarefaction or a $c$-shock. A $c$-wave that connects the left state $u^{1}$ with the right state $u^{2}$ is denoted by $u^{1} \xrightarrow{c} u^{2}$.

Associated with the two-phase problem (1.1) we consider the one-phase problem given by

$$
\begin{equation*}
\left(c_{i}+a_{i}\left(c_{i}\right)\right)_{t}+\left(c_{i}\right)_{x}=0, \quad i=1,2, \cdots, n \tag{4.1}
\end{equation*}
$$

This model, which is an $n \times n$ system of conservation laws, describes a one-phase flow including the same $n$ components as the model (1.1). We observe that the $n$ equations of (4.1) are completely decoupled. Therefore, the rarefaction waves and the shock waves of (4.1) are determined by $n$ scalar equations. In particular, the rarefaction waves are of the form

$$
\begin{equation*}
c_{i}^{L}<c_{i}^{R}, \quad \xi \equiv \frac{x}{t}=\frac{1}{1+h_{i}\left(c_{i}\right)} \tag{4.2}
\end{equation*}
$$

and the shock waves of the form

$$
\begin{equation*}
c_{i}^{L}>c_{i}^{R}, \quad \xi \equiv \frac{x}{t}=\frac{1}{1+h_{i}^{L}\left(c_{i}^{R}\right)} . \tag{4.3}
\end{equation*}
$$

The system (4.1) is in general not strictly hyperbolic, since it might occur that $h_{i}\left(c_{i}\right)=$ $h_{j}\left(c_{j}\right)$ for $i \neq j$. Also observe that, for any $c$-wave of the system (1.1), we obtain an elementary wave of (4.1) by projecting the wave curve into $c$-space and by letting the speed $\xi=x / t$ be given by (4.2) or (4.3). Hence, if

$$
\left(s^{1}, c^{1}\right) \xrightarrow{c}\left(s^{2}, c^{2}\right)
$$

is a $c$-wave for (1.1), we obtain a projected elementary wave for the associated system (4.1). This wave will be denoted by $c^{1} \xrightarrow{P(c)} c^{2}$.

The following lemma explains the importance of the system (4.1) for the construction of the solution of the Riemann problem for the system (1.1).

Lemma 4.1. Assume that the three waves

$$
\left(s^{L}, c^{L}\right) \xrightarrow{c_{1}}\left(s^{1}, c\right) \xrightarrow{s}\left(s^{2}, c\right) \xrightarrow{c_{2}}\left(s^{R}, c^{R}\right)
$$

are compatible for the system (1.1). Then the two waves

$$
c^{L} \xrightarrow{P\left(c_{1}\right)} c \xrightarrow{P\left(c_{2}\right)} c^{R}
$$

are compatible for the corresponding system (4.1).
Proof. Let $h_{1}, h_{2}>0$ be such that the final speed of the $c_{1}$-wave, $v_{1}^{f}$, and the initial speed of the $c_{2}$-wave, $v_{2}^{i}$, are given by

$$
v_{1}^{f}=\frac{f\left(s^{1}, c\right)}{s^{1}+h_{1}} \quad \text { and } \quad v_{2}^{i}=\frac{f\left(s^{2}, c\right)}{s^{2}+h_{2}} .
$$

By exactly the same argument as was used in the proof of Lemma 5.1 of [9], we then deduce that $h_{1} \geqq h_{2}$ or

$$
\frac{1}{1+h_{1}} \leqq \frac{1}{1+h_{2}} .
$$

Hence, the final speed of $P\left(c_{1}\right)$ is less than or equal to the initial speed of $P\left(c_{2}\right)$.
A consequence of the lemma above is that, if a solution of the Riemann problem for (1.1) with left state ( $s^{L}, c^{L}$ ) and right state ( $s^{R}, c^{R}$ ) is given, then the projection of the wave curves into $c$-space corresponds to a solution of the Riemann problem for the associated system (4.1) with data $c^{L}$ and $c^{R}$. Furthermore, since (4.1) is a decoupled system, the Riemann problem for (4.1) has a unique solution for any values of $c^{L}$ and $c^{R}$ in $\square^{n}$. In each component the solution either consists of a single rarefaction wave or a single shock wave. The solution for the complete system is therefore obtained by superimposing the $x, t$-diagrams corresponding to each component (cf. Fig. 4.1). In particular we observe that the wave cones corresponding to the different components may overlap.

We have therefore seen that for any given Riemann problem for (1.1), the only possible projection of the wave curves of the solution into $c$-space can be determined by solving $n$ scalar Riemann problems (cf. Figs. 4.1 and 4.2).


Fig. 4.1. Component wave cones.


Fig. 4.2. Projection of wave curves.

In our construction of the solution of the Riemann problem for (1.1) we will utilize the fact that the projection of the wave curves of the solution into $c$-space can be easily determined. Our strategy will be first to compute the solution of the associated Riemann problem for (4.1) and thereafter the complete Riemann solution for (1.1) will be constructed from the computed sequence of projected wave curves.
5. The solution of the Riemann problem. The purpose of this section is to present the construction of the solution of the Riemann problem for the model (1.1) for arbitrary left and right states in $0^{n+1}$. As above, we let $u^{L}=\left(s^{L}, c^{L}\right)$ and $u^{R}=\left(s^{R}, c^{R}\right)$ denote the left and right states, respectively. We already know from Lemma 4.1 that if a solution of the Riemann problem for (1.1) exists, then the projection of the wave curves into $c$-space must correspond to the wave curves of the unique solution of a Riemann problem for the corresponding model (4.1). Hence, the projection of the wave curves into $c$-space will form a path in $c$-space. This path will be referred to as the composition path or simply the c-path.

Since the $c$-path can easily be derived by solving $n$ scalar Riemann problems, we will assume throughout this section that this path is given. In particular this means that $c^{L}$ and $c^{R}$ are fixed and that the data of the Riemann problem only varies with $s^{L}$ and $s^{R}$.

In most of the discussion below we will also assume that the wave cones in $x, t$-space, corresponding to the Riemann solutions of the different components of (4.1), do not overlap. Hence, if the $c$-components are ordered with respect to increasing wave speed, we assume that

$$
\begin{equation*}
v_{1}^{i} \leqq v_{1}^{f} \leqq v_{2}^{i} \leqq \cdots \leqq v_{n}^{i} \leqq v_{n}^{f}, \tag{5.1}
\end{equation*}
$$

where $v_{j}^{i}$ and $v_{j}^{f}$ denote the initial and final speed of the wave which solves the Riemann problem for the $j$ th component of (4.1) (cf. Fig. 5.1). The assumption will be removed at the end of this section.

A consequence of (5.1) is that no $c$-wave occurring in the Riemann solution of (1.1) has multiplicity greater than one, i.e., no $\left(i, j_{1}, \cdots, j_{m}\right)$ wave with $m>0$ is included in the solution. In particular, the $c$-path consists of $n$ straight lines parallel to the axis. The solution of the Riemann problem for (1.1) will therefore be located in a region of $(s, c)$-space which can be considered as $n$ strips in $\mathbb{R}^{2}$ as illustrated in Fig. 5.2, where the line $c_{i}=c_{i}^{R}$ is identified with the line $c_{i+1}=c_{i+1}^{L}$. This region will be referred to as the state space associated to the given $c$-path. Each state $\left(s, c_{i}\right)$ in the $i$ th strip of this region can be joined to other states by either an $s$-wave (i.e., $c_{i}=$ const.) or a


Fig. 5.1. $n=3$.


Fig. 5.2. The state space associated with c-path.
$c$-wave. The admissible $c$-waves are all directed upwards on Fig. 5.2. The $c$-waves in the $i$ th strip are $i$-rarefaction if $c_{i}^{L}<c_{i}^{R}$ and $i$-shocks if $c_{i}^{L}>c_{i}^{R}$.

For each strip of the state space we can associate a transition curve $T_{i}$. First, for any $c_{i}$ between $c_{i}^{L}$ and $c_{i}^{R}$ we define the associated wave speed by

$$
\sigma_{i}\left(s, c_{i}\right)= \begin{cases}\frac{f\left(s, c_{i}\right)}{s+h_{i}\left(c_{i}\right)} & \text { if } c_{i}^{L}<c_{i}^{R}, \\ \frac{f\left(s, c_{i}\right)}{s+h_{i}^{L}\left(c_{i}^{R}\right)} & \text { if } c_{i}^{L}>c_{i}^{R},\end{cases}
$$

where here and below $f\left(s, c_{i}\right)$ denotes the value $f\left(s, c_{1}^{R}, \cdots, c_{i-1}^{R}, c_{i}, c_{i+1}^{L}, \cdots, c_{n}^{L}\right)$. The transition curve $T_{i}$ in the $i$ th strip is defined from the relation

$$
\begin{equation*}
\sigma_{i}\left(s, c_{i}\right)=f_{s}\left(s, c_{i}\right) ; \tag{5.2}
\end{equation*}
$$

i.e., $\left(s, c_{i}\right) \in T_{i}$ if and only if $s>0$ and (5.2) holds. For each value of $c_{i}$ there is at most one value of $s$, called $s_{i}^{T}\left(c_{i}\right)$, such that $\left(s_{i}^{T}, c_{i}\right) \in T_{i}$. If no such value of $s$ exists, we let $s_{i}^{T}\left(c_{i}\right)=+\infty$. We note that if $c_{i}^{L}<c_{i}^{R}$, i.e., the $i$-waves are rarefaction waves, the transition curve $T_{i}$ corresponds exactly to the curve where $\lambda_{i}=\lambda_{s}$ (cf. §2). On the lines $c_{i}=c_{i}^{R}$ or $c_{i+1}=c_{i+1}^{L}$ there are two possible values of $s^{T}, s_{i}^{T}\left(c_{i}^{R}\right)$ and $s_{i+1}^{T}\left(c_{i+1}^{L}\right)$, corresponding to the strip below and above this line. Assumption (5.1) implies that

$$
\begin{equation*}
s_{i}^{T}\left(c_{i}^{R}\right) \geqq s_{i+1}^{T}\left(c_{i+1}^{L}\right) . \tag{5.3}
\end{equation*}
$$

The transition curves $T_{i}$, in the $n$ strips of the state space associated to the given $c$-path, are therefore located as illustrated in Fig. 5.3.

To construct the solution of the global Riemann problem we have to characterize the possible compatible compositions of elementary waves. In each strip of the state space this analysis corresponds to the analysis given in [9] for the case $n=1$. To state the desired results from [9] we need some notation. For each state ( $s, c_{i}$ ) in the $i$ th strip of the state space we define the associated critical value $s_{i}^{K}\left(s, c_{i}\right)$ from the relation

$$
\begin{equation*}
\sigma_{i}\left(s_{i}^{K}, c_{i}\right)=\sigma_{i}\left(s, c_{i}\right) \tag{5.4}
\end{equation*}
$$

If $s \geqq s_{i}^{T}\left(c_{i}\right), s_{i}^{K}$ is the unique value such that $s_{i}^{K} \leqq s_{i}^{T}\left(c_{i}\right)$ and such that (5.4) holds (cf. Fig. 5.4). If $s \leqq s_{i}^{T}\left(c_{i}\right), s_{i}^{K}$ is either the unique value greater than or equal to $s_{i}^{T}\left(c_{i}\right)$ such that (5.4) holds, or, if no such $s_{i}^{K}$ exists, we let $s_{i}^{K}=+\infty$.

Now consider possible compositions of pairs of waves of the forms

$$
\begin{equation*}
\left(s^{1}, c_{i}^{1}\right) \xrightarrow{c}\left(s^{M}, c_{i}^{2}\right) \xrightarrow{s}\left(s^{2}, c_{i}^{2}\right) \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(s^{1}, c_{i}^{1}\right) \xrightarrow{s}\left(s^{M}, c_{i}^{1}\right) \xrightarrow{c}\left(s^{2}, c_{i}^{2}\right) \tag{5.6}
\end{equation*}
$$

in the $i$ th strip of state space. Necessary and sufficient conditions for the compatibility of these compositions can be obtained directly from the analysis given in [9]. However,
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Fig. 5.4
to make these conditions as simple as possible, we will make a minor change in terminology with respect to the overcompressive $c$-shocks.

The admissible overcompressive shocks have the property that

$$
\lambda_{i}^{L}>\sigma>\lambda_{i}^{R} \quad \text { and } \quad \lambda_{s}^{L} \geqq \sigma>\lambda_{s}^{R},
$$

where $\lambda^{L}$ and $\lambda^{R}$ denote eigenvalues to the left and to the right of the shock, respectively. They are illustrated in Fig. 3.3. These shocks may be thought of as a composition of a $c$-shock and an $s$-shock with the same speed. Usually such compositions are not allowed. However, in the analysis below, statements about the compatibility of compositions of elementary waves will simplify if we do allow compositions of two shocks with the same speed starting with a $c$-shock and do not allow the overcompressive $c$-shocks. With this change in terminology the overcompressive $c$-shocks are described as a composition of the form (5.5). Furthermore, the entropy condition for the allowed $c$-shock takes the form

$$
\lambda_{i}^{L}>\sigma>\lambda_{i}^{R} \quad \text { and } \quad \lambda_{s}^{L}, \lambda_{s}^{R} \geqq \sigma \quad \text { or } \quad \lambda_{s}^{L}, \lambda_{s}^{R}<\sigma .
$$

This change of terminology is used in all the lemmas below. The following result is now a direct consequence of Lemmas 6.1 and 7.1 of [9].

Lemma 5.1. Consider a composition of a c-wave and an s-wave in the ith strip of state space.
(i) The composition (5.5) is compatible if and only if

$$
s^{M} \leqq s_{i}^{T}\left(c_{i}^{2}\right) \quad \text { and } \quad 0 \leqq s^{2} \leqq s_{i}^{K}\left(s^{M}, c_{i}^{2}\right) .
$$

(ii) The composition (5.6) is compatible if and only if

$$
s^{M} \geqq s_{i}^{T}\left(c_{i}^{1}\right) \quad \text { and } \quad s_{i}^{K}\left(s^{M}, c_{i}^{1}\right) \leqq s^{1} \leqq 1 .
$$

Remark. If we had not changed the terminology as described above, the statements of the lemma above would only be correct if the admissible $c$-waves in the $i$ th strip were rarefaction waves. If the $c$-wave is a shock the proper condition for composition (5.5) is

$$
s^{M} \leqq s_{i}^{T}\left(c_{i}^{2}\right) \quad \text { and } \quad 0 \leqq s^{2}<s_{i}^{K}\left(s^{M}, c_{i}^{2}\right),
$$

while the case $s^{2}=s_{i}^{K}\left(s^{M}, c_{i}^{2}\right)$ corresponds to an overcompressive shock from ( $s^{1}, c_{i}^{1}$ ) to ( $s^{2}, c_{i}^{2}$ ). Similarly, the proper condition for (5.6) is

$$
s^{M} \geqq s_{i}^{T}\left(c_{i}^{1}\right) \quad \text { and } \quad s_{i}^{K}\left(s^{M}, c_{i}^{1}\right)<s^{1} \leqq 1
$$

We also note that when the $c$-wave is a shock, the compositions (5.5) and (5.6) only occur when $c_{i}^{1}=c_{i}^{L}$ and $c_{i}^{2}=c_{i}^{R}$.

Consider next the composition of three waves of the form

$$
\xrightarrow{c}\left(s^{1}, c_{i}^{M}\right) \xrightarrow{s}\left(s^{2}, c_{i}^{M}\right) \xrightarrow{c}
$$

on the $i$ th strip, where we assume that $c_{i}^{L}<c_{i}^{R}$ such that the $c$-waves are rarefactions. If $c_{i}^{L}<c_{i}^{M}<c_{i}^{R}$ it follows from Lemma 5.1 that this composition is compatible if and only if

$$
s^{1} \leqq s_{i}^{T}\left(c_{i}^{M}\right), \quad s^{2} \geqq s_{i}^{T}\left(c_{i}^{M}\right), \quad s^{2}=s_{i}^{K}\left(s^{1}, c_{i}^{M}\right)
$$

However, at the intersections of two strips, where the transition curve is discontinuous, there are more possibilities. Consider a composition of the form

$$
\begin{equation*}
\xrightarrow{c}\left(s^{1}, c_{i}^{R}\right) \xrightarrow{s}\left(s^{2}, c_{i+1}^{L}\right) \xrightarrow{c} . \tag{5.7}
\end{equation*}
$$

The precise conditions for the compatibility of (5.7) can be derived by combining statements (i) and (ii) of Lemma 5.1. We summarize this result in the following lemma.

Lemma 5.2. The composition (5.7) is compatible if and only if either

$$
s^{1} \leqq s_{i+1}^{T}\left(c_{i+1}^{L}\right) \quad \text { and } \quad s^{2} \in\left[s_{i+1}^{K}\left(s^{1}, c_{i+1}^{L}\right), s_{i}^{K}\left(s^{1}, c_{i}^{R}\right)\right]
$$

or

$$
s^{1} \in\left[s_{i+1}^{T}\left(c_{i+1}^{L}\right), s_{i}^{T}\left(c_{i}^{R}\right)\right] \quad \text { and } \quad s^{2} \in\left[s_{i+1}^{T}\left(c_{i+1}^{L}\right), s_{i}^{K}\left(s^{1}, c_{i}^{R}\right)\right] .
$$

The two cases of the lemma are illustrated in Figs. 5.5 and 5.6.
Before we proceed to construct the solution of the Riemann problem for (1.1) we will first review the main structure of the solution in the case when $n=1$. For a more precise description of this solution we refer to [9]. Consider first the case when $c_{1}^{L}<c_{1}^{R}$, i.e., when the $c$-waves are rarefactions. We divide this case further into two subcases.

First, assume that $s^{L}<s_{1}^{T}\left(c_{1}^{L}\right)$ and that the rarefaction curve through the point ( $s^{L}, c_{1}^{L}$ ) intersects the line $c_{1}=c_{1}^{R}$ at a point $\left(\hat{s}, c_{1}^{R}\right)$, where $\hat{s} \leqq s_{1}^{T}\left(c_{1}^{R}\right)$. Typical solutions of the Riemann problem, depending on the location of $s^{R}$, are illustrated in Fig. 5.7, where $\hat{s}^{K}=s_{1}^{K}\left(\hat{s}, c_{1}^{R}\right)$. In particular, the Riemann solution terminates with a $c$-wave if and only if $s^{R}=\hat{s}$ and $s^{R}>\hat{s}^{K}$.

The second subcase occurs when either $s^{L}>s_{1}^{T}\left(c_{1}^{L}\right)$ or $s^{L} \leqq s_{1}^{T}\left(c_{1}^{L}\right)$, but the rarefaction curve through $\left(s^{L}, c_{1}^{L}\right)$ intersects the transition curve at $c_{1}=c_{1}^{*}$, where $c_{1}^{*}<c_{1}^{R}$. Examples of Riemann solutions in this case are illustrated in Figs. 5.8(a) and 5.8(b). In particular, the solution terminates with a $c$-wave if and only if $s^{R} \geqq s_{1}^{T}\left(c_{1}^{R}\right)$. Hence, if we let $\hat{s}=\hat{s}^{K}=s_{1}^{T}\left(c_{1}^{R}\right)$ in this latter case, we conclude that, if the $c$-waves are rarefaction waves, the unique solution of the Riemann problem terminates with a $c$-wave if and only if $s^{R}=\hat{s}$ or $s^{R}>\hat{s}^{K}$.


Fig. 5.5. $s^{1} \leqq s_{i+1}^{T}\left(c_{i+1}^{L}\right)$.


FIG. 5.6. $s_{i+1}^{T}<s^{1}<s_{i}^{T}$.


Fig. 5.7


FIG. 5.8(a). $s^{L} \leqq s_{1}^{T}\left(c_{1}^{L}\right)$.


Fig. 5.8(b). $s^{L}>s_{1}^{T}\left(c_{1}^{L}\right)$.

Consider next the case when $n=1$ and $c_{1}^{L}>c_{1}^{R}$. Again this case is divided into two subcases. If $s^{L} \leqq s_{1}^{T}\left(c_{1}^{L}\right)$ there is always a unique value $\hat{s}$ such that $\hat{s} \in s_{1}^{T}\left(c_{1}^{R}\right)$ and such that

$$
\left(s^{L}, c_{1}^{L}\right) \xrightarrow{c}\left(\hat{s}, c_{1}^{R}\right)
$$

is a $c$-shock. Let $\hat{s}^{K}=s_{1}^{K}\left(\hat{s}, c_{1}^{R}\right)$. The different Riemann solutions in this case are illustrated in Fig. 5.9.

Finally, if $s^{L}>s_{1}^{T}\left(c_{1}^{L}\right)$ let $s_{1}^{-}$be the unique value $s_{1}^{-}<s_{1}^{T}\left(c_{1}^{R}\right)$ such that

$$
\left(s_{1}^{T}\left(c_{1}^{L}\right), c_{1}^{L}\right) \xrightarrow{c}\left(s_{1}^{-}, c_{1}^{R}\right)
$$

is a $c$-shock. Furthermore, let $s_{1}^{+}=s_{1}^{K}\left(s_{1}^{-}, c_{1}^{R}\right)$. The different possible Riemann solutions are illustrated in Fig. 5.10.

Hence, if we let $\hat{s}=s_{1}^{-}$and $\hat{s}^{K}=s_{1}^{+}$in this latter case, the structure of Riemann solutions in the shock case has the property that it terminates with a $c$-shock if and only if $s^{R}=\hat{s}$ or $s^{R}>\hat{s}^{K}$. We have therefore seen that this property of the Riemann solution is shared both by the rarefaction case and the shock case.


Fig. 5.9


Fig. 5.10
(We remark again that the correctness of this description of the Riemann solution depends on the change of terminology introduced at the beginning of this section. A more correct description of the solution in the shock case is that it terminates with a $c$-shock if and only if $s^{R}=\hat{s}$ or $s^{R} \geqq \hat{s}^{K}$.)

Let us return to the case when $n>1$. Motivated by the structure of the Riemann solution above, we introduce some extra notation. If the $i$-waves are shocks, we define $s_{i}^{-}$as the unique value satisfying

$$
s_{i}^{-}<s_{i}^{T}\left(c_{i}^{R}\right) \text { and such that }\left(s_{i}^{T}\left(c_{i}^{L}\right), c_{i}^{L}\right) \xrightarrow{c}\left(s_{i}^{-}, c_{i}^{R}\right)
$$

corresponds to a $c$-shock. Furthermore, we let $s_{i}^{+}=s_{i}^{K}\left(s_{i}^{-}, c_{i}^{R}\right)$. The location of these points on the line $c_{i}=c_{i}^{R}$ and $c_{i+1}=c_{i+1}^{L}$ are illustrated in Fig. 5.11. The two $s_{i}^{-}$-points indicate that $s_{i}^{-}$can be located on any side of $T_{i+1}$, but always to the left of $T_{i}$. In particular,

$$
s_{i}^{+} \geqq s_{i}^{T}\left(c_{i}^{R}\right) \geqq s_{i+1}^{T}\left(c_{i+1}^{L}\right),
$$

while $s_{i}^{-}$can be greater than or less than $s_{i+1}^{T}\left(c_{i+1}^{L}\right)$. If the $i$-waves are rarefactions we let $s_{i}^{-}=s_{i}^{+}=s_{i}^{T}\left(c_{i}^{R}\right)$.

We are now in a position to construct the general solution of the Riemann problem for (1.1).

We recall again that since $c^{L}$ and $c^{R}$ are considered fixed, the data of the Riemann problem only varies with $s^{L}$ and $s^{R}$.

Lemma 5.3. Assume that the associated Riemann solution of (4.1) satisfies condition (5.1). The Riemann problem for (1.1) has a unique solution for arbitrary $s^{L}$ and $s^{R}$. Furthermore, for any given $s^{L}$ there exist values $\hat{s}$ and $\hat{s}^{K}$, with $\hat{s} \leqq s_{n}^{-}$and $\hat{s}^{K} \geqq s_{n}^{+}$, such that the Riemann solution terminates with $c$-wave if and only if

$$
s^{R}=\hat{s} \quad \text { or } \quad s^{R}>\hat{s}^{K} .
$$

Here $\hat{s}$ and $\hat{s}^{K}$ are related by $\hat{s}^{K}=s_{n}^{K}\left(\hat{s}, c_{n}^{R}\right)$.


Fig. 5.11

Proof. The proof uses induction on $n$. We have already seen in the discussion above that the result holds for $n=1$. Assume that the result holds for $n-1$; i.e., any states ( $s^{L}, c_{1}^{L}$ ) and ( $s^{R}, c_{n-1}^{R}$ ) can be connected by a unique composition of compatible elementary waves.

Throughout the rest of the proof we consider $s^{L}$ as fixed. By the induction hypothesis there exist values $\hat{s}_{n-1}$ and $\hat{s}_{n-1}^{K}$, where $\hat{s}_{n-1} \leqq s_{n-1}^{-}$and $\hat{s}_{n-1}^{K}=s_{n-1}^{K}\left(\hat{s}_{n-1}, c_{n-1}^{R}\right)$, such that a Riemann solution that connects $\left(s^{L}, c_{2}^{L}\right)$ to ( $s^{R}, c_{n-1}^{R}$ ) terminates with a $c$-wave if and only if $s^{R}=\hat{s}_{n-1}$ or $s^{R}>\hat{s}_{n-1}^{K}$.

To show that the desired result holds for $n$, we have to construct the Riemann solution for any right state $\left(s^{R}, c_{n}^{R}\right)$ and to show that this solution is unique. In the analysis below we will concentrate our effort on the construction of a solution. The uniqueness of this solution can easily be established in all cases by applying the results of Lemmas 5.1 and 5.2. We will start the construction by identifying the desired values $\hat{s}$ and $\hat{s}^{K}$.

Assume first that the $n$-waves are rarefactions; i.e., assume that $c_{n}^{L}<c_{n}^{R}$. If $\hat{s}_{n-1}<$ $s_{n}^{T}\left(c_{n}^{L}\right)$ and if the rarefaction curve through $\left(\hat{s}_{n-1}, c_{n}^{L}\right)$ intersects the line $c_{n}=c_{n}^{R}$, we let $\hat{s}$ be the unique value less than or equal to $s_{n}^{T}\left(c_{n}^{R}\right)$ such that the rarefaction curve intersects the line $c_{n}=c_{n}^{R}$ at $\left(\hat{s}, c_{n}^{R}\right)$. In this case the composition

$$
\left(s^{L}, c_{1}^{L}\right) \Rightarrow\left(\hat{s}_{n-1}, c_{n-1}^{R}\right) \xrightarrow{c}\left(\hat{s}, c_{n}^{R}\right),
$$

where here and below $\Rightarrow$ denotes the unique Riemann solution from the induction hypothesis, is a Riemann solution that terminates with a $c$-wave. If $\hat{s}_{n-1} \geqq s_{n}^{T}\left(c_{n}^{L}\right)$ or if no rarefaction curve connects $\left(\hat{s}_{n-1}, c_{n}^{L}\right)$ to the line $c_{n}=c_{n}^{R}$, we let $\hat{s}=s_{n}^{T}\left(c_{n}^{R}\right)$. To see that the Riemann solution with $s^{R}=\hat{s}$ terminates with a $c$-wave, in this case we let $s_{n-1}$ be the unique value such that $s_{n-1}>s_{n}^{T}\left(c_{n}^{L}\right)$ and such that ( $s_{n-1}, c_{n}^{L}$ ) and $\left(\hat{s}, c_{n}^{R}\right)$ are connected by a rarefaction curve (cf. Fig. 5.12).

If $s_{n-1}>\hat{s}_{n-1}^{K}$ it follows from the induction hypothesis that the solution

$$
\left(s^{L}, c_{1}^{L}\right) \Rightarrow\left(s_{n-1}, c_{n-1}^{R}\right)
$$

terminates with a $c$-wave. Therefore, the composition

$$
\left(s^{L}, c_{1}^{L}\right) \Rightarrow\left(s_{n-1}, c_{n}^{L}\right) \xrightarrow{c}\left(s_{n}, c_{n}^{R}\right)
$$

is compatible and terminates with a $c$-wave. If $s_{n-1} \leqq \hat{s}_{n-1}^{K}$ it follows from the result for $n=1$ that the unique compatible composition that connects $\left(\hat{s}_{n-1}, c_{n}^{L}\right)$ and $\left(\hat{s}, c_{n}^{R}\right)$ either starts and terminates with a $c$-wave or is of the form

$$
\begin{equation*}
\left(\hat{s}_{n-1}, c_{n}^{L}\right) \xrightarrow{s}\left(s_{n-1}, c_{n}^{L}\right) \xrightarrow{c}\left(\hat{s}, c_{n}^{R}\right) . \tag{5.8}
\end{equation*}
$$

In particular, the states are connected by waves of the form (5.8) only if $\hat{s}_{n-1} \geqq s_{n}^{T}\left(c_{n}^{L}\right)$ or if $s_{n-1} \in\left[s_{n}^{K}\left(\hat{s}_{n-1}, c_{n}^{L}\right), \hat{s}_{n-1}^{K}\right]$. But in these cases it follows from Lemma 5.2 and the
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induction hypothesis that the complete composition

$$
\left(s^{L}, c_{1}^{L}\right) \Rightarrow\left(\hat{s}_{n-1}, c_{n}^{L}\right) \xrightarrow{s}\left(s_{n-1}, c_{n}^{L}\right) \xrightarrow{c}\left(\hat{s}, c_{n}^{R}\right)
$$

is compatible (cf. Figs. $5.13 \mathrm{a}, \mathrm{b}$ ). We have therefore seen that if the $n$-waves are rarefactions, then in all possible cases a value $\hat{s} \leqq s_{n}^{T}\left(c_{n}^{R}\right)$ can be constructed such that if $s^{R}=\hat{s}$ the Riemann solution terminates with a $c$-wave.

Consider next the case where the $n$-waves are shocks. If $\hat{s}_{n-1} \leqq s_{n}^{T}\left(c_{n}^{L}\right)$, we simply let $\hat{s}$ be the unique value such that $\hat{s} \leqq s_{n}^{-}$and such that

$$
\left(\hat{s}_{n-1}, c_{n}^{L}\right) \xrightarrow{c}\left(\hat{s}_{n}, c_{n}^{R}\right)
$$

is a $c$-shock. If $\hat{s}_{n-1}>s_{n}^{T}\left(c_{n}^{L}\right)$, we let $\hat{s}=s_{n}^{-}$. Since it follows from Lemma 5.2 and the induction hypothesis that the composition

$$
\left(s^{L}, c_{1}^{L}\right) \Rightarrow\left(\hat{s}_{n-1}, c_{n}^{L}\right) \xrightarrow{s}\left(s_{n}^{T}\left(c_{n}^{L}\right), c_{n}^{L}\right) \xrightarrow{c}\left(\hat{s}, c_{n}^{R}\right)
$$

(cf. Fig. 5.14) is compatible, we have, in all cases where the $n$-waves are shocks, generated $\hat{s} \leqq s_{n}^{-}$such that the Riemann solution with $s^{R}=\hat{s}$ terminates with a $c$-wave. Hence, we have completed the construction of the values $\hat{s}$ and $\hat{s}^{K} \equiv s_{n}^{K}\left(\hat{s}, c_{n}^{R}\right)$.

Furthermore, it follows from Lemma 5.1 that if the solution that connects $\left(s^{L}, c_{1}^{L}\right)$ and $\left(\hat{s}, c_{n}^{R}\right)$ is extended by an $s$-wave of the form

$$
\left(\hat{s}, c_{n}^{R}\right) \xrightarrow{s}\left(s^{R}, c_{n}^{R}\right),
$$



FIG. 5.13(a). $\hat{s}_{n-1} \geqq s_{n}^{T}\left(c_{n}^{L}\right)$.


Fig. 5.13(b). $s_{n-1} \in\left[s_{n}^{K}\left(\hat{s}_{n-1}, c_{n}^{L}\right), \hat{s}_{n-1}^{K}\right]$.


Fig. 5.14
then the complete composition is compatible as long as $s^{R} \leqq \hat{s}^{K}$. Hence, to complete the proof of the lemma, we have to construct a Riemann solution that terminates with a $c$-wave when $s^{R}>\hat{s}^{K}$. If $s^{R}>\hat{s}^{K} \geqq s_{n}^{+}$there exists a unique value $s_{n-1}>s_{n}^{T}\left(c_{n}^{L}\right)$ such that

$$
\left(s_{n-1}, c_{n}^{L}\right) \xrightarrow{c}\left(s^{R}, c_{n}^{R}\right)
$$

is a $c$-wave (shock or rarefaction). If $s_{n-1}>\hat{s}_{n-1}^{K}$ the induction hypothesis implies that the Riemann solution is given by

$$
\left(s^{L}, c_{1}^{L}\right) \Rightarrow\left(s_{n-1}, c_{n}^{L}\right) \xrightarrow{c}\left(s^{R}, c_{n}^{R}\right)
$$

Otherwise, if $s_{n-1} \leqq s_{n-1}^{K}$ we first consider the compatible composition that connects $\left(\hat{s}_{n-1}, c_{n}^{L}\right)$ and $\left(s^{R}, c_{n}^{R}\right)$. This composition either starts and terminates with a $c$-wave (this is only possible if $\hat{s}_{n-1}<s_{n}^{T}\left(c_{n}^{L}\right)$ and the $n$-waves are rarefactions) or it is of the form

$$
\begin{equation*}
\left(\hat{s}_{n-1}, c_{n}^{L}\right) \xrightarrow{s}\left(s_{n-1}, c_{n}^{L}\right) \xrightarrow{c}\left(s^{R}, c_{n}^{R}\right) \tag{5.9}
\end{equation*}
$$

As above, the composition is of the form (5.9) only if $\hat{s}_{n-1} \geqq s_{n}^{T}\left(c_{n}^{L}\right)$ or if $s_{n-1} \in$ $\left[s_{n}^{K}\left(\hat{s}_{n-1}, c_{n}^{L}\right), \hat{s}_{n-1}^{K}\right]$. Hence, Lemma 5.2 and the induction hypothesis imply that

$$
\left(s^{L}, c_{1}^{L}\right) \Rightarrow\left(\hat{s}_{n-1}, c_{n}^{L}\right) \xrightarrow{s}\left(s_{n-1}, c_{n}^{L}\right) \xrightarrow{c}\left(s^{R}, c_{n}^{R}\right)
$$

is a compatible composition of waves. We have therefore seen that the Riemann solution always terminates with a $c$-wave when $s^{R}>\hat{s}^{K}$. This completes the induction argument and therefore the proof of the lemma.

The construction of the Riemann solution given above can be thought of as a "factorization" of the general Riemann problem associated with a given $c$-path. First, the values $\hat{s}_{i}$ and $\hat{s}_{i}^{K}$, for $i=1,2, \cdots, n$, are constructed from $s^{L}$ and the given $c$-path. Thereafter, the Riemann solution is constructed from $s^{R}$ and all the values $\hat{s}_{i}$ and $\hat{s}_{i}^{K}$. This interpretation of the proof makes a computer implementation of the construction rather attractive.

The proof of Lemma 5.3 above completes the discussion of the Riemann problem for (1.1) under the additional assumption (5.1). To remove this assumption, we finally do allow the wave cones, corresponding to the different components of the system (4.1), to overlap. Hence, $c$-waves of multiplicity greater than one may occur in the Riemann solution of (1.1). However, since the structure of such $c$-waves is similar to the structure of simple waves, their occurrence will not change the logical structure of the construction of the Riemann solution. The occurrence of $c$-waves of multiplicity greater than one will only increase the possible number of strips of the state space along the given $c$-path. For example, if $n=2$ and the two wave cones intersect, the state space along the $c$-path will consist of three strips as illustrated in Figs. 5.15 and 5.16. Hence, by possibly increasing the number of strips to at most $2 n-1$, the construction given in the proof of Lemma 5.3 also applies when assumption (5.1) is removed. We have therefore established the main result of this paper.

Theorem 5.1. For arbitrary states $u^{L}=\left(s^{L}, c^{L}\right) \in \emptyset^{n+1}$ and $u^{R}=\left(s^{R}, c^{R}\right) \in \emptyset^{n+1}$ there exists a unique solution of the Riemann problem for the system (1.1) with left state $u^{L}$ and right state $u^{R}$.

Before we end this section we would like to point out one property of the Riemann solution constructed above. We recall from [9] that in the case when $n=1$ an overcompressive shock can never join any other wave in a Riemann solution. However, it can


Fig. 5.15


Fig. 5.16
be seen from the construction above that this property does not hold when $n>1$. An example of a Riemann solution of the form

$$
\left(s^{L}, c_{1}^{L}, c_{2}^{L}\right) \xrightarrow{c}\left(\bar{s}, c_{1}^{R}, c_{2}^{L}\right) \xrightarrow{c}\left(s^{R}, c_{1}^{R}, c_{2}^{R}\right),
$$

where both $c$-waves are shocks and where the first shock is overcompressive, is illustrated in Fig. 5.17.
6. Conclusion. The solution of the general $(n+1) \times(n+1)$ Riemann problem for the model (1.1) has been constructed. The construction is based on the fact that a projection principle, described in §4, decouples the Riemann problem into a finite sequence of coupled $2 \times 2$ Riemann problems. This sequence of coupled Riemann problems is then solved in $\S 5$. The construction done in $\S 5$ establishes a factorization algorithm for the coupled sequence of Riemann problems. In a forthcoming paper we will discuss further the practical implementation of this algorithm and also present examples of numerical results.

The projection principle described in $\S 4$ is valid independent of the structure of the adsorption functions $a_{i}$. Hence, if for example the functions $a_{i}\left(c_{i}\right)$ in (1.1) are replaced by a family of generalized Langmuir adsorption functions of the form (1.2), the general Riemann solution can still be found from a construction of the form studied in § 5 . The only difference would be that the corresponding one-phase problem would be changed. Hence, a different procedure for the construction of the desired composition path would be required. In a forthcoming paper we will discuss how the techniques


FIG. 5.17. $f^{L}=f\left(\cdot, c_{1}^{L}, c_{2}^{L}\right), \bar{f}=f\left(\cdot, c_{1}^{R}, c_{2}^{L}\right), f^{R}=f\left(\cdot, c_{1}^{R}, c_{2}^{R}\right)$.
developed in this paper can be combined with the results of [13] to obtain the Riemann solution of a two-phase model of the form (1.1), but where the functions $a_{i}\left(c_{i}\right)$ are replaced by a family of generalized Langmuir adsorption functions.
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#### Abstract

Conditions are established for the persistence of a discrete semidynamical system formulated in terms of the global attractor of the boundary semiflow and its stable set. An application to an ecological model of a predator-prey system is given.
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1. Introduction. Let $X$ be a metric space with metric $d$. A map $f: X \rightarrow X$ defines a discrete semidynamical system $T: \mathbb{Z}_{+} \times X \rightarrow X$ by $T(n, x)=f^{n}(x)$, where $\mathbb{Z}_{+}$denotes the set of nonnegative integers and $f^{n}(x)$ denotes the $n$th iterate of $x$ under $f$, i.e., $f^{n}(x)=f \circ f \circ \cdots \circ f(x)(n$ times). Such discrete semidynamical systems are frequently used in the modeling of ecological systems where $X$ is the set of all possible states of the populations in the ecosystem (for example, $X=\mathbb{R}_{+}^{n}$, the nonnegative cone in $\mathbb{R}^{n}$ ) and $f$ describes what happens to each state after a fixed period of time (for example, a year or a generation).

Let $Y$ be a subspace of $X$. We say that $f$ is persistent (with respect to $Y$ ) if for all $x \in X \backslash Y, \liminf _{n \rightarrow \infty} d\left(f^{n}(x), Y\right)>0$. This means that $Y$ is in some sense a repeller (or is ejective). Stronger or weaker forms than the above notion of persistence have also been introduced (Butler, Freedman, and Waltman [1]). In the context of ecological modeling, $Y$ could be the set of extinction states in $X$ (for example, $Y=\partial\left(\mathbb{R}_{+}^{n}\right)$, the boundary of $\mathbb{R}_{+}^{n}$ in $\mathbb{R}^{n}$ ). In that case, persistence captures the idea of nonextinction or coexistence.

The object of this paper is to obtain criteria for persistence that are testable at least in some elementary applications. Roughly speaking, these criteria are conditions imposed on the global attractor of $\left.f\right|_{Y}$, the restriction of $f$ on $Y$. More specifically, we will derive the discrete semidynamical systems analogue of the results given in Butler and Waltman [2].

Recently, Fonda [4] has derived criteria for persistence in discrete semidynamical systems of ecological models. His criteria involve establishing the existence of a certain persistence function. However, the question of how to construct such a persistence function for a given model remains open. We emphasize that our technique is a testable one in that the criteria can be checked provided only that the boundary dynamics can be analyzed.

This paper utilizes the notation and theory of dynamical systems (see [13]), as modified to discrete semidynamical systems (see [12]). The required modified definitions are stated in § 2 for completeness.

[^65]The rest of the paper is organized as follows. In § 2, we introduce some basic notation and definitions in the theory of discrete semidynamical systems. We prove in Propositions 2.2 and 3.2 that an acyclic covering gives rise to a Morse decomposition. Our main results on persistence of discrete semidynamical systems (Theorem 3.3) are presented in § 3. We also prove a Butler-McGehee type lemma for discrete semidynamical systems (Theorem 3.1) in this section. Section 4 consists of an application of this theory to an ecological model of a predator-prey system. Finally, a brief discussion and concluding remarks are given in §5.
2. Preliminaries. Let $Y \subset X$ and let $f: X \rightarrow X$. Let $f^{n}(x)$ denote the $n$th iterate of $x$ under $f$.

Definition 2.1. $f$ is said to be persistent (with respect to $Y$ ) if for all $x \in X \backslash Y$, $\lim \inf _{n \rightarrow \infty} d\left(f^{n}(x), Y\right)>0$.

The main objective of this paper is to answer the following question.
Persistence Question. When do we have persistence (with respect to $Y$ )?
In [2] Butler and Waltman study the Persistence Question for a continuous dynamical system. Our aim here is to carry out the same program as in the above paper for the discrete semidynamical system defined by $f$. As we shall see, the results we obtain are similar. However, the noninvertibility of $f$ makes the proofs more difficult.

In the applications we have in mind $X=\mathbb{R}_{+}^{n}$, the nonnegative cone in $\mathbb{R}^{n}$. It is the set of all possible states of the populations in an ecosystem. $Y=\partial\left(\mathbb{R}_{+}^{n}\right)$, the boundary of $\mathbb{R}_{+}^{n}$ in $\mathbb{R}^{n}$, is the set of "extinction" states of the populations in the ecosystem. $f$ is a map that describes what happens to a state of populations after a certain fixed period of time, such as after one year or one generation. Note that $f$ is autonomous, in the sense that its action is the same independent of year or generation.

Based on the above discussion, we will make the following assumptions.
(A1) $\quad X$ is a metric space with metric $d$.
(A2) $\quad Y$ is a closed subset of $X$.
(A3) $f: X \rightarrow X$ is continuous.
(A4) $\quad f(Y) \subset Y$.

$$
\begin{equation*}
f(X \backslash Y) \subset X \backslash Y \tag{A5}
\end{equation*}
$$

Under these assumptions, $\left.f\right|_{Y}: Y \rightarrow Y$ is continuous.
Definition 2.2. Let $x \in X$. Let $\mathbb{Z}$ denote the set of integers and let $\mathbb{Z}_{+}$denote the set of nonnegative integers.
(i) A sequence $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}$of points in $X$ is called a positive orbit through $x$ if $x_{0}=x$ and $f\left(x_{n}\right)=x_{n+1}$ for all $n \in \mathbb{Z}_{+}$.
(ii) A sequence $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}$of points in $X$ is called a negative orbit through $x$ if $x_{0}=x$ and $f\left(x_{-n-1}\right)=x_{-n}$ for all $n \in \mathbb{Z}_{+}$.
(iii) A sequence $\left\{x_{n}\right\}_{n \in \mathbb{Z}}$ of points in $X$ is called an orbit through $x$ if $x_{0}=x$ and $f\left(x_{n}\right)=x_{n+1}$ for all $n \in \mathbb{Z}$.

The positive orbit through $x$ always exists and is unique. In fact, it is the sequence $O^{+}(x)=\left\{x, f(x), f^{2}(x), \cdots\right\}$. The negative orbit and the orbit through $x$ may not exist, and even when they exist, they may not be unique.

Definition 2.3. A positive orbit $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}$(respectively, a negative orbit $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}$) through $x$ is said to be compact if, when considered as a subset of $X$, it is precompact.
(A6) For all $x \in X, O^{+}(x)$ is a compact positive orbit.
Definition 2.4. (i) Let $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}$be a positive orbit. The omega limit set of $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}$ is the set $\Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}\right)=\left\{y \in X: y=\lim _{n \rightarrow \infty} x_{i_{n}}\right.$ for some subsequence $\left\{x_{i_{n}}\right\}_{n \in \mathbb{Z}_{+}}$of $\left.\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}\right\}$.
(ii) Let $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}$be a negative orbit. The alpha limit set of $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}$is the set $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)=\left\{y \in X: y=\lim _{n \rightarrow \infty} x_{-i_{n}}\right.$ for some subsequence $\left\{x_{-i_{n}}\right\}_{n \in \mathbb{Z}_{+}}$of $\left.\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right\}$.

The omega limit set (respectively, alpha limit set) of a positive orbit (respectively negative orbit) is the set of all limit points of the positive orbit (respectively, negative orbit) when considered as a sequence. We also denote the omega limit set of the positive orbit through $x$ by $\Lambda^{+}(x)$.

Definition 2.5. Let $M \subset X . M$ is positively invariant (respectively, negatively invariant, invariant) if $f(M) \subset M$ (respectively, $M \subset f(M), f(M)=M)$.

The union of invariant sets is invariant. For a continuous $f$, the closure of a positively invariant set is positively invariant, the closure of a precompact negative invariant set is negatively invariant, and the closure of a precompact invariant set is invariant.

Definition 2.6. Let $M \subset X$ be invariant. $M$ is said to be compactly invariantly connected if whenever $M \subset M_{1} \cup M_{2}$, where $M_{1}$ and $M_{2}$ are disjoint nonempty, compact, invariant sets, then either $M \cap M_{1}=\varnothing$ or $M \cap M_{2}=\varnothing$.

Proposition 2.1. (i) If $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}$is a compact positive orbit, then $\Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}\right)$is nonempty, compact, invariant, and compactly invariantly connected, and $\lim _{k \rightarrow \infty} d\left(x_{k}, \Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}\right)\right)=0$.
(ii) If $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}$is a compact negative orbit, then $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)$is nonempty, compact, invariant, and compactly invariantly connected, and $\lim _{k \rightarrow \infty} d\left(x_{-k}\right.$, $\left.\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)\right)=0$.

Proof. (i) See Theorem 1.5.2 of [12].
(ii) Since $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}$is a sequence in a compact set, it has a convergent subsequence. Therefore, $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)$is nonempty. Since the set of all limit points of a sequence is closed, therefore $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)$is closed and hence it is compact. Let $y \in$ $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)$. Then $y=\lim _{n \rightarrow \infty} x_{-i_{n}}$ for some subsequence $\left\{x_{-i_{n}}\right\}_{n \in \mathbb{Z}_{+}}$of $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}$. Clearly, $f(y)=\lim _{n \rightarrow \infty} x_{-i_{n}+1} \in \Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)$. On the other hand, if $z$ is the limit of any convergent subsequence of $\left\{x_{-i_{n}-1}\right\}_{n \in \mathbb{Z}_{+}}$then $z \in \Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)$and $f(z)=y$. Thus, $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)$is invariant.

To show that $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)$is compactly invariantly connected, let $M_{1}$ and $M_{2}$ be two disjoint nonempty, compact, invariant sets such that $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right) \subset M_{1} \cup M_{2}$. Then $\varepsilon=d\left(M_{1}, M_{2}\right)>0$. Let $U_{i}=B_{\varepsilon / 3}\left(M_{i}\right)$, the $\varepsilon / 3$-ball about $M_{i}$. Then $M_{i} \subset U_{i}$ $(i=1,2)$ and $U_{1} \cap U_{2}=\varnothing$. For all $x \in M_{1}, f(x) \in M_{1} \subset U_{1}$. Therefore, there exists $\delta_{x}>0$ such that $\operatorname{cl}\left(B_{\delta_{x}}(x)\right) \subset U_{1}$ and $f\left(\operatorname{cl}\left(B_{\delta_{x}}(x)\right)\right) \subset U_{1}$. Since $M_{1}$ is compact, there exist $x_{1}, \cdots, x_{K} \in M_{1}$ such that $M_{1} \subset V_{1}, \mathrm{cl}\left(V_{1}\right) \subset U_{1}$, and $f\left(\mathrm{cl}\left(V_{1}\right)\right) \subset U_{1}$, where $V_{1}=$ $\cup_{i=1}^{K} B_{\delta_{x_{i}}}\left(x_{i}\right)$. Suppose that $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right) \cap M_{i} \neq \varnothing$ for $i=1,2$. Then $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}$intersects both $V_{1}$ and $U_{2}$ an infinite number of times. This implies the existence of subsequences $\left\{x_{-1_{n}}\right\}_{n \in \mathbb{Z}_{+}},\left\{x_{-2_{n}}\right\}_{n \in \mathbb{Z}_{+}}$of $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}$such that $x_{-1_{n}} \in V_{1}$ and $x_{-2_{n}} \in U_{2}$. Define the subsequence $\left\{x_{-3_{n}}\right\}_{n \in \mathbb{Z}_{+}}$of $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}$by the following properties: $-1_{n} \leqq$ $-3_{n}<-2_{n}, x_{k} \in V_{1}$ for all $k,-1_{n} \leqq k \leqq-3_{n}$ and $x_{-3_{n}+1} \notin V_{1}$ for all $n \in \mathbb{Z}_{+}$. Since $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)$is compact, by going to subsequences if necessary, we can assume that $\left\{x_{-3_{n}}\right\}_{n \in \mathbb{Z}_{+}}$converges. Let $p=\lim _{n \rightarrow \infty} x_{-3_{n}+1}=\lim _{n \rightarrow \infty} f\left(x_{-3_{n}}\right)$. Since $x_{-3_{n}+1} \in U_{1} \backslash V_{1}$ for all $n \in \mathbb{Z}_{+}, p \in \bar{U}_{1} \backslash V_{1}$. Thus, $p \in \Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)$is neither in $V_{1}$ nor $U_{2}$. This contradicts $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right) \subset V_{1} \cup U_{2}$.

Suppose $\lim \sup _{k \rightarrow \infty} d\left(x_{-k}, \Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)\right)>0$. Then there exists $\eta>0$ and a subsequence $\left\{x_{-i_{k}}\right\}_{k \in \mathbb{Z}_{+}}$of $\left\{x_{-k}\right\}_{k \in \mathbb{Z}_{+}}$such that $d\left(x_{-i_{k}}, \Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)\right) \geqq \eta$. Since $\left\{x_{-i_{k}}\right\}_{k \in \mathbb{Z}_{+}}$contains a convergent subsequence whose limit is in $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)$, this is a contradiction.

Under assumptions (A2), (A3), and (A6), $f$ is not persistent if and only if there exists $x \in X \backslash Y$ such that $\Lambda^{+}(x) \cap Y \neq \varnothing$ (that is, $d\left(\Lambda^{+}(x), Y\right)=0$ ).

Definition 2.7. $f$ is said to be dissipative if the set $\Omega(f)=\cup\left\{\Lambda^{+}(x): x \in X\right\}$ is precompact.

Under assumptions (A3) and (A6), if $f$ is dissipative then $\Omega(f)$ is invariant and so is its closure, $\bar{\Omega}(f)$.

Definition 2.8. A nonempty, closed invariant subset $M$ of $X$ is an isolated invariant set if it is the maximal (under the order of inclusion) invariant set in some neighbourhood of itself. A subset $N$ of $X$ is an isolating neighbourhood if the maximal invariant set in $N$ is nonempty, closed, and contained in int $(N)$, the interior of $N$.

Let $M$ be an isolated invariant set and let $x \in X \backslash M$. Then there exists a closed isolating neighbourhood $N$ of $M$ such that $x \in X \backslash N$.

Definition 2.9. Let $M \subset X$ be an isolated invariant set.
(i) A compact positive orbit $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}$is said to be in the stable set of $M$ (under $f$ ) (in notation, $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}} \in W^{+}(M)$ ) if $\Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}\right) \subset M$.
(ii) A compact negative orbit $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}$is said to be in the unstable set of $M$ (under $f$ ) (in notation, $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}} \in W^{-}(M)$ ) if $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right) \subset M$.
(iii) A compact positive orbit $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}$is said to be in the weakly stable set of $M$ (under $f$ ) (in notation, $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}} \in W_{w}^{+}(M)$ ) if $\Lambda^{+}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right) \cap M \neq \varnothing$.
(iv) A compact negative orbit $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}$is said to be in the weakly unstable set of $M$ (under $f$ ) (in notation, $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}} \in W_{w}^{-}(M)$ ) if $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right) \cap M \neq \varnothing$.

Under (A4), $\left.f\right|_{Y}: Y \rightarrow Y$ defines a discrete semidynamical system. We will have occasion to consider the dynamics of $\left.f\right|_{Y}$. To distinguish the notions of stable sets, etc., in this case with those defined previously for $f$, we will employ the notation $W^{+}\left(M ;\left.f\right|_{Y}\right)$, etc. when we refer to $\left.f\right|_{Y}$.

Definition 2.10. Let $M_{1}$ and $M_{2}$ be two isolated invariant sets. We say that $M_{1}$ is chained to $M_{2}$ if there exists an orbit $\left\{x_{n}\right\}_{n \in \mathbb{Z}}$ with $x_{k} \notin M_{1} \cup M_{2}$ for some $k \in \mathbb{Z}$ such that $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}} \in W^{-}\left(M_{1}\right)$ and $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}} \in W^{+}\left(M_{2}\right)$.

Definition 2.11. A finite sequence $M_{1}, M_{2}, \cdots, M_{k}$ of isolated invariant sets will be called a chain if $M_{1} \rightarrow M_{2} \rightarrow \cdots \rightarrow M_{k}$. A chain is called a cycle if $M_{k}=M_{1}$.

In the following definitions, we will assume that (A3)-(A5) hold.
Definition 2.12. A covering $\Pi=\left\{M_{1}, M_{2}, \cdots, M_{k}\right\}$ of $\bar{\Omega}\left(\left.f\right|_{Y}\right)$ is called an isolated covering of $\left.f\right|_{Y}$ if $M_{1}, M_{2}, \cdots, M_{k}$ are pairwise disjoint, compact and isolated invariant.

Note that each $M_{i} \subset Y(i=1, \cdots, k)$ is required to be an isolated invariant set in $X$ under $f$ and that $\bar{\Omega}\left(\left.f\right|_{Y}\right) \subset \cup_{i=1}^{k} M_{i}$.

Definition 2.13. An isolated covering $\Pi=\left\{M_{1}, \cdots, M_{k}\right\}$ of $\left.f\right|_{Y}$ is called an acyclic covering of $\left.f\right|_{Y}$ if no subsets of $\Pi$ form a cycle for $\left.f\right|_{Y}$ in $Y$.

Note that the "acyclic" condition is a requirement on an isolated covering of $\left.f\right|_{Y}$ but not on $\left.f\right|_{Y}$ itself.

In the statements of our main results on persistence in the next section, we always assume (A1)-(A6) and the following hypotheses:
(H1) $\left.\quad f\right|_{Y}$ is dissipative.
(H2) $\left.\quad f\right|_{Y}$ has an acyclic covering $\Pi=\left\{M_{1}, M_{2}, \cdots, M_{k}\right\}$.
Proposition 2.2. Let (A1)-(A6) and (H1), (H2) hold. Then for any positive orbit $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}$in $Y$, there exists one and only one $i$ such that $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}} \in W^{+}\left(M_{i} ;\left.f\right|_{Y}\right)$.

Proof. Since the positive orbit $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}$is compact, by Proposition 2.1, $\Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}\right)$is compactly invariantly connected. On the other hand, $\Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}\right) \subset$ $\Omega\left(\left.f\right|_{Y}\right) \subset \bigcup_{i=1}^{k} M_{i}$. Thus, $\Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}\right) \subset M_{i}$ for some $i$ and $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}} \in W^{+}\left(M_{i}\right)$.
3. Persistence. Various forms of the following theorem have been referred to as the Butler-McGehee lemma. In the original form (Freedman and Waltman [7, App. A, Lemma 1]), the setting is for a hyperbolic restpoint of an autonomous ordinary differential equation. Since then it has been extended to an isolated invariant set for a continuous flow on a locally compact metric space by Butler and Waltman [2] and for continuous semiflows by Dunbar, Rybakowski, and Schmitt [3]. Our version here is similar to that in [2] except that now we have a discrete semiflow.

Theorem 3.1. Let $X$ be a metric space with metric d. Let $f: X \rightarrow X$ be continuous and let $M$ be an isolated invariant set in $X$.
(I) If $\left\{x_{n}\right\}_{n \in \mathbb{Z}^{+}}$is a compact positive orbit and $\left\{x_{n}\right\}_{n \in \mathbb{Z}^{+}} \in W_{w}^{+}(M) \backslash W^{+}(M)$, then (a) There exists a positive orbit $\left\{y_{n}\right\}_{n \in \mathbb{Z}^{+}}$in $\Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}^{+}}\right)$such that $y_{0} \notin M$ and $\left\{y_{n}\right\}_{n \in \mathbb{Z}^{+}} \in W^{+}(M)$, and
(b) There exists a negative orbit $\left\{z_{-n}\right\}_{n \in \mathbb{Z}^{+}}$in $\Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}^{+}}\right)$such that $z_{0} \notin M$ and $\left\{z_{-n}\right\}_{n \in \mathbb{Z}^{+}} \in W^{-}(M)$.
(II) If $\left\{x_{-n}\right\}_{n \in \mathbb{Z}^{+}}$is a compact negative orbit and $\left\{x_{-n}\right\}_{n \in \mathbb{Z}^{+}} \in W_{w}^{-}(M) \backslash W^{-}(M)$, then
(a) There exists a positive orbit $\left\{y_{n}\right\}_{n \in \mathbb{Z}^{+}}$in $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}^{+}}\right)$such that $y_{0} \notin M$ and $\left\{y_{n}\right\}_{n \in \mathbb{Z}^{+}} \in W^{+}(M)$, and
(b) There exists a negative orbit $\left\{z_{-n}\right\}_{n \in \mathbb{Z}^{+}}$in $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}^{+}}\right)$such that $z_{0} \notin M$ and $\left\{z_{-n}\right\}_{n \in \mathbb{Z}^{+}} \in W^{-}(M)$.
Proof. (I)(a). It suffices to show that there exists a positive orbit $\left\{y_{n}\right\}_{n \in \mathbb{Z}^{+}}$in $\Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}^{+}}\right)$such that $y_{0} \notin M$ and $y_{n} \in N$ for all $n \in \mathbb{Z}_{+}$sufficiently large, where $N$ is any closed isolating neighbourhood of $M$. (Since then $\Lambda^{+}\left(\left\{y_{n}\right\}_{n \in \mathbb{Z}^{+}}\right) \subset N$ and $\Lambda^{+}\left(\left\{y_{n}\right\}_{n \in \mathbb{Z}^{+}}\right)$is invariant, this implies $\Lambda^{+}\left(\left\{y_{n}\right\}_{n \in \mathbb{Z}^{+}}\right) \subset M$ and hence $\left\{y_{n}\right\}_{n \in \mathbb{Z}^{+}} \in W^{+}(M)$.) Since $\left\{x_{n}\right\}_{n \in \mathbb{Z}^{+}} \in W_{w}^{+}(M) \backslash W^{+}(M)$, there exist $p_{1}, p_{2} \in \Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}^{+}}\right)$such that $p_{1} \in M$ and $p_{2} \notin M$. Let $N$ be a closed isolating neighbourhood of $M$ such that $p_{2} \notin N$. Let $\left\{x_{1_{n}}\right\}_{n \in \mathbb{Z}^{+}}$and $\left\{x_{2_{n}}\right\}_{n \in \mathbb{Z}^{+}}$be two (convergent) subsequences of $\left\{x_{n}\right\}_{n \in \mathbb{Z}^{+}}$such that $\lim _{n \rightarrow \infty} x_{1_{n}}=p_{1}$ and $\lim _{n \rightarrow \infty} x_{2_{n}}=p_{2}$. By going to subsequences if necessary, we can assume that $x_{1_{n}} \in \operatorname{int}(N), x_{2_{n}} \notin N$, and $2_{n}<1_{n}<2_{n+1}$ for all $n \in \mathbb{Z}_{+}$. Define a subsequence $\left\{x_{3_{n}}\right\}_{n \in \mathbb{Z}^{+}}$of $\left\{x_{n}\right\}_{n \in \mathbb{Z}^{+}}$by the properties: (i) $2_{n}<3_{n} \leqq 1_{n}$, (ii) $x_{3_{n}-1} \notin N$, and (iii) $x_{k} \in N$ for all $k, 3_{n} \leqq k \leqq 1_{n}$. Again by going to subsequences if necessary, we can assume that $\lim _{n \rightarrow \infty} x_{3_{n}-1}=y_{0}$ exists. Then $\lim _{n \rightarrow \infty} x_{3_{n}}=y_{1}$ also exists. Moreover, $y_{0} \notin \operatorname{int}(N)$ (and hence $\notin M$ ), $y_{1} \in N$, and $y_{1}=f\left(y_{0}\right)$. Let $\left\{y_{n}\right\}_{n \in \mathbb{Z}^{+}}$be the positive orbit through $y_{0}$. Then $\left\{y_{n}\right\}_{n \in \mathbb{Z}^{+}} \subset \Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}^{+}}\right)$. There are two cases to consider.

Case 1. $\left\{1_{n}-3_{n}\right\}_{n \in \mathbb{Z}_{+}}$is unbounded. By going to subsequences if necessary, we can assume that $\left\{1_{n}-3_{n}\right\}_{n \in \mathbb{Z}_{+}} \uparrow \infty$. Fix any $k \in \mathbb{Z}_{+}, k \geqq 1$. Since $y_{k}=\lim _{n \rightarrow \infty} x_{3_{n}+k-1}$ and $3_{n} \leqq 3_{n}+k-1 \leqq 1_{n}$ for $n \in \mathbb{Z}_{+}$sufficiently large, we have $y_{k} \in N$. Thus, $\Lambda^{+}\left(\left\{y_{n}\right\}_{n \in \mathbb{Z}^{+}}\right) \subset N$ and $\left\{y_{n}\right\}_{n \in \mathbb{Z}^{+}} \in W^{+}(M)$.

Case 2. $\left\{1_{n}-3_{n}\right\}_{n \in \mathbb{Z}_{+}}$is bounded. By going to subsequences if necessary, we can assume that $1_{n}-3_{n}=m$ for some $m \in \mathbb{Z}_{+}$. Therefore, $y_{m+1}=\lim _{n \rightarrow \infty} x_{3_{n}+m+1-1}=$ $\lim _{n \rightarrow \infty} x_{1_{n}}=p_{1} \in M$. Since $M$ is invariant, $y_{n} \in M$ for $n \in \mathbb{Z}_{+}, n>m$. Thus, again $\left\{y_{n}\right\}_{n \in \mathbb{Z}^{+} \in W^{+}}(\boldsymbol{M})$.
(I)(b). It suffices to show that there exists a negative orbit $\left\{z_{-n}\right\}_{n \in \mathbb{Z}^{+}}$in $\Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}^{+}}\right)$ such that $z_{0}$ is not in $M$ and $z_{-n} \in N$ for all $n \in Z_{+}$sufficiently large, where $N$ is any closed isolating neighbourhood of $M$. (Since then $\Lambda^{-}\left(\left\{z_{-n}\right\}_{n \in \mathbb{Z}^{+}}\right) \subset N$ and $\Lambda^{-}\left(\left\{z_{-n}\right\}_{n \in \mathbb{Z}^{+}}\right)$ is invariant, this implies $\Lambda^{-}\left(\left\{z_{-n}\right\}_{n \in \mathbb{Z}^{+}}\right) \subset M$ and hence $\left\{z_{-n}\right\}_{n \in \mathbb{Z}^{+}} \in W^{-}(M)$.) Since $\left\{x_{n}\right\}_{n \in \mathbb{Z}^{+}} \in W_{w}^{+}(M) \backslash W^{+}(M)$, there exist $p_{1}, p_{2} \in \Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}^{+}}\right)$such that $p_{1} \in M$ and $p_{2} \notin M$. Let $N$ be a closed isolating neighbourhood of $M$ such that $p_{2} \notin N$. Let $\left\{x_{1_{n}}\right\}_{n \in \mathbb{Z}^{+}}$ and $\left\{x_{2_{n}}\right\}_{n \in \mathbb{Z}^{+}}$be two subsequences of $\left\{x_{n}\right\}_{n \in \mathbb{Z}^{+}}$such that $\lim _{n \rightarrow \infty} x_{1_{n}}=p_{1}$ and $\lim _{n \rightarrow \infty} x_{2_{n}}=p_{2}$. By going to subsequences if necessary, we can assume that $x_{1_{n}} \in \operatorname{int}(N)$, $x_{2_{n}} \notin N$, and $1_{n}<2_{n}<1_{n+1}$ for all $n \in \mathbb{Z}_{+}$. Define a subsequence $\left\{x_{3_{n}}\right\}_{n \in \mathbb{Z}^{+}}$of $\left\{x_{n}\right\}_{n \in \mathbb{Z}^{+}}$
by the following properties: (i) $1_{n} \leqq 3_{n}<2_{n}$; (ii) $x_{3_{n}+1} \notin N$; and (iii) $x_{k} \in N$ for all $k$, $1_{n} \leqq k \leqq 3_{n}$. Again by going to subsequences if necessary, we can assume that $\lim _{n \rightarrow \infty} x_{3_{n}}=z_{-1}$ exists. Then $\lim _{n \rightarrow \infty} x_{3_{n}+1}=z_{0}$ also exists. Moreover, $z_{0} \notin \operatorname{int}(N)$ (and hence $\notin M), z_{-1} \in N$, and $z_{0}=f\left(z_{-1}\right)$. We construct a negative orbit $\left\{z_{-n}\right\}_{n \in \mathbb{Z}^{+}}$through $z_{0}$ in $\Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}^{+}}\right)$as follows. $z_{-2}$ is the limit of any convergent subsequence $\left\{x_{(-2)_{n}}\right\}_{n \in \mathbb{Z}^{+}}$ of $\left\{x_{3_{n}-1}\right\}_{n \in \mathbb{Z}^{+}}, z_{-3}$ is the limit of any convergent subsequence $\left\{x_{(-3)_{n}}\right\}_{n \in \mathbb{Z}^{+}}$of $\left\{x_{(-2)_{n}-1}\right\}_{n \in \mathbb{Z}^{+}}$, etc. There are two cases to consider.

Case 1. $\left\{3_{n}-1_{n}\right\}_{n \in \mathbb{Z}_{+}}$is unbounded. By going to subsequences if necessary, we can assume that $\left\{3_{n}-1_{n}\right\}_{n \in \mathbb{Z}_{+}} \uparrow \infty$. We will show that $z_{-k} \in N$ for all $k \in \mathbb{Z}_{+}, k \geqq 1$. Fix any $k \in \mathbb{Z}_{+}, k \geqq 1$. Recall that $z_{-k}=\lim _{n \rightarrow \infty} x_{(-k)_{n}}$. Since $\left\{(-k)_{n}\right\}_{n \in \mathbb{Z}_{+}}$is a subsequence of $\left\{3_{n}-k+1\right\}_{n \in \mathbb{Z}_{+}}$and $1_{n} \leqq 3_{n}-k+1 \leqq 3_{n}$ for $n \in \mathbb{Z}_{+}$sufficiently large, therefore $x_{(-k)_{n}} \in$ $N$ for $n \in \mathbb{Z}_{+}$sufficiently large. Thus $z_{-k} \in N$. Hence, $\Lambda^{-}\left(\left\{z_{-n}\right\}_{n \in \mathbb{Z}^{+}}\right) \subset N$ and $\left\{z_{-n}\right\}_{n \in \mathbb{Z}^{+}} \in$ $W^{-}(M)$.

Case 2. $\left\{1_{n}-3_{n}\right\}_{n \in \mathbb{Z}_{+}}$is bounded. By going to subsequences if necessary, we can assume that $3_{n}-1_{n}=m$ for some $m \in \mathbb{Z}_{+}$. Now, $z_{0}=\lim _{n \rightarrow \infty} x_{3_{n}+1}=\lim _{n \rightarrow \infty} x_{1_{n}+m+1}=$ $f^{m+1}\left(p_{1}\right) \in M$, since $p_{1} \in M$ and $M$ is invariant, which is a contradiction. This shows that $\left\{1_{n}-3_{n}\right\}_{n \in \mathbb{Z}_{+}}$must be unbounded.

The proofs of (II)(a) and (II)(b) are similar to (I)(a) and (I)(b).
The following proposition together with Proposition 2.2 shows that an acyclic covering of $\left.f\right|_{Y}$ is a Morse decomposition for $\Omega\left(\left.f\right|_{Y}\right)$.

Proposition 3.2. Let (A1)-(A6) and (H1), (H2) hold. Then for any compact negative orbit $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}$in $Y$, there exists one and only one $i$ such that $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+} \in}$ $W^{-}\left(M_{i} ;\left.f\right|_{Y}\right)$.

Proof. Note that we are only interested in $\left.f\right|_{Y}$ and not $f$ here. Suppose $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right) \not \subset M_{i}$ for all $i$. Let $y \in \Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)$. Since $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)$is invariant, by (A4) and (A5), there exists an orbit $\left\{y_{n}\right\}_{n \in \mathbb{Z}}$ through $y$ such that $\left\{y_{n}\right\}_{n \in \mathbb{Z}}$ is in $Y$ and $\left\{y_{n}\right\}_{n \in \mathbb{Z}^{\prime}} \subset \Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)$. Thus, $\varnothing \neq \Lambda^{+}\left(\left\{y_{n}\right\}_{n \in \mathbb{Z}_{+}}\right) \subset \Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)$. Moreover, $\Lambda^{+}\left(\left\{y_{n}\right\}_{n \in \mathbb{Z}_{+}}\right) \subset M_{i_{1}}$ for some $i_{1}$, by Proposition 2.2. Thus, $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right) \cap M_{i_{1}} \neq \varnothing$, that is, $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}} \in W_{w}^{-}\left(M_{i_{1}} ;\left.f\right|_{Y}\right)$. Since $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}} \notin W^{-}\left(M_{i_{1}} ;\left.f\right|_{Y}\right)$ by assumption, by Theorem 3.1 there exists a negative orbit $\left\{z_{-n}\right\}_{n \in \mathbb{Z}^{+}} \subset \Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)$such that $z_{0} \notin M_{i_{1}}$ and $\left\{z_{-n}\right\}_{n \in \mathbb{Z}^{+}} \in W^{-}\left(M_{i_{1}} ;\left.f\right|_{Y}\right)$. Let $\left\{z_{n}\right\}_{n \in \mathbb{Z}}$ be the (full) orbit extending $\left\{z_{-n}\right\}_{n \in \mathbb{Z}^{+}}$. By
 exists $n$ such that $z_{n} \notin M_{i_{2}}$. Therefore $M_{i_{1}} \rightarrow M_{i_{2}}$. Since $\varnothing \neq \Lambda^{+}\left(\left\{z_{n}\right\}_{n \in \mathbb{Z}_{+}}\right) \subset \Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right)$ and $\Lambda^{+}\left(\left\{z_{n}\right\}_{n \in \mathbb{Z}_{+}}\right) \subset M_{i_{2}}, \quad \Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right) \cap M_{i_{2}} \neq \varnothing$, that is, $\Lambda^{-}\left(\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}}\right) \in$ $W_{w}^{-}\left(M_{i_{2}} ;\left.f\right|_{Y}\right)$. Since $\left\{x_{-n}\right\}_{n \in \mathbb{Z}_{+}} \notin W^{-}\left(M_{i_{2}} ;\left.f\right|_{Y}\right)$, we can repeat the above argument to get an $i_{3}$ such that $M_{i_{2}} \rightarrow M_{i_{3}}$. Since there are only a finite number of $M_{i}$ 's, we will eventually arrive at a cycle. This contradicts (H2).

Theorem 3.3. Under assumptions (A1)-(A6) and hypotheses (H1) and (H2), fis persistent (with respect to $Y$ ) if and only if we have the following:
(H3) There is no positive orbit $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}$in $X \backslash Y$ such that $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}} \in W^{+}\left(M_{i}\right)$ for some $i$ (in notation, we write $W^{+}\left(M_{i}\right) \cap X \backslash Y=\varnothing$ for all $i=1,2, \cdots, k$ ).
Proof. ( $\rightarrow$ part.) If (H3) fails to hold, then there exists a positive orbit $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}$ in $X \backslash Y$ such that $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}} \in W^{+}\left(M_{i}\right)$ for some $i$. Then $\lim _{n \rightarrow \infty} d\left(x_{n}, M_{i}\right)=0$ and $\limsup _{n \rightarrow \infty} d\left(f^{n}(x), Y\right)=0$, where $x=x_{0}$. Thus, $f$ is not weakly persistent (with respect to $Y$ ) and hence not persistent (with respect to $Y$ ).
( $\leftarrow$ part.) Suppose $f$ is not persistent (with respect to $Y$ ). Then there exists a positive orbit $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}} \subset X \backslash Y$ such that $\Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}\right) \cap Y \neq \varnothing$. Let $y \in \Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}\right) \cap Y$ and denote the positive orbit through $y$ by $\left\{y_{n}\right\}_{n \in \mathbb{Z}_{+}}$. Then $\left\{y_{n}\right\}_{n \in \mathbb{Z}_{+}} \subset Y$ and $\varnothing \neq$ $\Lambda^{+}\left(\left\{y_{n}\right\}_{n \in \mathbb{Z}_{+}}\right) \subset \Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}\right) \cap Y$. By Proposition 3.2, there exists $i_{1}$ such that
$\Lambda^{+}\left(\left\{y_{n}\right\}_{n \in \mathbb{Z}_{+}}\right) \subset M_{i_{1}}$. Thus, $\Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}\right) \cap M_{i_{1}} \neq \varnothing$, that is, $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}} \in W_{w}^{+}\left(M_{i_{1}}\right)$. Since, by (H3), $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+} \notin W^{+}\left(M_{i_{1}}\right) \text {, we can apply Theorem } 3.1 \text { to get a positive orbit }\left\{z_{n}\right\}_{n \in \mathbb{Z}_{+}} \subset ~}^{\text {为 }}$ $\Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}\right)$such that $z_{0} \notin M_{i_{1}}$ and $\left\{z_{n}\right\}_{n \in \mathbb{Z}_{+}} \in W^{+}\left(M_{i_{1}}\right)$. By (H3), $\left\{z_{n}\right\}_{n \in \mathbb{Z}_{+}} \subset Y$. Clearly $z_{0} \notin M_{i}$ for all $i$. Let $\left\{z_{n}\right\}_{n \in \mathbb{Z}}$ be an orbit through $z_{0}$. It exists because $z_{0} \in \Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}\right)$ and $\Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}\right)$is invariant. Clearly, $\left\{z_{n}\right\}_{n \in \mathbb{Z}^{\prime}} \subset Y$ and $\left\{z_{n}\right\}_{n \in \mathbb{Z}} \subset \Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}\right)$. Since $\left\{z_{-n}\right\}_{n \in \mathbb{Z}_{+}}$is a compact negative orbit, by Proposition 3.2, $\left\{z_{-n}\right\}_{n \in \mathbb{Z}_{+}} \in W^{-}\left(M_{i_{2}}\right)$ for some $i_{2}$. Therefore, $\boldsymbol{M}_{i_{2}} \rightarrow M_{i_{1}}$. Clearly, $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}} \in W_{w}^{+}\left(M_{i_{2}}\right)$ and we can repeat the above argument to get an $i_{3}$ such that $M_{i_{3}} \rightarrow M_{i_{2}}$. Since there are only a finite number of $M_{i}$ 's, we will eventually arrive at a cycle. This contradicts (H2).
4. Application to a predator-prey model. It has been shown that models of arthropod parisitoid-host systems [8] and models of predator-prey systems when population numbers are small [5] can be best described by a discrete semidynamical system. In this section we describe such a system, which includes models considered in [9]-[11] as special cases.

Let $x_{n}$ be the prey or host population numbers in the $n$th generation and let $y_{n}$ be the predator or parasitoid population. Then the model takes the form

$$
\begin{array}{ll}
x_{n+1}=x_{n} F\left(x_{n}, y_{n}\right), & x_{0} \geqq 0, \\
y_{n+1}=x_{n} y_{n} G\left(x_{n}, y_{n}\right), & y_{0} \geqq 0 . \tag{4.1}
\end{array}
$$

In this case, $X=\mathbb{R}_{+}^{2}=\{(x, y): x \geqq 0, y \geqq 0\}$ and $Y=\{(x, 0): x \geqq 0\} \cup\{(0, y): y \geqq 0\}$, the nonnegative $x$ and $y$ axes. Moreover, persistence is synonymous with the survival of both populations over all time.

The mathematical assumptions and their biological interpretations, where appropriate, are as follows:
(PP1) $\quad F, G \in \mathscr{C}([0, \infty) \times[0, \infty))$. Small changes in population numbers in any generation result in small changes in the succeeding generation.
(PP2) $\quad F(0,0)>1$. In the absence of predators, the prey population will grow if its numbers are small.
$F(x, y) \geqq 0, G(x, y) \geqq 0$ if $x \geqq 0, y \geqq 0 ; F(x, y)>0, G(x, y)>0$ if $x>0, y>0$. In general there cannot be a negative number of populations. Further, if both populations are present, extinction of either population cannot occur in finite time.
(PP4) $\quad F(x, y)$ is monotonically decreasing in $y$. Further, $\lim _{y \rightarrow \infty} F(x, y)=0$. The larger the number of predators, the smaller the growth rate of the prey. For a very large number of predators, the prey population is driven to near extinction.
(PP5) There exists $x_{K}>0$ such that $F\left(x_{K}, 0\right)=1$ and $F(x, 0)<1$ for all $x>x_{K}$. There is a carrying capacity of the environment beyond which the prey population cannot be sustained, even in the absence of predators.
(PP6) $\quad x G(x, y)$ is a strictly increasing function of $x$ with $x_{K} G\left(x_{K}, 0\right)>1$. The more food for the predator, the higher will be its growth rate. Further, at some prey value prior to carrying capacity, and thereafter, the predator population can sustain itself on the prey population.
(PP7) $G(x, y)$ is monotonically decreasing in $y$. The per capita growth rate of the predator is diminished for larger values of its population due to intraspecific competition for its food.

Before stating the final hypothesis for model (4.1), we need to study the singlespecies dynamics of the prey in the absence of predators. This dynamics is given by the equation

$$
\begin{equation*}
x_{n+1}=x_{n} F\left(x_{n}, 0\right), \quad x_{0} \geqq 0 . \tag{4.2}
\end{equation*}
$$

The dynamics of system (4.2) is discussed in [6]. Let $\tilde{x}=\sup _{0 \leqq x \leqq x_{K}} x F(x, 0)$. Then $\tilde{x} \geqq x_{K}$ and if $\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}$is a positive orbit of (4.2), then $\lim \sup _{n \rightarrow \infty} x_{n} \leqq \tilde{x}$.

Further, assuming (PP1), (PP2), (PP5), it is shown in [6] that there exists $\eta>0$, $\eta$ computable, such that for $x_{0}>0, \Lambda^{+}\left(\left\{x_{n}\right\}_{n \in \mathbb{Z}_{+}}\right) \subset[\eta, \tilde{x}]$.

The final hypothesis is the following.
(PP8) $\quad \eta G(\eta, 0)>1$.
By (PP6), (PP8) implies $x G(x, 0)>1$ for all $x \geqq \eta$, which in turn implies the semi-axis $\left\{(x, 0) \in \mathbb{R}_{+}^{2}: x \geqq \eta\right\}$ repels in the $y$ direction.

To show that system (4.1) is persistent under assumptions (PP1)-(PP8), we need to check that (A1)-(A6) and (H1)-(H3) are satisfied.

Clearly (A1)-(A5) are satisfied. To show (A6) and (H1), let $\left\{\left(x_{n}, y_{n}\right)\right\}_{n \in \mathbb{Z}_{+}}$be a positive orbit of (4.1) in $\mathbb{R}_{+}^{2}$. Then since $F(x, y) \leqq F(x, 0), \lim _{\sup }^{n \rightarrow \infty} x_{n} \leqq \tilde{x}$. For the purpose of the following discussion we can assume that $x_{n} \leqq \bar{x}$ for all $n$, where $\bar{x} \equiv \tilde{x}+1$.

Let $\phi(y)=\sup _{0 \leqq x \leqq \bar{x}} x F(x, y)$. By (PP4), $\phi(y)$ is a decreasing function of $y$ and $\lim _{y \rightarrow \infty} \phi(y)=0$. Let $\delta>0$ be such that

$$
\begin{equation*}
\delta \bar{x} G(\bar{x}, 0) G(\delta, 0)=1 \tag{4.3}
\end{equation*}
$$

which exists by (PP6) since $\bar{x} G(\bar{x}, 0)>1$. Further, choose $\tilde{y}$ so large that $\phi(y)<\delta$ for all $y \geqq \tilde{y}$ and define $\hat{y}=\bar{x} \tilde{y} G(\bar{x}, 0)$. Clearly $\hat{y}>\tilde{y}$. Moreover, $x_{n+1}=x_{n} F\left(x_{n}, y_{n}\right) \leqq \phi\left(y_{n}\right)$.

Let us make the following observations.
Observation 1. Suppose $y_{n}$ is such that $0<y_{n} \leqq \tilde{y}$. Then $y_{n+1}=x_{n} y_{n} G\left(x_{n}, y_{n}\right) \leqq$ $\bar{x} G(\bar{x}, 0) y_{n} \leqq \bar{x} G(\bar{x}, 0) \tilde{y}=\hat{y}$.

Observation 2. If $y_{n}$ is such that $y_{n}>\tilde{y}$, then $x_{n+1} \leqq \phi\left(y_{n}\right)<\delta$ and $y_{n+2}=$ $x_{n+1} y_{n+1} G\left(x_{n+1}, y_{n+1}\right)=x_{n+1} x_{n} y_{n} G\left(x_{n}, y_{n}\right) G\left(x_{n+1}, y_{n+1}\right)<\delta \bar{x} G(\bar{x}, 0) G(\delta, 0) y_{n}=y_{n}$, by (4.3).

We now consider two cases.
Case 1. $y_{n}>\hat{y}$ for all $n$. In this case, by Observation 2, $y_{0}>y_{2}>y_{4}>\cdots$. Let $y_{*}=\lim _{k \rightarrow \infty} y_{2 k}$. Since $y_{2 k+1} \leqq \bar{x} G(\bar{x}, 0) y_{2 k}, \lim \sup _{n \rightarrow \infty} y_{n} \leqq y_{*} \bar{x} G(\bar{x}, 0)$. Claim: $y_{*}=\hat{y}$. Suppose not, that is, suppose $y_{*}>\hat{y}$. Let $\left\{x_{2 k_{j}}\right\}$ be a convergent subsequence of $\left\{x_{2 k}\right\}$ and denote its limit by $x_{*}$. Also denote the map on the right-hand side of (4.1) by $f$. Then $f^{2}\left(x_{*}, y_{*}\right)=f^{2}\left(\lim _{j \rightarrow \infty} x_{2 k_{k}}, \lim _{j \rightarrow \infty} y_{2 k_{j}}\right)$ so that the second component of $f^{2}\left(x_{*}, y_{*}\right)$ is $\lim _{j \rightarrow \infty} y_{2 k_{+}+2}=y_{*}$. This contradicts Observation 2 since $y_{*}>\hat{y}>\tilde{y}$. Hence, we have shown that $\lim \sup _{n \rightarrow \infty} y_{n} \geqq \hat{y} \bar{x} G(\bar{x}, 0)$.

Case 2. There exists $n_{0}$ such that $y_{n_{0}} \leqq \hat{y}$. If $y_{n_{0}} \leqq \tilde{y}$, by Observation $1, y_{n_{0}+1} \leqq \hat{y}$. If $\tilde{y}<y_{n_{0}} \leqq \hat{y}$, then $y_{n_{0}+1} \leqq \hat{y} \bar{x} G(\bar{x}, 0)$ and, by Observation 2, $y_{n_{0}+2} \leqq y_{n_{0}} \leqq \hat{y}$. Proceeding inductively, we can easily show $y_{n} \leqq \hat{y} \bar{x} G(\bar{x}, 0)$ for all $n \geqq n_{0}$ and thus lim sup ${ }_{n \rightarrow \infty} y_{n} \leqq$ $\hat{y} \bar{x} G(\bar{x}, 0)$.

This shows that $\Omega(f) \subset[0, \bar{x}] \times[0, \hat{y} \bar{x} G(\bar{x}, 0)]$ and hence (A6) and (H1) are satisfied.

To show (H2) is satisfied we note that $\left\{M_{1}, M_{2}\right\}$ is an isolated covering of $\left.f\right|_{Y}$, where $M_{1}=\{(0,0)\}$ and $M_{2}$ is the maximal invariant set in $\{(x, 0): \eta \leqq x \leqq \tilde{x}\}$, and that this covering is acyclic.

Finally, we show (H3). We first show that $W^{+}\left(M_{1}\right) \cap$ int $\left(\mathbb{R}_{+}^{2}\right)=\varnothing$. Suppose not. Let $\left\{\left(x_{n}, y_{n}\right)\right\}_{n \in \mathbb{Z}_{+}}$be a positive orbit in int $\left(\mathbb{R}_{+}^{2}\right)$ such that $\lim _{n \rightarrow \infty}\left(x_{n}, y_{n}\right)=(0,0)$. Since $F(0,0)>1, F(x, y)>1$ for $(x, y)$ near $(0,0)$. Thus for sufficiently large $n, x_{n+1}=$
$x_{n} F\left(x_{n}, y_{n}\right)>x_{n}$, contradicting $\lim _{n \rightarrow \infty} x_{n}=0$. Next, we show that $W^{+}\left(M_{2}\right) \cap \operatorname{int}\left(\mathbb{R}_{+}^{2}\right)=$ $\varnothing$. Again, suppose not. Let $\left\{\left(x_{n}, y_{n}\right)\right\}_{n \in \mathbb{Z}_{+}}$be a positive orbit in int $\left(\mathbb{R}_{+}^{2}\right)$ such that $\lim _{n \rightarrow \infty} d\left(\left(x_{n}, y_{n}\right), M_{2}\right)=0$. Then $\lim _{\inf _{n \rightarrow \infty}} x_{n} \geqq \eta, \lim \sup _{n \rightarrow \infty} x_{n} \leqq \tilde{x}$, and $\lim _{n \rightarrow \infty} y_{n}=$ 0 . Since by (PP8) $\eta G(\eta, 0)>1$, let $\varepsilon>0$ be such that $(1-\varepsilon) \eta G(\eta, 0)>1$. Since $G$ is continuous, for sufficiently large $n$, we have $G\left(x, y_{n}\right) \geqq(1-\varepsilon) G(x, 0)$ for all $0 \leqq x \leqq$ $\tilde{x}+1$. Thus, $y_{n+1}=x_{n} y_{n} G\left(x_{n}, y_{n}\right) \geqq(1-\varepsilon) x_{n} G\left(x_{n}, 0\right) y_{n}>y_{n}$ for sufficiently large $n$, contradicting $\lim _{n \rightarrow \infty} y_{n}=0$.

Hence all the hypotheses for Theorem 3.3 are satisfied and model (4.1) exhibits persistence.
5. Discussion. The notion of persistence, originating in the theory of dynamical systems in locally compact metric spaces [1], [2], has been extended in various manners in recent work. In this paper we have extended the notion of persistence to discrete semidynamical systems. To obtain testable persistence criteria, we have proved a Butler-McGehee type lemma for such systems.

In [6], we have obtained testable uniform persistence criteria for one-dimensional maps. Here, we extend that work to obtain testable criteria for persistence in higherdimensional systems.

We have applied our results to a class of discrete predator-prey models, which have been discussed in the literature as to their relevance, but not as to persistence and extinction of the modeled populations. In particular, a feature of these models is that all solutions initiating on the $y$-axis map to the origin in one iteration (in the absence of food, all predators die). By continuity, solutions initiating close to the $y$-axis are mapped to a neighbourhood of the origin. Hence, it is not obvious that the omega limit set of such an orbit is bounded away from the axes (persistence). Here we give criteria, with reasonable biological interpretations, for persistence to occur.
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#### Abstract

The self-adjoint second-order difference system (1) $\Delta\left(R_{n} \Delta Y_{n}\right)+P_{n} Y_{n+1}=0, n \geqq 0$, where $\Delta Y_{n}=Y_{n+1}-Y_{n},\left\{R_{n}\right\}_{n=0}^{\infty},\left\{P_{n}\right\}_{n=0}^{\infty}$ are sequences of $d \times d$ Hermitian matrices with $R_{n}>0$ (positive definite) are considered. Oscillation and nonoscillation criteria for solutions of (1) are obtained by Riccati and averaging techniques.
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1. Introduction. Consider the self-adjoint second-order difference system

$$
\begin{equation*}
\Delta\left(R_{n} \Delta Y_{n}\right)+P_{n} Y_{n+1}=0, \quad n \geqq 0, \tag{1.1}
\end{equation*}
$$

where $\Delta$ is the forward difference operator $\Delta Y_{n}=Y_{n+1}-Y_{n}$, and $R=\left\{R_{n}\right\}_{n=0}^{\infty}, P=$ $\left\{P_{n}\right\}_{n=0}^{\infty}$ are sequences of $d \times d$ Hermitian matrices with $R_{n}>0$. We remark that Hermitian matrix inequalities $A>0(\geqq 0)$ are in the sense of positive (nonnegative) definiteness. In this paper we are interested in establishing oscillation and nonoscillation properties of solutions of (1.1) that may be considered as discrete versions of results for the second-order linear differential system

$$
\begin{equation*}
\left(R(t) Y^{\prime}(t)\right)^{\prime}+P(t) Y(t)=0 \tag{1.2}
\end{equation*}
$$

where $R(t), P(t)$ are continuous Hermitian-matrix valued functions defined on $[0,+\infty)$ with $R(t)>0$. This problem has attracted substantial interest recently (we refer to [1]-[4], [8] for a careful discussion of disconjugacy and related properties of (1.1) and its relation to the continuous case (1.2)). We refer to [5]-[7] and [9] for additional results in the scalar case. In particular, in [5] the authors used Riccati and averaging techniques for the scalar case of (1.1) $\left(R_{n}, P_{n}\right.$ real numbers) to obtain a number of oscillation results. These, in turn, may be considered analogues (and, in some cases, a strengthening) of criteria in the scalar case of (1.2).

The results involve "averaging" methods that have previously been used in scalar differential and difference equations which allow us to obtain more sensitive tests for oscillation. As a corollary we obtain the discrete analogue of a recent test for oscillation of matrix differential equations obtained in [4] and [8] (cf. Corollary 2.16) which has generated considerable activity. To be specific, if $R_{n}=I$ (the $d \times d$ identity matrix) for all $n$, and if $\lim _{n \rightarrow \infty} \sum_{j=0}^{n} P_{j}$ does not exist (finite), then

$$
\Delta^{2} Y_{n}+P_{n} Y_{n+1}=0
$$

is oscillatory. The same conclusion holds if

$$
\limsup _{n \rightarrow \infty} \lambda_{1}\left(\sum_{j=0}^{n} P_{j}\right)=+\infty,
$$

[^66]where $\lambda_{1}(\cdot)$ denotes the largest eigenvalue. (This is the extension of the result of [4] and [8] referred to above.)

Let $U=\left\{U_{n}\right\}, V=\left\{V_{n}\right\}$ be two sequences of $d \times d$ matrices. We define the "bracket function" by

$$
\begin{equation*}
\{U, V\}_{n}=U_{n}^{*} R_{n} \Delta V_{n}-\left(R_{n} \Delta U_{n}\right)^{*} V_{n}, \quad n \geqq 0, \tag{1.3}
\end{equation*}
$$

where * denotes the conjugate transpose. It is straightforward to establish that

$$
\begin{equation*}
\{U, V\}_{n}=-\{V, U\}_{n}^{*} \tag{1.4}
\end{equation*}
$$

and if $U, V$ are solutions of (1.1), then

$$
\begin{equation*}
\Delta\{U, V\}_{n}=0 \tag{1.5}
\end{equation*}
$$

so that $\{U, V\}_{n} \equiv C$ (a constant matrix).
We say that a solution $Y$ of (1.1) is prepared in case $\{Y, Y\}_{n}=0, n \geqq 0$. We refer to [1] and [2] for an additional discussion of this and remark only that the analogue of the "preparedness" for (1.2) is $Y^{*}(t) R(t) Y^{\prime}(t) \equiv Y^{* \prime}(t) R(t) Y(t), t \geqq 0$. It is easy to establish that a solution $Y$ of (1.1) is prepared if and only if $Y_{n+1}^{*} R_{n} Y_{n}$ is Hermitian for each $n \geqq 0$. We also have the following result whose proof is omitted.

Lemma 1.1. Let $Y$ be a prepared solution of (1.1) and assume $\operatorname{det} Y_{n} \neq 0$ for $n \geqq N$ for some $N \geqq 0$. Then $R_{n} Y_{n+1} Y_{n}^{-1}$ is Hermitian for each $n \geqq N$.

We say that a prepared solution $Y$ of (1.1) is nonoscillatory if there exists an $N \geqq 0$ such that

$$
\begin{equation*}
Y_{n+1}^{*} R_{n} Y_{n}>0 \quad \text { for } n \geqq N ; \tag{1.6}
\end{equation*}
$$

and $Y$ is said to be oscillatory otherwise.
The next result gives a simple characterization of nonoscillatory solutions of (1.1).
Lemma 1.2. Suppose that $Y$ is a prepared solution of (1.1). Then Y is nonoscillatory if and only if there exists an $N \geqq 0$ such that

$$
\begin{equation*}
R_{n} Y_{n+1} Y_{n}^{-1}>0 \quad \text { for } n \geqq N \tag{1.7}
\end{equation*}
$$

Proof. Suppose that $Y$ is nonoscillatory. Then $Y_{n}^{*} R_{n} Y_{n+1}=Y_{n+1}^{*} R_{n} Y_{n}$ for $n \geqq N$ and hence

$$
R_{n} Y_{n+1} Y_{n}^{-1}=\left(Y_{n}^{-1}\right)^{*}\left(Y_{n}^{*} R_{n} Y_{n+1}\right) Y_{n}^{-1}>0 \quad \text { for } n \geqq N .
$$

Conversely, if $R_{n} Y_{n+1} Y_{n}^{-1}>0$ for $n \geqq N$, then

$$
Y_{n+1}^{*} R_{n} Y_{n}=Y_{n}^{*} R_{n} Y_{n+1}=Y_{n}^{*}\left(R_{n} Y_{n+1} Y_{n}^{-1}\right) Y_{n}>0 \quad \text { for } n \geqq N .
$$

Hence $Y$ is nonoscillatory.
Remark. It is easy to see that (1.7) is also equivalent to $R_{n} Y_{n} Y_{n+1}^{-1}>0$ for $n \geqq N$. We also remark that by a Sturm-type separation theorem for (1.1), it follows that either all nontrivial prepared solutions of (1.1) are nonoscillatory or none of them are. To be specific, if in our notation, $D_{n} \equiv R_{n}+R_{n+1}-P_{n}>0$ holds for all large $n$, the separation theorem is given in [1]. Moreover, if there exists a sequence $n_{k} \rightarrow \infty$ such that $D_{n_{k}}$ is not positive definite, then it follows from Lemma 1.2 and some manipulation that there does not exist a prepared nonoscillatory solution of (1.1). We also remark that the fact that nonoscillation implies that $D_{n}$ is eventually positive definite follows immediately from Corollary 3.1 of [2]. Furthermore, to avoid complications in applying the Sturm theory, it is necessary to restrict attention in this paper to solutions of (1.1) for which the $2 d \times d$ partitioned matrix

$$
\binom{Y_{n+1}}{R_{n} \Delta Y_{n}}
$$

has full rank (for some and hence all values of $n$ ).

Suppose that (1.1) is nonoscillatory and let $Y$ be a solution with $R_{n} Y_{n+1} Y_{n}^{-1}>0$ for $n \geqq N$ (Lemma 1.2). We define the Riccati difference operator by

$$
\begin{equation*}
Z_{n}=\left(R_{n} \Delta Y_{n}\right) Y_{n}^{-1}, \quad n \geqq N . \tag{1.8}
\end{equation*}
$$

Then since $Z_{n}=R_{n} Y_{n+1} Y_{n}^{-1}-R_{n}$, it follows by Lemmas 1.1 and 1.2 that $Z_{n}$ is Hermitian and $Z_{n}>-R_{n}$ for $n \geqq N$. A simple computation gives

$$
\begin{equation*}
\Delta Z_{n}+Z_{n}\left(Z_{n}+R_{n}\right)^{-1} Z_{n}+P_{n}=0, \quad n \geqq N \tag{1.9}
\end{equation*}
$$

Equation (1.9) is called the Riccati difference equation associated with (1.1).
2. Oscillation and nonoscillation results. We shall assume henceforth in this paper that $D_{n}>0$ holds for all large $n$. For any Hermitian matrix $A$, we will assume its eigenvalues $\lambda_{k}(A), 1 \leqq k \leqq d$, are ordered so that

$$
\lambda_{1}(A) \geqq \cdots \geqq \lambda_{d}(A)
$$

and as usual

$$
\operatorname{tr} A=\sum_{i=1}^{d} \lambda_{i}(A), \quad\|A\|=\left(\lambda_{1}\left(A^{*} A\right)\right)^{1 / 2}
$$

Theorem 2.1. Equation (1.1) is nonoscillatory if and only if there exists a sequence $Z$ of $d \times d$ Hermitian matrices with $Z_{n}>-R_{n}$ for $n \geqq N$ for some $N \geqq 0$ satisfying (1.9).

Proof. We need only to prove the sufficiency. Let $Z$ be the solution of (1.9) with $Z_{n}>-R_{n}$ for $n \geqq N$. Define $Y$ by $Y_{N}=I$, the $d \times d$ identity matrix, and for $n \geqq N+1$

$$
\begin{equation*}
Y_{n}=\prod_{j=N}^{n-1}\left(R_{j}^{-1} Z_{j}+I\right)=\left(R_{n-1}^{-1} Z_{n-1}+I\right) \cdots\left(R_{N}^{-1} Z_{N}+I\right) \tag{2.1}
\end{equation*}
$$

Then $Y$ is a solution of (1.1) for $n \geqq N$ and moreover the matrix

$$
Y_{n+1}^{*} R_{n} Y_{n}=Y_{n}^{*}\left(Z_{n} R_{n}^{-1}+I\right) R_{n} Y_{n}=Y_{n}^{*}\left(Z_{n}+R_{n}\right) Y_{n}
$$

is Hermitian for all $n \geqq N$ and hence $Y$ is a prepared solution of (1.1). Since $R_{n} Y_{n+1} Y_{n}^{-1}=R_{n}\left(R_{n}^{-1} Z_{n}+I\right)=Z_{n}+R_{n}>0$ for $n \geqq N$, it follows by Lemma 1.2 that (1.1) is nonoscillatory. This completes the proof.

Next suppose that (1.1) is nonoscillatory and let $Z$ be a Hermitian solution of (1.9). Then by Lemma 1.2 we have

$$
\begin{aligned}
Z_{N}-Z_{N}\left(Z_{N}+R_{N}\right)^{-1} Z_{N} & =Z_{N}\left(Z_{N}+R_{N}\right)^{-1} R_{N}=Z_{N} Y_{N} Y_{N+1}^{-1} \\
& =R_{N}-R_{N} Y_{N} Y_{N+1}^{-1}<R_{N}
\end{aligned}
$$

Hence, from (1.9) for all $n \geqq N+1$ we have

$$
\begin{align*}
\sum_{j=N}^{n-1} P_{j} & =Z_{N}-\sum_{j=N}^{n-1} Z_{j}\left(Z_{j}+R_{j}\right)^{-1} Z_{j}-Z_{n} \\
& <Z_{N}-Z_{N}\left(Z_{N}+R_{N}\right)^{-1} Z_{N}+R_{n}  \tag{2.2}\\
& <R_{N}+R_{n}
\end{align*}
$$

In particular, letting $n=N+1$ and replacing $N$ by $n$, we have

$$
\begin{equation*}
P_{n}<R_{n}+R_{n+1} \quad \text { for } n \geqq N \text {, } \tag{2.3}
\end{equation*}
$$

which is the condition $D_{n}>0$ (see the remark following Lemma 1.2). Actually, that (2.2), a generalization of (2.3), holds for all large $N$ and $n \geqq N+1$ is a necessary condition for (1.1) to be nonoscillatory. This establishes Theorem 2.2.

Theorem 2.2. If there exist two sequences of integers $\left\{N_{k}\right\}$ and $\left\{n_{k}\right\}$ with $n_{k} \geqq N_{k}+1$, $N_{k} \rightarrow \infty$ as $k \rightarrow \infty$ such that

$$
\begin{equation*}
\lambda_{d}\left(R_{n_{k}}+R_{N_{k}}-\sum_{j=N_{k}}^{n_{k}-1} P_{j}\right) \leqq 0, \quad k=1,2, \cdots, \tag{2.4}
\end{equation*}
$$

then (1.1) is oscillatory.
From this we may easily obtain Corollary 2.3.
Corollary 2.3. If there exist three sequences of integers $\left\{N_{k}\right\},\left\{M_{k}\right\},\left\{n_{k}\right\}$ with $n_{k} \geqq M_{k}+1, M_{k} \geqq N_{k}+1, N_{k} \rightarrow \infty$ as $k \rightarrow \infty$ such that

$$
\begin{equation*}
\sum_{j=N_{k}}^{M_{k}-1} P_{j} \geqq R_{N_{k}} \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{d}\left(R_{n_{k}}-\sum_{j=M_{k}}^{n_{k}-1} P_{j}\right) \leqq 0, \quad k=1,2, \cdots, \tag{2.6}
\end{equation*}
$$

then (1.1) is oscillatory.
Proof. We have

$$
\begin{aligned}
\lambda_{d}\left(R_{n_{k}}+R_{N_{k}}-\sum_{j=N_{k}}^{n_{k}-1} P_{j}\right) & =\lambda_{d}\left\{R_{n_{k}}-\sum_{j=M_{k}}^{n_{k}-1} P_{j}+\left(R_{N_{k}}-\sum_{j=N_{k}}^{M_{k}-1} P_{j}\right)\right\} \\
& \leqq \lambda_{d}\left\{R_{n_{k}}-\sum_{j=M_{k}}^{n_{k}-1} P_{j}\right\} \leqq 0, \quad k=1,2, \cdots
\end{aligned}
$$

so that (1.1) is oscillatory by Theorem 2.2.
From Corollary 2.3, more particularly, we have Corollary 2.4.
Corollary 2.4. If for any $N$ there exists an $n \geqq N+1$ such that

$$
\begin{equation*}
\lambda_{d}\left(R_{n}-\sum_{j=N}^{n-1} P_{j}\right) \leqq 0 \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \lambda_{d}\left(\sum_{j=0}^{n} P_{j}\right)=\infty, \tag{2.8}
\end{equation*}
$$

then (1.1) is oscillatory.
Proof. For any integer $N_{k}$ by (2.8) we can find an $M_{k} \geqq N_{k}+1$ so that (2.5) holds. Then it follows from (2.7) that there is an $n_{k} \geqq M_{k}+1$ so that (2.6) holds. Therefore, (1.1) is oscillatory by Corollary 2.3 .

Remark. In the scalar case, Theorem 2.2 and Corollary 2.4 become Theorem 2.9 in [5] and Lemma 3.5 in [9], respectively.

Example 1. Let $d=2$. For any integer $k \geqq 3$, we let $R_{k^{2}}=R_{k^{2}+9}=I$ ( $2 \times 2$ identity matrix), let $P_{n}=\operatorname{diag}\left(p_{n}, q_{n}\right)$ with $p_{n}=\frac{1}{4}$ and $q_{n}$ arbitrary real numbers for $n=$ $k^{2}, \cdots, k^{2}+8$, and let $R_{n}, P_{n}$ be arbitrary otherwise. Then (1.1) is oscillatory since condition (2.4) in Theorem 2.2 holds for $N=k^{2}, n=k^{2}+9$. Note that (2.8) may not hold if we define $P_{n}$ appropriately for $k^{2}+9 \leqq n \leqq(k+1)^{2}-1$.

We will denote by $\mathscr{C}$ the set of all Hermitian matrix sequences $f=\left\{f_{n}\right\}_{n=0}^{\infty}$ with the property that

$$
\lim _{n \rightarrow \infty} \sum_{j=0}^{n} f_{j}=\sum_{j=0}^{\infty} f_{j} \quad \text { exists (finite). }
$$

Clearly, if $f \in \mathscr{C}$ then $F_{n}=\sum_{j=n}^{\infty} f_{j}$ is Hermitian for all $n \geqq 0$. If $f$ is a sequence of Hermitian matrices with $f_{n} \geqq 0, n \geqq 0$, then

$$
\begin{equation*}
f \in \mathscr{C} \Leftrightarrow \sum_{n=0}^{\infty} \operatorname{tr} f_{n}<\infty \Leftrightarrow \sum_{n=0}^{\infty}\left\|f_{n}\right\|<\infty . \tag{2.9}
\end{equation*}
$$

Set $a_{n}=\lambda_{d}\left(R_{n}\right), A_{n}=\lambda_{1}\left(R_{n}\right), n \geqq 0$. Then

$$
\begin{equation*}
0<a_{n} I \leqq R_{n} \leqq A_{n} I, \quad 0<A_{n}^{-1} I \leqq R_{n}^{-1} \leqq a_{n}^{-1} I . \tag{2.10}
\end{equation*}
$$

We will also denote by $\mathscr{F}$ the set of all sequences of real numbers $b=\left\{b_{n}\right\}_{n=0}^{\infty}$ with $0 \leqq b_{n} \leqq 1$ and

$$
\begin{equation*}
\sum_{n=0}^{+\infty} b_{n}=+\infty \tag{2.11}
\end{equation*}
$$

It will be convenient to set

$$
B_{n}=\sum_{j=0}^{n} b_{j}, \quad B_{n, m}=\sum_{j=m}^{n} b_{j} .
$$

Whenever we write $\left(B_{n, m}\right)^{-1}$, we will take $n \geqq m$ sufficiently large so that $B_{n, m}>0$. Obviously, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} B_{n}^{-1} B_{n, N}=1 \quad \text { for any fixed } N \geqq 0 . \tag{2.12}
\end{equation*}
$$

We also have the following lemma.
Lemma 2.5. Let $f=\left\{f_{n}\right\}_{n=0}^{\infty}$ be a sequence either of real numbers or of $d \times d$ matrices. If $\lim _{n \rightarrow \infty} f_{n}=C$ (where $C$ is either a real number (or $\pm \infty$ ) or a $d \times d$ matrix), then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(B_{n, N}\right)^{-1} \sum_{k=N}^{n} b_{k} f_{k}=C \quad \text { for } N \geqq 0 \tag{2.13}
\end{equation*}
$$

In the latter case, if $C$ is a $d \times d$ matrix, then (2.13) is to be interpreted componentwise.
That is, "averaging" with respect to the class $\mathscr{F}$ preserves limits.
We introduce the following conditions, which will be needed in the results to follow:
(A1) The sequence $A / a$ is bounded, i.e., there is a $K>0$ such that $A_{n} / a_{n} \leqq K$, $n \geqq 0$, and there exist $b \in \mathscr{F}$ and $M>0$ such that

$$
B_{n}^{-3 / 2} \sum_{j=0}^{n} b_{j} A_{j+1} \leqq M \quad \text { for all large } n .
$$

(A2) The sequence $A / a$ is bounded and there exist $b \in \mathscr{F}$ and $M>0$ such that

$$
B_{n}^{-1} \sum_{j=0}^{n} b_{j} A_{j+1} \leqq M \quad \text { for all large } n .
$$

(A3) The sequences $A / a$ and $A$ are bounded.
Clearly, we have (A3) $\Rightarrow(\mathrm{A} 2) \Rightarrow(\mathrm{A} 1)$.
Theorem 2.6. If $R$ satisfies (A1) and equation (1.1) is nonoscillatory, then the following are equivalent:
(i) $\lim _{n \rightarrow \infty} B_{n}^{-1} \sum_{k=0}^{n} b_{k} \sum_{j=0}^{k} P_{j}=C$,
where $C$ is a constant Hermitian matrix and may depend on $b \in \mathscr{F}$;
(ii) $\quad \liminf _{n \rightarrow \infty} B_{n}^{-1} \sum_{k=0}^{n} b_{k} \sum_{j=0}^{k} \operatorname{tr} P_{j}>-\infty$;
(iii) For any prepared solution $Y$ of (1.1) with $Y_{n+1}^{*} R_{n} Y_{n}>0$ for $n \geqq N$ for some $N \geqq 0$, the sequence

$$
\begin{equation*}
Z(Z+R)^{-1} Z \in \mathscr{C} \tag{2.16}
\end{equation*}
$$

where $Z$ is given by (1.8).
Proof. Obviously (i) $\Rightarrow$ (ii).
(ii) $\Rightarrow$ (iii). Suppose not, and let $\rho_{n} \equiv Z_{n}\left(Z_{n}+R_{n}\right)^{-1} Z_{n}$. Then since $\rho_{n} \geqq 0$ we have

$$
\begin{equation*}
\sum_{n=N}^{\infty} \operatorname{tr} \rho_{n}=+\infty \tag{2.17}
\end{equation*}
$$

From (1.9) we have

$$
\begin{equation*}
-Z_{n+1}=\sum_{j=N}^{n} Z_{j}\left(Z_{j}+R_{j}\right)^{-1} Z_{j}+\sum_{j=N}^{n} P_{j}-Z_{N} \tag{2.18}
\end{equation*}
$$

and hence

$$
\begin{align*}
\left(B_{n, N}\right)^{-1} \sum_{k=N}^{n} b_{k} \sum_{j=N}^{k} \operatorname{tr} \rho_{j}+\left(B_{n, N}\right)^{-1} & \sum_{k=N}^{n} b_{k} \sum_{j=N}^{k} \operatorname{tr} P_{j}-\operatorname{tr} Z_{N}  \tag{2.19}\\
& =\left(B_{n, N}\right)^{-1} \sum_{k=N}^{n} b_{k} \operatorname{tr}\left(-Z_{k+1}\right)
\end{align*}
$$

Now by Lemma 2.5, (2.17) implies that the first term on the left side of (2.19) $\rightarrow \infty$ as $n \rightarrow \infty$. It follows from (ii) and (2.19) that

$$
\lim _{n \rightarrow \infty}\left(B_{n, N}\right)^{-1} \sum_{k=N}^{n} b_{k} \operatorname{tr}\left(-Z_{k+1}\right)=+\infty
$$

and hence

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(B_{n, N}\right)^{-1} \sum_{k=N}^{n} b_{k}\left\|Z_{k+1}\right\|=+\infty \tag{2.20}
\end{equation*}
$$

Dividing (2.19) by $\left(B_{n, N}\right)^{1 / 2}$, in view of (ii), condition (A1), and the fact that $-Z_{k+1}<$ $R_{k+1}$, we have for all large $n$

$$
\left(B_{n, N}\right)^{-3 / 2} \sum_{k=N}^{n} b_{k} \sum_{j=N}^{k} \operatorname{tr} \rho_{j} \leqq M_{1}<\infty .
$$

For any fixed $n \geqq N+1$, choose $m>n$ so that $B_{n, N} \leqq\left(B_{m}-B_{n}\right) \leqq 2 B_{n, N}$ and hence $B_{m, N} \leqq 3 B_{n, N}$. Then we have

$$
\begin{align*}
\left(B_{n, N}\right)^{-1 / 2} \sum_{j=N}^{n} \operatorname{tr} \rho_{j} & \leqq\left(B_{n, N}\right)^{-3 / 2}\left(B_{m}-B_{n}\right) \sum_{j=N}^{n} \operatorname{tr} \rho_{j} \\
& \leqq\left(B_{n, N}\right)^{-3 / 2} \sum_{k=N}^{m}\left(b_{k} \sum_{j=N}^{k} \operatorname{tr} \rho_{j}\right)  \tag{2.21}\\
& \leqq 3^{3 / 2}\left(B_{m, N}\right)^{-3 / 2} \sum_{k=N}^{m}\left(b_{k} \sum_{j=N}^{k} \operatorname{tr} \rho_{j}\right) \leqq 3^{3 / 2} M_{1}<\infty .
\end{align*}
$$

On the other hand, since

$$
\begin{aligned}
\rho_{n} & =Z_{n}\left(Z_{n}+R_{n}\right)^{-1} Z_{n}=Z_{n}\left(R_{n}^{-1} Z_{n}+I\right)^{-1} R_{n}^{-1} Z_{n} \\
& =Z_{n} R_{n}^{-1} Z_{n}\left(I+R_{n}^{-1} Z_{n}\right)^{-1}
\end{aligned}
$$

and $A_{n}^{-1} Z_{n}^{2} \leqq Z_{n} R_{n}^{-1} Z_{n}=\rho_{n}\left(I+R_{n}^{-1} Z_{n}\right)$, we have

$$
\begin{aligned}
\left\|Z_{n}\right\|^{2} & =\left\|Z_{n}^{2}\right\| \leqq A_{n}\left\|\rho_{n}\right\|+\frac{A_{n}}{a_{n}}\left\|\rho_{n}\right\|\left\|Z_{n}\right\| \\
& =\frac{A_{n}}{a_{n}}\left\|\rho_{n}\right\|\left(a_{n}+\left\|Z_{N}\right\|\right) \\
& \leqq \frac{2 A_{n}}{a_{n}}\left\|\rho_{n}\right\| \max \left(a_{n},\left\|Z_{n}\right\|\right)
\end{aligned}
$$

and hence

$$
\begin{align*}
\left\|Z_{n}\right\| & \leqq \max \left(\frac{2 A_{n}}{a_{n}}\left\|\rho_{n}\right\|,\left(2\left\|\rho_{n}\right\| A_{n}\right)^{1 / 2}\right)  \tag{2.22}\\
& \leqq 2 K\left\|\rho_{n}\right\|+\left(2\left\|\rho_{n}\right\| A_{n}\right)^{1 / 2}
\end{align*}
$$

By the Schwarz inequality we obtain

$$
\begin{align*}
&\left(B_{n, N}\right)^{-1} \sum_{k=N}^{n} b_{k}\left\|Z_{k+1}\right\| \leqq 2 K\left(B_{n, N}\right)^{-1} \sum_{k=N}^{n} b_{k}\left\|\rho_{k+1}\right\| \\
&+\sqrt{2}\left(B_{n, N}\right)^{-1} \sum_{k=N}^{n} b_{k}\left(\left\|\rho_{k+1}\right\| A_{k+1}\right)^{1 / 2}  \tag{2.23}\\
& \leqq 2 K\left(B_{n, N}\right)^{-1} \sum_{k=N}^{n}\left\|\rho_{k+1}\right\| \\
&+\sqrt{2}\left(B_{n, N}\right)^{-1}\left(\sum_{k=N}^{n}\left\|\rho_{k+1}\right\|\right)^{1 / 2}\left(\sum_{k=N}^{n} b_{k} A_{k+1}\right)^{1 / 2}
\end{align*}
$$

Now from (2.23), (2.21), and (A1) we see that

$$
\left(B_{n, N}\right)^{-1} \sum_{k=N}^{n} b_{k}\left\|Z_{k+1}\right\|
$$

is bounded above, which contradicts (2.20). This shows that (ii) $\Rightarrow$ (iii).
(iii) $\Rightarrow$ (i). From condition (iii) we have

$$
\begin{equation*}
\sum_{k=N}^{\infty}\left\|\rho_{k+1}\right\|<\infty \tag{2.24}
\end{equation*}
$$

Hence, from (2.23), (2.24), and (A1) it follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(B_{n, N}\right)^{-1} \sum_{k=N}^{n} b_{k}\left\|Z_{k+1}\right\|=0 \tag{2.25}
\end{equation*}
$$

Since

$$
\begin{equation*}
\left(B_{n, N}\right)^{-1} \sum_{k=N}^{n} b_{k} \sum_{j=N}^{k} P_{j}=Z_{n}+\left(B_{n, N}\right)^{-1} \sum_{k=N}^{n} b_{k}\left(-Z_{k+1}\right)-\left(B_{n, N}\right)^{-1} \sum_{k=N}^{n} b_{k} \sum_{j=N}^{k} \rho_{j} \tag{2.26}
\end{equation*}
$$

and each term on the right side of (2.26) is convergent as $n \rightarrow \infty$, we obtain (i) by letting $n \rightarrow \infty$ in (2.26). This completes the proof of the theorem.

Corollary 2.7. Suppose that $R$ satisfies (A1) and that $P$ satisfies condition (2.15). If

$$
\begin{equation*}
\lim _{n \rightarrow \infty} B_{n}^{-1} \sum_{k=0}^{n} b_{k} \sum_{j=0}^{k} P_{j} \text { does not exist (finite) } \tag{2.27}
\end{equation*}
$$

then (1.1) is oscillatory.
Remark. Thus, if there exists $b \in \mathscr{F}$ such that conditions (A1), (2.15), and (2.27) are satisfied, then we conclude that (1.1) is oscillatory. It is easy to give conditions under which the limit in (2.27) does not exist. For example, under the assumption that (A1) and (2.15) hold, (1.1) is oscillatory if either of the following conditions holds:

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} B_{n}^{-1} \sum_{k=0}^{n} b_{k} \sum_{j=0}^{k} \operatorname{tr} P_{j}=+\infty \tag{2.28}
\end{equation*}
$$

or

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} B_{n}^{-1} \sum_{k=0}^{n} b_{k} \sum_{j=0}^{k} \operatorname{tr} P_{j}<\limsup B_{n \rightarrow \infty}^{-1} \sum_{k=0}^{n} b_{k} \sum_{j=0}^{k} \operatorname{tr} P_{j} . \tag{2.29}
\end{equation*}
$$

We next introduce a Riccati summation equation. Suppose that (A1) and condition (2.15) hold and that (1.1) is nonoscillatory. Since
$B_{n}^{-1} \sum_{k=0}^{n} b_{k} \sum_{j=0}^{k} P_{j}=B_{n}^{-1} \sum_{k=0}^{N-1} b_{k} \sum_{j=0}^{k} P_{j}+B_{n}^{-1} B_{n, N}\left(\sum_{j=0}^{N-1} P_{j}\right)+\left(B_{n}^{-1} B_{n, N}\right) B_{n, N}^{-1} \sum_{k=N}^{n} b_{k} \sum_{j=N}^{k} P_{j}$ for $n>N \geqq 0$, we have after some computation

$$
\begin{equation*}
\lim _{n \rightarrow \infty} B_{n, N}^{-1} \sum_{k=N}^{n} b_{k} \sum_{j=N}^{k} P_{j}=C-\sum_{j=0}^{N-1} P_{j} \tag{2.30}
\end{equation*}
$$

(using $B_{n}^{-1} B_{n, N} \rightarrow 1$ as $n \rightarrow \infty$ ), where $C$ is defined as in (2.14).
Theorem 2.8. Let (A1) and condition (2.15) hold for some $b \in \mathscr{F}$. Then (1.1) is nonoscillatory if and only if there exists a sequence $Z$ of Hermitian matrices with $Z_{n}>-R_{n}$ for $n \geqq N$ for some $N \geqq 0$ satisfying

$$
\begin{equation*}
Z_{n}=C-\sum_{j=0}^{n-1} P_{j}+\sum_{j=n}^{\infty} Z_{j}\left(Z_{j}+R_{j}\right)^{-1} Z_{j}, \quad n \geqq N, \tag{2.31}
\end{equation*}
$$

where $C$ is defined in (2.14) and may depend on $b$.
Proof. Suppose first that (1.1) is nonoscillatory. By Theorem 2.6 there exists a sequence $Z$ of Hermitian matrices with $Z_{n}>-R_{n}$ for $n \geqq N$ satisfying (2.26). Letting $n \rightarrow \infty$ in (2.26), using (2.30), and replacing $N$ by $n$, we obtain (2.31). Conversely, suppose that $Z$ is the Hermitian matrix sequence in the theorem. From (2.31) we have

$$
\Delta Z_{n}=-P_{n}-Z_{n}\left(Z_{n}+R_{n}\right)^{-1} Z_{n}
$$

and so (1.1) is nonoscillatory by Theorem 2.1.
Theorem 2.9. Let (A2) hold for some $b \in \mathscr{F}$. If (1.1) is nonoscillatory then the following statements are equivalent:
(i) $\lim _{n \rightarrow \infty} B_{n}^{-1} \sum_{k=0}^{n} b_{k} \sum_{j=0}^{k} \operatorname{tr} P_{j}=-\infty$;
(ii) $\lim \inf _{n \rightarrow \infty} B_{n}^{-1} \sum_{k=0}^{n} b_{k} \sum_{j=0}^{k} \operatorname{tr} P_{j}=-\infty$;
(iii) There exists a nonoscillatory solution $Y$ of (1.1) with $Y_{n+1}^{*} R_{n} Y_{N}>0$ for $n \geqq N$ for some $N \geqq 0$ such that the sequence $Z_{n}=R_{n}\left(\Delta Y_{n}\right) Y_{n}^{-1}, n \geqq N$, satisfies

$$
\sum_{j=N}^{\infty} \operatorname{tr}\left(Z_{j}\left(Z_{j}+R_{j}\right)^{-1} Z_{j}\right)=+\infty .
$$

Proof. Since (A2) $\Rightarrow(\mathrm{A} 1)$, (ii) and (iii) are equivalent by virtue of Theorem 2.6. Since (i) clearly implies (ii) we need only show that (ii) and (iii) $\Rightarrow$ (i). From (2.19)
we have

$$
\begin{align*}
\left(B_{n, N}\right)^{-1} \sum_{k=N}^{n} b_{k} \sum_{j=N}^{k} \operatorname{tr} P_{j} \leqq & \operatorname{tr} Z_{n}+\left(B_{n, N}\right)^{-1} \sum_{k=N}^{n} b_{k} \operatorname{tr} R_{k+1}  \tag{2.32}\\
& -\left(B_{n, N}\right)^{-1} \sum_{k=N}^{n} b_{k} \sum_{j=N}^{k} \operatorname{tr} \rho_{j} .
\end{align*}
$$

Since the right side of (2.32) tends to $-\infty$ as $n \rightarrow \infty$, it follows that (i) holds. This completes the proof.

Corollary 2.10. If (A2) holds for some $b \in \mathscr{F}$ and

$$
-\infty=\liminf _{n \rightarrow \infty} B_{n}^{-1} \sum_{k=0}^{n} b_{k} \sum_{j=0}^{k} \operatorname{tr} P_{j}<\underset{n \rightarrow \infty}{\limsup } B_{n}^{-1} \sum_{k=0}^{n} b_{k} \sum_{j=0}^{k} \operatorname{tr} P_{j},
$$

then (1.1) is oscillatory.
Theorem 2.11. Let (A3) hold. If (1.1) is nonoscillatory, then the following statements are equivalent:
(i) $P \in \mathscr{C}$;
(ii) $\lim _{n \rightarrow \infty} B_{n}^{-1} \sum_{k=0}^{n} b_{k} \sum_{j=0}^{k} P_{j}=C$ for some $b \in \mathscr{F}$, where $C$ is a constant matrix;
(iii) The sequence $P$ satisfies condition (2.15) for some $b \in \mathscr{F}$;
(iv) For any nonoscillatory solution $Y$ of (1.1) with $Y_{n+1}^{*} R_{n} Y_{n}>0$ for $n \geqq N$ for some $N \geqq 0$ the sequence $Z_{n}=R_{n}\left(\Delta Y_{n}\right) Y_{n}^{-1}, n \geqq N$, satisfies $Z(Z+R)^{-1} Z \in \mathscr{C}$.

Proof. Since (A3) $\Rightarrow$ (A1), (iii) and (iv) are equivalent by Theorem 2.6. Obviously (i) $\Rightarrow$ (ii) $\Rightarrow$ (iii). We need only show that (iii) and (iv) $\Rightarrow$ (i). Now from (2.18) it is sufficient to show that $Z_{n} \rightarrow 0$ as $n \rightarrow \infty$. But this is immediate from (2.22) because of the boundedness of the sequence $\left\{A_{n}\right\}$. This completes the proof.

We observe that if $P \in \mathscr{C}$, then the limit $C$ in (ii) of Theorem 2.11 is independent of $b \in \mathscr{F}$ and $C=\sum_{j=0}^{\infty} P_{j}$. If we let

$$
Q_{n}=\sum_{j=n}^{\infty} P_{j},
$$

then we can get an analogue of Theorem 2.8 under the assumption (A3) instead of (A1) as follows.

Theorem 2.12. Let (A3) and condition (2.15) hold for some $b \in \mathscr{F}$. Then (1.1) is nonoscillatory if and only if $P \in \mathscr{C}$ and there exists a sequence $Z$ of Hermitian matrices with $Z_{n}>-R_{n}$ for $n \geqq N$ for some $N \geqq 0$ satisfying

$$
\begin{equation*}
Z_{n}=Q_{n}+\sum_{j=n}^{\infty} Z_{j}\left(Z_{j}+R_{j}\right)^{-1} Z_{j}, \quad n \geqq N . \tag{2.33}
\end{equation*}
$$

We can also obtain a counterpart to Theorem 2.11.
Theorem 2.13. Let (A3) hold. If (1.1) is nonoscillatory then the following statements are equivalent:
(i) $\lim _{n \rightarrow \infty} \lambda_{d}\left(\sum_{j=0}^{n} P_{j}\right)=-\infty, \lim \sup _{n \rightarrow \infty} \lambda_{1}\left(\sum_{j=0}^{n} P_{j}\right)<\infty$;
(ii) $\lim _{n \rightarrow \infty} \operatorname{tr}\left(\sum_{j=0}^{n} P_{j}\right)=-\infty$;
(iii) $\lim \inf _{n \rightarrow \infty} B_{n}^{-1} \sum_{k=0}^{n} b_{k} \sum_{j=0}^{k} \operatorname{tr} P_{j}=-\infty$ for some $b \in \mathscr{F}$;
(iv) There exists a prepared solution $Y$ of (1.1) with $Y_{n+1}^{*} R_{n} Y_{n}>0$ for $n \geqq N$ for some $N \geqq 0$ such that

$$
\sum_{j=N}^{\infty} \operatorname{tr}\left(Z_{j}\left(Z_{j}+R_{j}\right)^{-1} Z_{j}\right)=\infty,
$$

where $Z_{n}=R_{n}\left(\Delta Y_{n}\right) Y_{n}^{-1}>-R_{n}$ for $n \geqq N$.

Proof. Obviously (i) $\Rightarrow(\mathrm{ii}) \Rightarrow$ (iii). By Theorem 2.11 it follows that (iii) and (iv) are equivalent. If $Z$ is the sequence in (iv), then for all $n \geqq N$ we have

$$
\begin{aligned}
\sum_{j=N}^{n} P_{j} & =Z_{N}-Z_{n+1}-\sum_{j=N}^{n} Z_{j}\left(Z_{j}+R_{j}\right)^{-1} Z_{j} \\
& <Z_{N}+R_{n+1}-\sum_{j=N}^{n} Z_{j}\left(Z_{j}+R_{j}\right)^{-1} Z_{j}
\end{aligned}
$$

Hence

$$
\operatorname{tr}\left(\sum_{j=N}^{n} P_{j}\right) \leqq \operatorname{tr} Z_{N}+M_{1}-\sum_{j=N}^{n} \operatorname{tr}\left(Z_{j}\left(Z_{j}+R_{j}\right)^{-1} Z_{j}\right) \rightarrow-\infty
$$

as $n \rightarrow \infty$, i.e., (iv) $\Rightarrow$ (ii). By the convexity of the functional $\lambda_{1}(\cdot)$, we also have

$$
\lambda_{1}\left(\sum_{j=N}^{n} P_{j}\right) \leqq \lambda_{1}\left(Z_{N}\right)+\lambda_{1}\left(R_{n+1}\right)+\lambda_{1}\left(-\sum_{j=N}^{n} Z_{j}\left(Z_{j}+R_{j}\right)^{-1} Z_{j}\right) \leqq \lambda_{1}\left(Z_{N}\right)+M_{1},
$$

i.e., (iv) and (ii) $\Rightarrow$ (i). This proves the theorem.

Remark. Theorems 2.11 and 2.13 show the significant dependence of the oscillation of (1.1) on the divergence of the sequence $P$ under (A3). The analogue of Theorem 2.11 for the differential equation (1.2) is only partially true. For example, if we let $R(t)=I$ and assume

$$
\liminf _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \int_{0}^{s} \operatorname{tr} P(r) d r d s>-\infty
$$

then the nonoscillation of (1.2) does not imply the convergence of $\int_{0}^{\infty} P(t) d t$.
The following oscillation criteria are immediate from Theorems 2.11 and 2.13.
Corollary 2.14. Let (A3) hold and assume that $P$ satisfies (2.15) for some $b \in \mathscr{F}$. If $P \notin \mathscr{C}$, then (1.1) is oscillatory. In particular, (1.1) is oscillatory in case either

$$
\begin{equation*}
\underset{n \rightarrow \infty}{\lim \sup } \lambda_{1}\left(\sum_{j=0}^{n} P_{j}\right)=+\infty, \tag{2.34}
\end{equation*}
$$

or

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \lambda_{k}\left(\sum_{j=0}^{n} P_{j}\right)<\underset{n \rightarrow \infty}{\limsup } \lambda_{k}\left(\sum_{j=0}^{n} P_{j}\right) \quad \text { for some } 1 \leqq k \leqq d \tag{2.35}
\end{equation*}
$$

Corollary 2.15. Let (A3) hold. If for some $b \in \mathscr{F}$

$$
\liminf _{n \rightarrow \infty} B_{n}^{-1} \sum_{k=0}^{n} b_{k} \sum_{j=0}^{k} \operatorname{tr} P_{j}=-\infty
$$

then (1.1) is oscillatory in case either (2.34) holds or

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sum_{j=0}^{n} \operatorname{tr} P_{j}>-\infty \tag{2.36}
\end{equation*}
$$

Combining Corollaries 2.14 and 2.15, we obtain Corollary 2.16.
Corollary 2.16. If (A3) and (2.34) hold, then (1.1) is oscillatory.
Remark. Corollary 2.16 shows that the discrete matrix analogue of a recent result of Kaper and Kwong [8] and of Byers, Harris, and Kwong [4] for the continuous case (eq. (1.2)) is valid. The criteria in Corollaries 2.14 and 2.15 may also be considered analogues of some of the results of [3] for (1.2).

Example 2. Let $d=2, R_{n}=I$ and let $P_{n}=\operatorname{diag}\left(p_{n}, q_{n}\right)$ with $p_{n}+q_{n}=0, p_{n}, q_{n}<2$ for all $n$, and

$$
\liminf _{n \rightarrow \infty} \sum_{j=0}^{n} p_{j}<\limsup _{n \rightarrow \infty} \sum_{j=0}^{n} p_{j}
$$

Then (1.1) is oscillatory by Corollary 2.14 .
Example 3. Let $d=2, R_{n}=I$, and $P_{n}=\operatorname{diag}\left(p_{n}, q_{n}\right)$ with $p_{n}=1 / n$ if $n$ is prime and $p_{n}=0$ otherwise. If

$$
\limsup _{n \rightarrow \infty} \sum_{j=0}^{n}\left(p_{j}+q_{j}\right)>-\infty
$$

then (1.1) is oscillatory from the following result.
Corollary 2.17. Let (A3) hold. If $P \notin \mathscr{C}$ and (2.36) holds, then (1.1) is oscillatory.
Proof. From (2.36) we can find a sequence of integers $n_{r}$ with $n_{r} \rightarrow \infty$ as $r \rightarrow \infty$ such that

$$
\lim _{r \rightarrow \infty} \sum_{j=0}^{n_{r}} \operatorname{tr} P_{j}=C>-\infty
$$

Let $b_{n}=1$ if $n=n_{r}, r=1,2, \cdots$ and $b_{n}=0$ otherwise. Then

$$
B_{n_{r}}^{-1} \sum_{k=0}^{n_{r}} b_{k} \sum_{j=0}^{k} \operatorname{tr} P_{j}=\frac{1}{r} \sum_{k=1}^{r} \sum_{j=0}^{n_{k}} \operatorname{tr} P_{j} \rightarrow C \quad \text { as } r \rightarrow \infty
$$

Thus, (2.15) is satisfied and the oscillation of $(1,1)$ follows from Corollary 2.14 .
More sophisticated examples may also be given. We leave this to the interested reader.
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#### Abstract

The concept of a conditional Feynman integral of a function $F$ given a function $X$ is introduced, and its existence is established for various functions. Then the conditional Feynman integral is used to derive an integral equation that is formally equivalent to the Schrödinger equation.


Key words. Wiener integral, conditional Wiener integral, Feynman integral, conditional Feynman integral

AMS(MOS) subject classification. 28 C 20

1. Introduction. In this paper we define the concept of a conditional analytic Feynman integral of a function $F$ on Wiener space given a function $X$. In particular, for a certain choice of $X$ we establish the existence of the conditional Feynman integral for all functions $F$ in the Banach algebra $S$ introduced by Cameron and Storvick [3]. In [15] Johnson has shown that $S$ is isometrically isomorphic to the class $\mathscr{F}(H)$ of Fresnel integrable functions as given by Albeverio and Høegh-Krohn [1]. The Banach algebras $\mathscr{F}(H)$ and $S$ and related theories have been studied quite extensively; references include [3]-[7], [9]-[11], [14], [15], [17]-[21].

To define the conditional analytic Feynman integral we use the conditional Wiener integral as given by Yeh in [23], [24] and studied further in [8], [13], [22], [25]. In [24] Yeh used the conditional Wiener integral to derive the Kac-Feynman formula. Here we use the conditional Feynman integral to derive an integral equation formally equivalent to the Schrödinger equation. We also use the conditional Feynman integral to provide a fundamental solution to the Schrödinger equation.
2. Definitions and preliminaries. Let $\nu$ be a positive integer and let $C_{0}^{\nu}[0, t]$ denote $\nu$-dimensional Wiener space, that is the space of $\mathbb{R}^{\nu}$-valued continuous functions $\vec{x}$ on $[0, t]$ such that $\vec{x}(0)=\overrightarrow{0}$. Let $\mathcal{M}^{\nu}$ denote the class of all Wiener measurable subsets of $C_{0}^{\nu}[0, t]$ and let $m^{\nu}$ denote $\nu$-dimensional Wiener measure. ( $C_{0}^{\nu}[0, t], \mathcal{M}^{\nu}, m^{\nu}$ ) is a complete measure space. In case $\nu=1$, we delete the one and simply write ( $C_{0}[0, t], \mathcal{M}, m$ ). Of course, $C_{0}^{\nu}[0, t]=C_{0}[0, t] \times \cdots \times C_{0}[0, t]$ ( $\nu$ times). We denote the Wiener integral of a function $F$ by

$$
\int_{C_{o}^{\nu}[0, t]} F(\vec{x}) d m^{\nu}(\vec{x}) .
$$

A subset $E$ of $C_{0}^{\nu}[0, t]$ is said to be scale-invariant measurable [12], [16] provided $\rho E$ is Wiener measurable for each $\rho>0$, and a scale-invariant measurable set $N$ is said to be scale-invariant null provided $m^{\nu}(\rho N)=0$ for each $\rho>0$. A property that holds except on a scale-invariant null set is said to hold scale-invariant almost everywhere (s-a.e.).

Next we give Yeh's definition of the conditional Wiener integral from [24].

[^67]Definition 1. Let $X$ be an $\mathbb{R}^{\nu}$-valued Wiener measurable function on $C_{0}^{\nu}[0, t]$ and let $F$ be a complex-valued Wiener integrable function on $C_{0}^{\nu}[0, t]$. Let $P_{X}$ be the probability distribution of $X$, i.e., for all $B \in \mathscr{B}^{\nu}$, the Borel sets in $\mathbb{R}^{\nu}, P_{X}(B)=$ $m^{\nu}\left(X^{-1}(B)\right)$. The conditional Wiener integral of $F$ given $X$ is by definition the equivalence class of Borel measurable and $P_{X^{\prime}}$-integrable functions $\psi$ on $\mathbb{R}^{\nu}$, modulo null functions on ( $\mathbb{R}^{\nu}, \mathscr{B}^{\nu}, P_{X}$ ), such that for all $B \in \mathscr{B}^{\nu}$,

$$
\int_{X^{-1}(B)} F(\vec{x}) d m^{\nu}(\vec{x})=\int_{B} \psi(\vec{\eta}) d P_{X}(\vec{\eta})
$$

By the Radon-Nikodym theorem such a function $\psi$ exists and is determined up to a null function on ( $\mathbb{R}^{\nu}, \mathscr{B}^{\nu}, P_{X}$ ). We let $E(F \mid X)$ denote a representative of the equivalence class and so for all $B \in \mathscr{B}^{\nu}$,

$$
\int_{X^{-1}(B)} F(\vec{x}) d m^{\nu}(\vec{x})=\int_{B} E(F \mid X)(\vec{\eta}) d P_{X}(\vec{\eta})
$$

We are now ready to define the conditional analytic Feynman integral of a function $F$ given $X$.

Definition 2. Let $X$ be an $\mathbb{R}^{\nu}$-valued scale-invariant measurable function on $C_{0}^{\nu}[0, t]$ and let $F$ be a scale-invariant measurable function on $C_{0}^{\nu}[0, t]$ such that the Wiener integral

$$
\int_{C_{0}^{\nu}[0, t]} F\left(\lambda^{-1 / 2} \vec{x}\right) d m^{\nu}(\vec{x})
$$

exists as a finite number for all $\lambda>0$. For $\lambda>0$ let

$$
J_{\lambda}(\vec{\eta})=E\left(F\left(\lambda^{-1 / 2} \cdot\right) \mid X\left(\lambda^{-1 / 2} \cdot\right)\right)(\vec{\eta})
$$

denote the conditional Wiener integral of $F\left(\lambda^{-1 / 2} \cdot\right)$ given $X\left(\lambda^{-1 / 2} \cdot\right)$. If for almost every $\vec{\eta} \in \mathbb{R}^{\nu}$, there exists a function $J_{\lambda}^{*}(\vec{\eta})$, analytic in $\lambda$ on $\mathbb{C}^{+} \equiv\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda>0\}$ such that $J_{\lambda}^{*}(\vec{\eta})=J_{\lambda}(\vec{\eta})$ for all $\lambda>0$, then $J_{\lambda}^{*}$ is defined to be the conditional analytic Wiener integral of $F$ given $X$ with parameter $\lambda$ and for $\lambda \in \mathbb{C}^{+}$we write

$$
E^{\mathrm{anw}_{\lambda}}(F \mid X)(\vec{\eta})=J_{\lambda}^{*}(\vec{\eta}) .
$$

If for fixed real $q \neq 0$, the limit

$$
\lim _{\lambda \rightarrow-i q} E^{\mathrm{anw}_{\lambda}}(F \mid X)(\vec{\eta})
$$

exists for almost every $\vec{\eta} \in \mathbb{R}^{\nu}$ where $\lambda$ approaches -iq through $\mathbb{C}^{+}$, we will denote the value of this limit by $E^{\text {anf }_{q}}(F \mid X)$ and call it the conditional analytic Feynman integral of $F$ given $X$ with parameter $q$.

Remark 1. The notation $E^{\mathrm{anw}_{\lambda}}(F \mid X)$ does not mean "conditional expectation with respect to a probability measure" but rather an extension of such a conditional expectation.

Remark 2. In [24] Yeh (in this paper he worked with $\nu=1$ but clearly his results in $\S 3$ hold for general $\nu$ ) always chose $X$ to be the function $X(\vec{x})=\vec{x}(t)$ and in that case

$$
\frac{d P_{X}(\vec{\eta})}{d \vec{\eta}}=(2 \pi t)^{-\nu / 2} \exp \left\{-\frac{\|\vec{\eta}\|^{2}}{2 t}\right\} .
$$

In addition, when we use his inversion formulas [23, Thm. 2] and [24, Thm. 3], a version of $E(F \mid X)(\vec{\eta})$ is given for all $\vec{\eta} \in \mathbb{R}^{\nu}$ by the formula
(1) $E(F \mid X)(\vec{\eta})=\left(\frac{d P_{X}(\vec{\eta})}{d \vec{\eta}}\right)^{-1}(2 \pi)^{-\nu} \int_{\mathbb{R}^{\nu}} e^{-i\langle\langle\vec{U}, \vec{\eta}\rangle} \int_{C_{0}^{\nu}[0, t]} e^{i\langle\vec{U}, \vec{x}(t)\rangle} F(\vec{x}) d m^{\nu}(\vec{x}) d \vec{U}$
provided that the Wiener integral

$$
\begin{equation*}
\int_{C_{0}^{\nu}[0, t]} e^{i\langle\vec{U}, \vec{x}(t)\rangle} F(\vec{x}) d m^{\nu}(\vec{x}) \tag{2}
\end{equation*}
$$

is an integrable function of $\vec{U}$ on $\mathbb{R}^{\nu}$.
Remark 3. In [22], Park and Skoug have shown that if $F$ is Borel measurable and Wiener integrable and if $X(\vec{x})=\vec{x}(t)$, then the conditional Wiener integral $E(F \mid X)$ is given in terms of an ordinary Wiener integral by the formula

$$
\begin{equation*}
E(F \mid X)(\vec{\eta})=\int_{C_{0}^{\nu}[0, t]} F(\vec{x}(\cdot)-\dot{t} \vec{x}(t)+\dot{-} \vec{t}) d m^{\nu}(\vec{x}) \tag{3}
\end{equation*}
$$

Since all the functions $F$ we consider in this paper are Borel measurable we can use either (1) or (3) to compute $E(F \mid X)$; one advantage of using (3) is that we do not need to show first that the expression in (2) is an integrable function of $\vec{U}$ on $\mathbb{R}^{\nu}$. It has also been pointed out in [22] that if $F$ is only Wiener measurable rather than Borel measurable then the expression on the right-hand side of (3) is not necessarily a Borel measurable function of $\vec{\eta}$; however, in that case we can still choose a version of $E(F \mid X)$ that is equal almost everywhere to the right-hand side of (3).

We finish this section by stating the definitions [3] of the analytic Feynman integral and the Banach algebra $S(\nu)$.

Let $F$ be a $\mathbb{C}$-valued scale-invariant measurable function on $C_{0}^{\nu}[0, t]$ such that the Wiener integral

$$
J(\lambda)=\int_{C_{0}^{\nu}[0, t]} F\left(\lambda^{-1 / 2} \vec{x}\right) d m^{\nu}(\vec{x})
$$

exists as a finite number for all $\lambda>0$. If there exists a function $J^{*}(\lambda)$ analytic in $\mathbb{C}^{+}$ such that $J^{*}(\lambda)=J(\lambda)$ for all $\lambda>0$, then $J^{*}(\lambda)$ is defined to be the analytic Wiener integral of $F$ over $C_{0}^{\nu}[0, t]$ with parameter $\lambda$, and for $\lambda \in \mathbb{C}^{+}$we write

$$
E^{\mathrm{anw}_{\lambda}}(F)=J^{*}(\lambda) .
$$

Let $q \neq 0$ be a real number and let $F$ be a function such that $E^{\text {anw }_{\lambda}}(F)$ exists for all $\lambda \in \mathbb{C}^{+}$. If the following limit exists, we call it the analytic Feynman integral of $F$ with parameter $q$ and we write

$$
E^{\operatorname{anf}_{q}}(F)=\lim _{\lambda \rightarrow-i q} E^{\operatorname{anw}_{\lambda}}(F)
$$

where $\lambda$ approaches -iq through $\mathbb{C}^{+}$.
The Banach algebra $S(\nu)$ consists of functions on $C_{0}^{\nu}[0, t]$ expressible in the form

$$
\begin{equation*}
F(\vec{x})=\int_{L_{2}^{\nu}[0, t]} \exp \left\{i \sum_{j=1}^{\nu} \int_{0}^{t} v_{j}(s) \tilde{d} x_{j}(s)\right\} d \sigma(\vec{V}) \tag{4}
\end{equation*}
$$

for s-a.e. $\vec{x}=\left(x_{1}, \cdots, x_{\nu}\right)$ in $C_{0}^{\nu}[0, t]$ where $\sigma$ is an element of $M\left(L_{2}^{\nu}[0, t]\right)$, the space of $\mathbb{C}$-valued, countably additive Borel measures on $L_{2}^{\nu}[0, t]$, and the integrals $\int_{0}^{t} v_{j}(s) \tilde{d} x_{j}(s)$ are Paley-Wiener-Zygmund (PWZ) integrals. In addition, Cameron and Storvick [3, Thm. 5.1] show that for $F$ given by (4)

$$
E^{\mathrm{anw}_{\lambda}}(F)=\int_{L_{[20, t]}^{\nu}} \exp \left\{-\frac{1}{2 \lambda} \sum_{j=1}^{\nu}\left\|v_{j}\right\|^{2}\right\} d \sigma(\vec{V}), \quad \lambda \in \mathbb{C}^{+}
$$

and

$$
\begin{equation*}
E^{\mathrm{anf}_{q}}(F)=\int_{L_{2}^{\nu}[0, t]} \exp \left\{-\frac{i}{2 q} \sum_{j=1}^{\nu}\left\|v_{j}\right\|^{2}\right\} d \sigma(\vec{V}) \tag{5}
\end{equation*}
$$

for each real $q \neq 0$.

Finally we state the following well-known integration formula:

$$
\int_{\mathbb{R}^{\nu}} \exp \left\{-\frac{b}{2}\|\vec{\eta}\|^{2}+i\langle\vec{\eta}, \vec{\xi}\rangle\right\} d \vec{\eta}=\left(\frac{2 \pi}{b}\right)^{\nu / 2} \exp \left\{-\frac{1}{2 b}\|\vec{\xi}\|^{2}\right\}, \quad \operatorname{Re} b>0
$$

which we use several times in this paper.

## 3. Conditional analytic Feynman integrals.

Theorem 1. Let $F \in S(\nu)$ be given by (4) and let $X(\vec{x})=\vec{x}(t)$. Then for all $\lambda \in \mathbb{C}^{+}$, the conditional analytic Wiener integral $E^{\text {anw }_{\lambda}}(F \mid X)$ exists and for all $\vec{\eta} \in \mathbb{R}^{\nu}$ is given by the formula

$$
\begin{equation*}
E^{\mathrm{anw}_{\lambda}}(F \mid X)(\vec{\eta})=\int_{L_{2}^{\prime}[0, t]} \exp \left\{-\frac{1}{2 \lambda t} \sum_{j=1}^{\nu}\left[t\left\|v_{j}\right\|^{2}-b_{j}^{2}\right]+\frac{i}{t}\langle\vec{\eta}, \vec{B}\rangle\right\} d \sigma(\vec{V}) \tag{6}
\end{equation*}
$$

where $\vec{B}=\left(b_{1}, \cdots, b_{\nu}\right)=\left(\int_{0}^{t} v_{1}(s) d s, \cdots, \int_{0}^{t} v_{\nu}(s) d s\right)$. Furthermore, the conditional analytic Feynman integral $E^{\text {anf }_{q}}(F \mid X)$ exists for all real $q \neq 0$ and for all $\vec{\eta} \in \mathbb{R}^{\nu}$ is given by the formula

$$
\begin{equation*}
E^{\mathrm{anf}_{q}}(F \mid X)(\vec{\eta})=\int_{L_{2}^{\nu}[0, t]} \exp \left\{-\frac{i}{2 q t} \sum_{j=1}^{\nu}\left[t\left\|v_{j}\right\|^{2}-b_{j}^{2}\right]+\frac{i}{t}\langle\vec{\eta}, \vec{B}\rangle\right\} d \sigma(\vec{V}) . \tag{7}
\end{equation*}
$$

Proof. Using (3), the Fubini theorem, and a fundamental Wiener integration formula involving PWZ integrals, we obtain that for $\lambda>0$ and all $\vec{\eta} \in \mathbb{R}^{\nu}$

$$
\begin{aligned}
& E\left(F\left(\lambda^{-1 / 2} \cdot\right) \mid\right.\left.X\left(\lambda^{-1 / 2} \cdot\right)\right)(\vec{\eta}) \\
&= \int_{C_{0}^{\nu}[0, t]} \int_{L_{2}^{\nu}[0, t]} \exp \left\{i \sum _ { j = 1 } ^ { \nu } \int _ { 0 } ^ { t } v _ { j } ( s ) \tilde { d } \left[\lambda^{-1 / 2} x_{j}(s)-\lambda^{-1 / 2} \frac{s}{t} x_{j}(t)\right.\right. \\
&\left.\left.+\frac{s}{t} \eta_{j}\right]\right\} d \sigma(\vec{V}) d m^{\nu}(\vec{x}) \\
&= \int_{L_{2}^{\nu}[0, t]} \int_{C_{0}^{\nu}[0, t]} \exp \left\{\frac{i}{\sqrt{\lambda}} \sum_{j=1}^{\nu}\left[\int_{0}^{t} v_{j}(s) \tilde{d} x_{j}(s)-\frac{x_{j}(t)}{t} \int_{0}^{t} v_{j}(s) d s\right]\right. \\
&\left.+\frac{i}{t} \sum_{j=1}^{\nu} \eta_{j} \int_{0}^{t} v_{j}(s) d s\right\} d m^{\nu}(\vec{x}) d \sigma(\vec{V}) \\
&= \int_{L_{2}^{\nu}[0, t]} \exp \left\{\frac{i}{t}\langle\vec{\eta}, \vec{B}\rangle\right\} \int_{C_{0}^{\nu}[0, t]} \cdot \exp \left\{\frac{i}{\sqrt{\lambda}} \sum_{j=1}^{\nu} \int_{0}^{t}\left[v_{j}(s)-\frac{b_{j}}{t}\right] \tilde{d} x_{j}(s)\right\} d m^{\nu}(\vec{x}) d \sigma(\vec{V}) \\
&= \int_{L_{2}^{\nu}[0, t]} \exp \left\{\frac{i}{t}\langle\vec{\eta}, \vec{B}\rangle\right\} \exp \left\{-\frac{1}{2 \lambda} \sum_{j=1}^{\nu} \int_{0}^{t}\left[v_{j}(s)-\frac{b_{j}}{t}\right]^{2} d s\right\} d \sigma(\vec{V}) \\
&= \int_{L_{[2}^{\nu}[0, t]} \exp \left\{-\frac{1}{2 \lambda t} \sum_{j=1}^{\nu}\left[t\left\|v_{j}\right\|^{2}-b_{j}^{2}\right]+\frac{i}{t}\langle\vec{\eta}, \vec{B}\rangle\right\} d \sigma(\vec{V}) .
\end{aligned}
$$

But by the Cauchy-Schwarz inequality it follows that

$$
\begin{equation*}
b_{j}^{2}=\left[\int_{0}^{t} v_{j}(s) d s\right]^{2} \leqq \int_{0}^{t} 1^{2} d s \int_{0}^{t} v_{j}^{2}(s) d s=t\left\|v_{j}\right\|^{2} . \tag{9}
\end{equation*}
$$

Hence, since $\sigma \in M\left(L_{2}^{\nu}[0, t]\right)$, we see that the last expression on the right-hand side of (8) is an analytic function of $\lambda$ throughout $\mathbb{C}^{+}$and is a continuous function of $\lambda$ for $\operatorname{Re} \lambda \geqq 0, \lambda \neq 0$. Thus (see Definition 2 above) (6) and (7) are established, which concludes the proof of Theorem 1.

In our next theorem we show that if we multiply $E^{\operatorname{anf}_{q}}(F \mid X)(\vec{\eta})$ by $(q / 2 \pi i t)^{\nu / 2} \exp \left\{(i q / 2 t)\|\vec{\eta}\|^{2}\right\}$, the analytic extension of the Radon-Nikodym derivative evaluated at $\lambda=-i q$, and then integrate over $\mathbb{R}^{\nu}$ we obtain the Feynman integral $E^{\operatorname{anf}_{q}}(F)$. However, to do so we need a summation procedure; we will use the same one as in [19, p. 340]. Let

$$
\begin{equation*}
\int_{\mathbb{R}^{\nu}} f(\vec{\eta}) d \vec{\eta}=\lim _{A \rightarrow+\infty} \int_{\mathbb{R}^{\nu}} f(\vec{\eta}) \exp \left\{-\frac{\|\vec{\eta}\|^{2}}{2 A}\right\} d \vec{\eta} \tag{10}
\end{equation*}
$$

whenever the expression on the right exists. Of course, if $f \in L_{1}\left(\mathbb{R}^{\nu}\right)$, it is clear using the Dominated Convergence Theorem that

$$
\int_{\mathbb{R}^{\nu}} f(\vec{\eta}) d \vec{\eta}=\int_{\mathbb{R}^{\nu}} f(\vec{\eta}) d \vec{\eta} .
$$

Theorem 2. Let $F \in S(\nu)$ be given by (4) and let $X(\vec{x})=\vec{x}(t)$. Then for all $\lambda \in \mathbb{C}^{+}$

$$
\begin{equation*}
\int_{\mathbb{R}^{\nu}}\left(\frac{\lambda}{2 \pi t}\right)^{\nu / 2} \exp \left\{\left.-\frac{\lambda}{2 t} \right\rvert\, \vec{\eta} \|^{2}\right\} E^{\mathrm{anw}_{\lambda}}(F \mid X)(\vec{\eta}) d \vec{\eta}=E^{\mathrm{anw}_{\lambda}}(F) \tag{11}
\end{equation*}
$$

and for all real $q \neq 0$,

$$
\begin{equation*}
\bar{\int}_{\mathbb{R}^{2}}\left(\frac{q}{2 \pi i t}\right)^{\nu / 2} \exp \left\{\frac{i q}{2 t}\|\vec{\eta}\|^{2}\right\} E^{\operatorname{anf}_{q}}(F \mid X)(\vec{\eta}) d \vec{\eta}=E^{\operatorname{anf}_{q}}(F) \tag{12}
\end{equation*}
$$

Proof. We will establish (12); the proof of (11) is similar, but easier since the summation procedure is not needed. Let $q \neq 0$ be given. Then using (10), (7), the Fubini theorem, and (5), we obtain

$$
\begin{aligned}
& \int_{\mathbb{R}^{\nu}}\left(\frac{q}{2 \pi i t}\right)^{\nu / 2} \exp \left\{\frac{i q}{2 t}\|\vec{\eta}\|^{2}\right\} E^{\operatorname{anf}} q_{q}(F \mid X)(\vec{\eta}) d \vec{\eta} \\
&= \lim _{A \rightarrow+\infty} \int_{\mathbb{R}^{\nu}}\left(\frac{q}{2 \pi i t}\right)^{\nu / 2} \exp \left\{\frac{1}{2}\left(\frac{i q}{t}-\frac{1}{A}\right)\|\vec{\eta}\|^{2}\right\} \\
& \cdot \int_{L_{2}^{\nu}[0, t]} \exp \left\{-\frac{i}{2 q t} \sum_{j=1}^{\nu}\left[t\left\|v_{j}\right\|^{2}-b_{j}^{2}\right]+\frac{i}{t}\langle\vec{\eta}, \vec{B}\rangle\right\} d \sigma(\vec{V}) d \vec{\eta} \\
&= \lim _{A \rightarrow+\infty} \int_{L_{[2}^{\nu}[0, t]} \exp \left\{-\frac{i}{2 q t} \sum_{j=1}^{\nu}\left[t\left\|v_{j}\right\|^{2}-b_{j}^{2}\right]\right\}\left(\frac{q}{2 \pi i t}\right)^{\nu / 2} \\
& \cdot \int_{\mathbb{R}^{\nu}} \exp \left\{-\frac{1}{2}\left(\frac{t-A i q}{A t}\right)\|\vec{\eta}\|^{2}+i\left\langle\vec{\eta}, \frac{\vec{B}}{t}\right\rangle\right\} d \vec{\eta} d \sigma(\vec{V}) \\
&= \lim _{A \rightarrow+\infty} \int_{\left.L_{[2}^{\nu} 0, t\right]} \exp \left\{-\frac{i}{2 q t} \sum_{j=1}^{\nu}\left[t\left\|v_{j}\right\|^{2}-b_{j}^{2}\right]\right\}\left(\frac{q}{2 \pi i t}\right)^{\nu / 2} \\
& \cdot\left(\frac{2 \pi A t}{t-A i q}\right)^{\nu / 2} \exp \left\{-\frac{A}{2(t-A i q) t}\|\vec{B}\|^{2}\right\} d \sigma(\vec{V}) \\
&= \int_{L_{2}^{\nu}[0, t]} \exp \left\{-\frac{i}{2 q} \sum_{j=1}^{\nu}\left\|v_{j}\right\|^{2}+\frac{i}{2 q t}\|\vec{B}\|^{2}\right\} \exp \left\{-\frac{i}{2 q t}\|\vec{B}\|^{2}\right\} d \sigma(\vec{V}) \\
&= \int_{L_{2}^{\nu}[0, t]} \exp \left\{-\frac{i}{2 q} \sum_{j=1}^{\nu}\left\|v_{j}\right\|^{2}\right\} d \sigma(\vec{V}) \\
&= E^{\operatorname{anf} f_{q}}(F) .
\end{aligned}
$$

In our next theorem we obtain the existence of the conditional analytic Feynman integral for a class of functions that are not necessarily in $S(\nu)$.

Theorem 3. Let $\psi: \mathbb{R}^{\nu} \rightarrow \mathbb{C}$ be a Borel measurable function such that

$$
\int_{\mathbb{R}^{\nu}}|\psi(\vec{\eta})| \exp \left\{-a\|\vec{\eta}\|^{2}\right\} d \vec{\eta}<\infty
$$

for all $a>0$. Let $F \in S(\nu)$ be given by (4). Let $G(\vec{x})=F(\vec{x}) \psi(\vec{x}(t))$ and let $X(\vec{x})=\vec{x}(t)$. Then $E^{\text {anf }_{q}}(\boldsymbol{G} \mid X)$ exists for all real $q \neq 0$ and

$$
\begin{equation*}
E^{\operatorname{anf}_{q}}(G \mid X)(\vec{\eta})=\psi(\vec{\eta}) E^{\operatorname{anf}_{q}}(F \mid X)(\vec{\eta}) \tag{13}
\end{equation*}
$$

for almost all $\vec{\eta} \in \mathbb{R}^{\nu}$.
Proof. We first note that

$$
\int_{C^{\nu}[0, t]}\left|G\left(\lambda^{-1 / 2} \vec{x}\right)\right| d m^{\nu}(\vec{x})<\infty
$$

for all $\lambda>0$ since $F$ is bounded. The existence of $E^{\text {anf }_{q}}(G \mid X)$ and (13) now follows from (3) (with $F$ replaced by $G$ ) and Theorem 1.

Remark 4. Note that $G$ is not necessarily in $S(\nu)$ since $\psi$ may be unbounded.
4. The integral equation. Let $\mathscr{G}$ be the set of all $\mathbb{C}$-valued functions on $[0, \infty) \times \mathbb{R}^{\nu}$ of the form

$$
\begin{equation*}
\theta(s, \vec{U})=\int_{\mathbb{R}^{\nu}} \exp \{i\langle\vec{U}, \vec{V}\rangle\} d \mu_{s}(\vec{V}) \tag{14}
\end{equation*}
$$

where $\left\{\mu_{s}: 0 \leqq s<\infty\right\}$ is a family from $M\left(\mathbb{R}^{\nu}\right)$ satisfying the following two conditions:
(i) For every $B \in \mathscr{B}\left(\mathbb{R}^{\nu}\right), \mu_{S}(B)$ is Borel measurable in $s$.
(ii) $\left\|\mu_{S}\right\| \in L_{1}[0, t]$ for all $t>0$.

In [19], it is noted that $\theta(s, \vec{U})$ and $\theta(s, \vec{x}(s))$ are Borel measurable and that $F(\vec{x})=$ $\exp \left\{\int_{0}^{t} \theta(s, \vec{x}(s)) d s\right\}$ is in $S(\nu)$.

Remark 5. Note that $S(\nu)$ actually depends on $t$ and so we could write $S(\nu)=$ $S_{t}(\nu)$. But for $0<s \leqq t, F \in S_{S}(\nu) \Rightarrow F \in S_{t}(\nu)$. So we will usually delete the subscript unless the meaning is unclear without it.

Theorem 4. Let $\theta \in \mathscr{G}$ be given by (14), let

$$
F(\vec{x})=F_{t}(\vec{x})=\exp \left\{\int_{0}^{t} \theta(s, \vec{x}(s)) d s\right\},
$$

and let $X(\vec{x})=X_{t}(\vec{x})=\vec{x}(t)$. For $(t, \vec{\eta}, \lambda) \in(0, \infty) \times \mathbb{R}^{\nu} \times(0, \infty)$ let

$$
\begin{equation*}
H(t, \vec{\eta}, \lambda)=\left(\frac{\lambda}{2 \pi t}\right)^{\nu / 2} \exp \left\{-\frac{\lambda}{2 t}\|\vec{\eta}\|^{2}\right\} E\left(F\left(\lambda^{-1 / 2} \cdot\right) \mid X\left(\lambda^{-1 / 2} \cdot\right)\right)(\vec{\eta}) . \tag{15}
\end{equation*}
$$

Then for $(t, \vec{\eta}, \lambda) \in(0, \infty) \times \mathbb{R}^{\nu} \times(0, \infty), H(t, \vec{\eta}, \lambda)$ satisfies the integral equation

$$
\begin{align*}
& H(t, \vec{\eta}, \lambda)=\left(\frac{\lambda}{2 \pi t}\right)^{\nu / 2} \exp \left\{-\frac{\lambda}{2 t}\|\vec{\eta}\|^{2}\right\} \\
&+\int_{0}^{t}\left(\frac{\lambda}{2 \pi(t-s)}\right)^{\nu / 2} \int_{\mathbb{R}^{\nu}} \theta(s, \vec{\xi}) H(s, \vec{\xi}, \lambda)  \tag{16}\\
& \cdot \exp \left\{-\frac{\lambda}{2(t-s)}\|\vec{\eta}-\vec{\xi}\|^{2}\right\} d \vec{\xi} d s .
\end{align*}
$$

Proof. Let $(t, \vec{\eta}, \lambda) \in(0, \infty) \times \mathbb{R}^{\nu} \times(0, \infty)$ be given. Then by differentiating the function $\exp \left\{\int_{0}^{s} \theta\left(u, \lambda^{-1 / 2} \vec{x}(u)\right) d u\right\}$ with respect to $s$ and then integrating the derivative on $[0, t$ ] we obtain the formula

$$
\exp \left\{\int_{0}^{t} \theta\left(s, \lambda^{-1 / 2} \vec{x}(s)\right) d s\right\}=1+\int_{0}^{t} \theta\left(s, \lambda^{-1 / 2} \vec{x}(s)\right) \exp \left\{\int_{0}^{s} \theta\left(u, \lambda^{-1 / 2} \vec{x}(u)\right) d u\right\} d s
$$

Hence, taking conditional expectations, using (3) and the Fubini theorem, we obtain

$$
\begin{aligned}
& E\left(F\left(\lambda^{-1 / 2} \cdot\right) \mid X\left(\lambda^{-1 / 2} \cdot\right)\right)(\vec{\eta}) \\
& \begin{aligned}
&= 1+E\left(\int_{0}^{t} \theta\left(s, \lambda^{-1 / 2} \vec{x}(s)\right) \exp \left\{\int_{0}^{s} \theta\left(u, \lambda^{-1 / 2} \vec{x}(u)\right) d u\right\} d s \mid \lambda^{-1 / 2} \vec{x}(t)=\vec{\eta}\right) \\
&=1+\int_{C_{0}^{\nu}[0, t]} \int_{0}^{t} \theta\left(s, \lambda^{-1 / 2}\left[\vec{x}(s)-\frac{s}{t} \vec{x}(t)\right]+\frac{s}{t} \vec{\eta}\right) \\
& \cdot \exp \left\{\int _ { 0 } ^ { s } \theta \left(u, \lambda^{-1 / 2}\left[\vec{x}(u)-\frac{u}{s} \vec{x}(s)\right]\right.\right. \\
&\left.\left.+\frac{u}{s}\left[\lambda^{-1 / 2}\left(\vec{x}(s)-\frac{s}{t} \vec{x}(t)\right)+\frac{s}{t} \vec{\eta}\right]\right) d u\right\} d s d m^{\nu}(\vec{x}) \\
&=1+\int_{0}^{t} \int_{C_{0}^{\nu}[0, t]} \theta\left(s, \lambda^{-1 / 2}\left[\vec{x}(s)-\frac{s}{t} \vec{x}(t)\right]+\frac{s}{t} \vec{\eta}\right) \\
& \cdot \exp \left\{\int _ { 0 } ^ { s } \theta \left(u, \lambda^{-1 / 2}\left[\vec{x}(u)-\frac{u}{s} \vec{x}(s)\right]\right.\right. \\
&\left.\left.+\frac{u}{s}\left[\lambda^{-1 / 2}\left(\vec{x}(s)-\frac{s}{t} \vec{x}(t)\right)+\frac{s}{t} \vec{\eta}\right]\right) d u\right\} d m^{\nu}(\vec{x}) d s .
\end{aligned}
\end{aligned}
$$

But $\lambda^{-1 / 2}[\vec{x}(s)-(s / t) \vec{x}(t)]+(s / t) \vec{\eta}$ is a Gaussian random variable with mean $(s / t) \vec{\eta}$ and variance $s(t-s) / \lambda t$ for $0 \leqq s<t$. Also it is independent of the random variable $\vec{x}(u)-(u / s) \vec{x}(s)$ for $0<u<s<t$. But Brownian motion $\vec{x}(u)$ has stationary increments and so using (15) we obtain

$$
\begin{aligned}
& H(t, \vec{\eta}, \lambda)=\left(\frac{\lambda}{2 \pi t}\right)^{\nu / 2} \exp \left\{-\frac{\lambda}{2 t}\|\vec{\eta}\|^{2}\right\} \\
& \quad+\int_{0}^{t}\left(\frac{\lambda}{2 \pi(t-s)}\right)^{\nu / 2} \int_{\mathbb{R}^{\nu}} \theta(s, \vec{\xi}) \exp \left\{-\frac{\lambda}{2(t-s)}\|\vec{\eta}-\vec{\xi}\|^{2}\right\} \\
& \cdot\left(\frac{\lambda}{2 \pi s}\right)^{\nu / 2} \exp \left\{-\frac{\lambda}{2 s}\|\vec{\xi}\|^{2}\right\} E\left(F_{s}\left(\lambda^{-1 / 2} \cdot\right) \mid X\left(\lambda^{-1 / 2} \cdot\right)\right)(\vec{\xi}) d \vec{\xi} d s \\
&=\left(\frac{\lambda}{2 \pi t}\right)^{\nu / 2} \exp \left\{-\frac{\lambda}{2 t}\|\vec{\eta}\|^{2}\right\} \\
&+\int_{0}^{t}\left(\frac{\lambda}{2 \pi(t-s)}\right)^{\nu / 2} \int_{\mathbb{R}^{\nu}} \theta(s, \vec{\xi}) H(s, \xi, \lambda) \\
& \cdot \exp \left\{-\frac{\lambda}{2(t-s)}\|\vec{\eta}-\vec{\xi}\|^{2}\right\} d \vec{\xi} d s,
\end{aligned}
$$

which concludes the proof of Theorem 4.

Theorem 5. Let $F$ and $X$ be as in Theorem 4. Then for $(t, \vec{\eta}, \lambda) \in(0, \infty) \times \mathbb{R}^{\nu} \times \mathbb{C}^{+}$ the function

$$
\begin{equation*}
H(t, \vec{\eta}, \lambda)=\left(\frac{\lambda}{2 \pi t}\right)^{\nu / 2} \exp \left\{-\frac{\lambda}{2 t}\|\vec{\eta}\|^{2}\right\} E^{\mathrm{anw}_{\lambda}}(F \mid X)(\vec{\eta}) \tag{17}
\end{equation*}
$$

satisfies the integral equation (16).
Proof. By Theorem 4 we know that $H(t, \vec{\eta}, \lambda)$ given by (17) satisfies the integral equation for $\lambda>0$. Thus it suffices to show that both sides of (16) are analytic functions of $\lambda$ throughout $\mathbb{C}^{+}$. But by Theorem $1, H(t, \vec{\eta}, \lambda)$ exists and is analytic throughout $\mathbb{C}^{+}$. Thus it suffices to show that the second term on the right-hand side of (16), which we will denote by $h(\lambda)$, is an analytic function of $\lambda$ on $\mathbb{C}^{+}$. We will use Morera's theorem to show that $h(\lambda)$ is analytic. First an application of the Dominated Convergence Theorem shows that $h(\lambda)$ is continuous on $\mathbb{C}^{+}$; an appropriate dominating function is obtained almost exactly as in the following argument and so will be omitted here. Now let $\Delta$ be a triangular path in $\mathbb{C}^{+}$. We need only show that $\int_{\Delta} h(\lambda) d \lambda=0$. But this will clearly follow from the Cauchy Integral Theorem if we can justify moving the integral with respect to $\lambda$ inside the other two integrals. Let $D=\sup \{|\lambda|: \lambda \in \Delta\}$ and $E=\inf \{\operatorname{Re} \lambda: \lambda \in \Delta\}$. Then

$$
\left(\frac{D}{E}\right)^{\nu / 2}\left(\frac{E}{2 \pi(t-s)}\right)^{\nu / 2}\left\|\mu_{s}\right\|\left(\frac{D}{2 \pi t}\right)^{\nu / 2} \exp \left\{-\frac{E}{2 t}\|\vec{\eta}\|^{2}\right\}\|\sigma\| \exp \left\{-\frac{E}{2(t-s)}\|\vec{\eta}-\vec{\xi}\|^{2}\right\}
$$

is a dominating function that is integrable with respect to $(s, \vec{\xi}, \lambda)$ on $[0, t] \times \mathbb{R}^{\nu} \times \Delta$.
Theorem 6. Let $F$ and $X$ be as in Theorem 4. Then for $(t, \vec{\eta}, q) \in$ $(0, \infty) \times \mathbb{R}^{\nu} \times(\mathbb{R}-\{0\})$ the function

$$
\begin{equation*}
H(t, \vec{\eta},-q i)=\left(\frac{q}{2 \pi i t}\right)^{\nu / 2} \exp \left\{\frac{q i}{2 t}\|\vec{\eta}\|^{2}\right\} E^{\operatorname{anf}_{q}}(F \mid X)(\vec{\eta}) \tag{18}
\end{equation*}
$$

satisfies the Schrödinger integral equation

$$
\begin{align*}
H(t, \vec{\eta},-q i)= & \left(\frac{q}{2 \pi i t}\right)^{\nu / 2} \exp \left\{\frac{q i}{2 t}\|\vec{\eta}\|^{2}\right\} \\
& +\int_{0}^{t}\left(\frac{q}{2 \pi i(t-s)}\right)^{\nu / 2} \int_{\mathbb{R}^{\nu}} \theta(s, \vec{\xi}) H(s, \vec{\xi},-q i)  \tag{19}\\
& \cdot \exp \left\{\frac{q i}{2(t-s)}\|\vec{\eta}-\vec{\xi}\|^{2}\right\} d \vec{\xi} d s .
\end{align*}
$$

Proof. We first note that the techniques used in Theorem 5 will not work here since $\lim _{\lambda \rightarrow-q i}(|\lambda| / \operatorname{Re} \lambda)=+\infty$ and so it is not possible to find an integrable dominating function. Next note that by Theorem 1,

$$
\begin{equation*}
\lim _{\lambda \rightarrow-q i} H(t, \vec{\eta}, \lambda)=H(t, \vec{\eta},-q i) . \tag{20}
\end{equation*}
$$

Next let

$$
G(s, \vec{\xi}, \lambda)=\left(\frac{\lambda}{2 \pi(t-s)}\right)^{\nu / 2} \theta(s, \vec{\xi}) H(s, \vec{\xi}, \lambda) \exp \left\{-\frac{\lambda}{2(t-s)}\|\vec{\eta}-\vec{\xi}\|^{2}\right\}
$$

for $s \in(0, t), \vec{\xi} \in \mathbb{R}^{\nu}$ and $\lambda \neq 0$ such that $\operatorname{Re} \lambda \geqq 0$. Because the integral equation (16)
holds for all $\lambda \in \mathbb{C}^{+}$it suffices in view of (20) to show that

$$
\begin{equation*}
\lim _{\lambda \rightarrow-q i} \int_{0}^{t} \int_{\mathbb{R}^{\nu}} G(s, \vec{\xi}, \lambda) d \vec{\xi} d s=\int_{0}^{t} \int_{\mathbb{R}^{\nu}} G(s, \vec{\xi},-q i) d \vec{\xi} d s . \tag{21}
\end{equation*}
$$

But this follows from the following calculations provided that the use of the Dominated Convergence Theorem can be justified in steps 3, 4, and 6 below:

$$
\begin{aligned}
\int_{0}^{t} \int_{\mathbb{R}^{\nu}} G(s, \vec{\xi},-i q) d \vec{\xi} d s & =\int_{0}^{t} \lim _{A \rightarrow \infty} \int_{\mathbb{R}^{\nu}} G(s, \vec{\xi},-i q) \exp \left\{-\frac{\|\vec{\xi}\|^{2}}{2 A}\right\} d \vec{\xi} d s \\
& =\int_{0}^{t} \lim _{A \rightarrow \infty} \int_{\mathbb{R}^{\nu}} \lim _{\lambda \rightarrow-i q} G(s, \vec{\xi}, \lambda) \exp \left\{-\frac{\|\vec{\xi}\|^{2}}{2 A}\right\} d \vec{\xi} d s \\
& =\int_{0}^{t} \lim _{A \rightarrow \infty} \lim _{\lambda \rightarrow-i q} \int_{\mathbb{R}^{\nu}} G(s, \vec{\xi}, \lambda) \exp \left\{-\frac{\|\vec{\xi}\|^{2}}{2 A}\right\} d \vec{\xi} d s \\
& =\int_{0}^{t} \lim _{\lambda \rightarrow-i q} \lim _{A \rightarrow \infty} \int_{\mathbb{R}^{\nu}} G(s, \vec{\xi}, \lambda) \exp \left\{-\frac{\|\vec{\xi}\|^{2}}{2 A}\right\} d \vec{\xi} d s \\
& =\int_{0}^{t} \lim _{\lambda \rightarrow-i q} \int_{\mathbb{R}^{\nu}} G(s, \vec{\xi}, \lambda) d \vec{\xi} d s \\
& =\lim _{\lambda \rightarrow-i q} \int_{0}^{t} \int_{\mathbb{R}^{\nu}} G(s, \vec{\xi}, \lambda) d \vec{\xi} d s .
\end{aligned}
$$

To show that we can apply the Dominated Convergence Theorem we will find a function that dominates the function

$$
L(s)=\int_{\mathbb{R}^{\nu}} G(s, \vec{\xi}, \lambda) \exp \left\{-\frac{\|\vec{\xi}\|^{2}}{2 A}\right\} d \vec{\xi}
$$

for all $\boldsymbol{A}$ sufficiently large, for all $\lambda \in \mathbb{C}^{+}$sufficiently close to $-q i$, and that is in $L_{1}[0, t]$ as a function of $s$. Actually we will find a dominating function that is independent of $A$ and dominates for all $\lambda \neq 0$ such that $\operatorname{Re} \lambda \geqq 0$ and $|\lambda| \leqq \lambda_{0}=2|q|+1$. Also it suffices to take the limit as $\lambda \rightarrow-q i$ along a horizontal line since we know that the limit in (21) exists.

First using the definitions of $L(s)$ and $G(s, \vec{\xi}, \lambda)$, and then (14) and (17), we obtain

$$
\begin{aligned}
L(s)= & \left(\frac{\lambda}{2 \pi(t-s)}\right)^{\nu / 2}\left(\frac{\lambda}{2 \pi s}\right)^{\nu / 2} \int_{\mathbb{R}^{\nu}}\left[\int_{\mathbb{R}^{\nu}} e^{i\langle\vec{\zeta}, \vec{W}\rangle} d \mu_{s}(\vec{W})\right] \\
& \cdot \exp \left\{-\frac{\lambda}{2(t-s)}\|\vec{\eta}-\vec{\xi}\|^{2}\right\} \exp \left\{-\frac{(s+A \lambda)}{2 A s}\|\vec{\xi}\|^{2}\right\} \\
& \cdot \int_{L_{2}^{\nu}[0, s]} \exp \left\{-\frac{1}{2 \lambda s} \sum_{j=1}^{\nu}\left[s\left\|v_{j}\right\|^{2}-b_{j}^{2}\right]+\frac{i}{s}\langle\vec{\xi}, \vec{B}\rangle\right\} d \sigma_{s}(\vec{V}) d \vec{\xi}
\end{aligned}
$$

where $b_{j}=\int_{0}^{s} v_{j}(\tau) d \tau, \vec{B}=\left(b_{1}, \cdots, b_{\nu}\right)$ and $\sigma_{s} \in M\left(L_{2}^{\nu}[0, s]\right)$ is such that

$$
\exp \left\{\int_{0}^{s} \theta(\tau, \vec{x}(\tau)) d \tau\right\}=\int_{L_{2}^{\nu}[0, s]} \exp \left\{i \sum_{j=1}^{\nu} \int_{0}^{s} v_{j}(\tau) \tilde{d} x_{j}(\tau)\right\} d \sigma_{s}(\vec{V})
$$

Next we use the Fubini theorem, then carry out the integration with respect to $\vec{\xi}$, simplify, and obtain

$$
\begin{aligned}
L(s)= & \left(\frac{\lambda}{2 \pi t}\right)^{\nu / 2}\left(\frac{A \lambda t}{s(t-s)+A \lambda t}\right)^{\nu / 2} \int_{\mathbb{R}^{2}} \int_{L_{2}^{2}[0, t]} \exp \left\{-\frac{1}{2 \lambda s} \sum_{j=1}^{\nu}\left[s\left\|v_{j}\right\|^{2}-b_{j}^{2}\right]\right\} \\
& \cdot \exp \left\{-\frac{\lambda}{2(t-s)}\|\vec{\eta}\|^{2}-\frac{A s(t-s)}{2[s(t-s)+A \lambda t]}\left\|\vec{W}+\frac{\vec{B}}{s}-\frac{i \lambda \vec{\eta}}{t-s}\right\|^{2}\right\} d \sigma_{s}(\vec{V}) d \mu_{s}(\vec{W}) .
\end{aligned}
$$

Now we claim that for all $A>0$ and all $\lambda \neq 0$ such that $\operatorname{Re} \lambda \geqq 0$ and $|\lambda| \leqq \lambda_{0}=2|q|+1$,

$$
\begin{equation*}
|L(s)| \leqq\left(\frac{\lambda_{0}}{2 \pi t}\right)^{\nu / 2}\left\|\sigma_{s}\right\|\left\|\mu_{s}\right\| \leqq\left(\frac{\lambda_{0}}{2 \pi t}\right)^{\nu / 2}\|\sigma\|\left\|\mu_{s}\right\| . \tag{22}
\end{equation*}
$$

Once this claim is established, the proof is complete because the expression on the right-hand side of $(22)$ is in $L_{1}[0, t]$ as a function of $s$.
(i) Clearly, $|A \lambda t /(s(t-s)+A \lambda t)| \leqq 1$ for all $A>0$ and $\operatorname{Re} \lambda \geqq 0$.
(ii) $\left|\exp \left\{-(1 / 2 \lambda s) \sum_{j=1}^{\nu}\left[s\left\|v_{j}\right\|^{2}-b_{j}^{2}\right]\right\}\right| \leqq 1$ by the Cauchy-Schwarz inequality since $\operatorname{Re}(-1 / 2 \lambda s) \leqq 0$.
(iii) Formula (22) will follow once we show that

$$
\left|\exp \left\{-\frac{\lambda}{2(t-s)}\|\vec{\eta}\|^{2}-\frac{A s(t-s)}{2[s(t-s)+A \lambda t]}\left\|\vec{W}+\frac{\vec{B}}{s}-\frac{i \lambda \vec{\eta}}{t-s}\right\|^{2}\right\}\right| \leqq 1
$$

for all appropriate values of the variables involved. It suffices to consider one coordinate at a time and show that the real part of the exponent is nonpositive. We will work with the $j$ th coordinate and to simplify notation we let $\eta_{j}=\eta, b_{j}=b$, and $w_{j}=w$. Then, recalling that $\lambda=p-q i$ and letting $y=w+b / s-q \eta /(t-s)$, we obtain

$$
\begin{aligned}
\operatorname{Re}\{ & \left.-\frac{\lambda \eta^{2}}{2(t-s)}-\frac{A s(t-s)}{2[s(t-s)+A \lambda t]}\left(w+\frac{b}{s}-\frac{i \lambda \eta}{t-s}\right)^{2}\right\} \\
= & -\frac{A s(t-s)[s(t-s)+A p t]}{2\left[(A p t+s(t-s))^{2}+(A q t)^{2}\right]}\left[y+\frac{p \eta A q t}{(t-s)[A p t+s(t-s)]}\right]^{2} \\
& \quad-\frac{p \eta^{2}}{2(t-s)}\left\{1-\frac{A^{3} s p q^{2} t^{2}+A s p[A p t+s(t-s)]}{\left[(A p t+s(t-s))^{2}+(A t q)^{2}\right][A p t+s(t-s)]}\right\},
\end{aligned}
$$

which is nonpositive since for $p \geqq 0$ and $0 \leqq s \leqq t$,

$$
A^{3} s p q^{2} t^{2}+A s p[s(t-s)+A p t]^{2} \leqq[s(t-s)+A p t]\left[(A p t+s(t-s))^{2}+(A t q)^{2}\right] .
$$

As a consequence of our next theorem we will see that $H(t,-\vec{\eta},-q i)$ is a fundamental solution to the Schrödinger partial differential equation.

Theorem 7. Let $F$ and $X$ be as in Theorem 1. Let $\psi \in \hat{M}\left(\mathbb{R}^{\nu}\right)$; that is to say

$$
\begin{equation*}
\psi(\vec{\eta})=\int_{\mathbb{R}^{\nu}} \exp \{i\langle\vec{\eta}, \vec{U}\rangle\} d \phi(\vec{U}) \tag{23}
\end{equation*}
$$

for some $\phi \in M\left(\mathbb{R}^{\nu}\right)$. For $(t, \vec{\eta}) \in(0, \infty) \times \mathbb{R}^{\nu}$, let

$$
G(\vec{x}) \equiv G_{t, \vec{\eta}}(\vec{x})=F(\vec{x}) \psi(\vec{x}(t)+\vec{\eta}) .
$$

Then for all real $q \neq 0$ we have that

$$
\begin{align*}
\Gamma(t, \vec{\eta}, q) & \equiv E^{\operatorname{anf}_{q}}(G) \\
& =\int_{L_{2}^{\nu}[0, t]}\left[\exp \left\{-\frac{i}{2 q t} \sum_{j=1}^{\nu}\left(t\left\|v_{j}\right\|^{2}-b_{j}^{2}\right)\right\}\right. \tag{24}
\end{align*}
$$

$$
\left.\cdot \int_{\mathbb{R}^{\prime}} \exp \left\{i\langle\vec{\eta}, \vec{U}\rangle-\frac{i}{2 q t}\|\vec{B}+t \vec{U}\|^{2}\right\} d \phi(\vec{U})\right] d \sigma(\vec{V}) .
$$

In addition, we have the alternative expression

$$
\begin{equation*}
E^{\operatorname{anf}_{q}}(G)=\bar{\int}_{\mathbb{R}^{\nu}} E^{\operatorname{anf}_{q}}(F \mid X)(\vec{\xi}-\vec{\eta})\left(\frac{q}{2 \pi i t}\right)^{\nu / 2} \exp \left\{\frac{i q\|\vec{\xi}-\vec{\eta}\|^{2}}{2 t}\right\} \psi(\vec{\xi}) d \vec{\xi} \tag{25}
\end{equation*}
$$

where $E^{\operatorname{anf}_{q}}(F \mid X)(\cdot)$ is given by (7).
Proof. Since $P_{X(\cdot)+\vec{\eta}}(d \vec{\xi})=(2 \pi t)^{-\nu / 2} \exp \left\{-\|\vec{\xi}-\vec{\eta}\|^{2} / 2 t\right\} d \vec{\xi}$, by Lemma 1 of [24] it follows that

$$
\begin{aligned}
J(\lambda) & =\int_{C_{0}^{\nu}[0, t]} G\left(\lambda^{-1 / 2} \vec{x}\right) d m^{\nu}(\vec{x}) \\
& =\int_{C_{0}^{\nu}[0, t]} F\left(\lambda^{-1 / 2} \vec{x}\right) \psi\left(X\left(\lambda^{-1 / 2} \vec{x}\right)+\vec{\eta}\right) d m^{\nu}(\vec{x}) \\
& =\int_{\mathbb{R}^{\nu}} E\left(F\left(\lambda^{-1 / 2} \cdot\right) \mid X\left(\lambda^{-1 / 2} \cdot\right)+\vec{\eta}\right)(\vec{\xi}) \psi(\vec{\xi})\left(\frac{\lambda}{2 \pi t}\right)^{\nu / 2} \exp \left\{-\frac{\lambda\|\vec{\xi}-\vec{\eta}\|^{2}}{2 t}\right\} d \vec{\xi} \\
& =\int_{\mathbb{R}^{\nu}} E\left(F\left(\lambda^{-1 / 2} \cdot\right) \mid X\left(\lambda^{-1 / 2} \cdot\right)\right)(\vec{\xi}-\vec{\eta}) \psi(\vec{\xi})\left(\frac{\lambda}{2 \pi t}\right)^{\nu / 2} \exp \left\{-\frac{\lambda\|\vec{\xi}-\vec{\eta}\|^{2}}{2 t}\right\} d \vec{\xi}
\end{aligned}
$$

for all $\lambda>0$. Then, using Theorem 1 and Morera's theorem, we obtain

$$
\begin{equation*}
E^{\mathrm{anw}_{\lambda}}(G)=\int_{\mathbb{R}^{\nu}} E^{\mathrm{anw}_{\lambda}}(F \mid X)(\vec{\xi}-\vec{\eta})\left(\frac{\lambda}{2 \pi t}\right)^{\nu / 2} \exp \left\{-\frac{\lambda\|\vec{\xi}-\vec{\eta}\|^{2}}{2 t}\right\} \psi(\vec{\xi}) d \vec{\xi} \tag{26}
\end{equation*}
$$

for all $\lambda \in \mathbb{C}^{+}$. Next we substitute for $E^{\text {anw }_{\lambda}}(F \mid X)(\vec{\xi}-\vec{\eta})$ and $\psi(\vec{\xi})$ in (26) using (7) and (23), use the Fubini theorem, and then carry out the integration with respect to $\vec{\xi}$ and obtain the formula

$$
\left.\begin{array}{rl}
E^{\mathrm{anw}_{\lambda}}(G)=\int_{L_{2}^{\nu}[0, t]} & {[ }
\end{array} \quad \exp \left\{-\frac{1}{2 \lambda t} \sum_{j=1}^{\nu}\left(t\left\|v_{j}\right\|^{2}-b_{j}^{2}\right)\right\}\right]
$$

for all $\lambda \in \mathbb{C}^{+}$. Next we note that the right-hand side of (27) is continuous in $\lambda$ for $\operatorname{Re} \lambda \geqq 0, \lambda \neq 0$, and hence $E^{\text {anf }_{q}}(G)$ exists and is given by (24).

To obtain the alternative expression (25), we use (10), (7), the Dominated Convergence Theorem, and (24):

$$
\begin{aligned}
& \int_{\mathbb{R}^{\nu}} E^{\operatorname{anf}_{q}}(F \mid X)(\vec{\xi}-\vec{\eta})\left(\frac{q}{2 \pi i t}\right)^{\nu / 2} \exp \left\{\frac{i q}{2 t}\|\vec{\xi}-\vec{\eta}\|^{2}\right\} \psi(\vec{\xi}) d \vec{\xi} \\
&=\lim _{A \rightarrow+\infty} \int_{\mathbb{R}^{\nu}} E^{\mathrm{anf}_{q}}(F \mid X)(\vec{\xi}-\vec{\eta})\left(\frac{q}{2 \pi i t}\right)^{\nu / 2} \exp \left\{\frac{i q}{2 t}\|\vec{\xi}-\vec{\eta}\|^{2}-\frac{1}{2 A}\|\vec{\xi}\|^{2}\right\} \psi(\vec{\xi}) d \vec{\xi} \\
&=\lim _{A \rightarrow+\infty} \int_{\mathbb{R}^{\nu}}\left[\int_{L_{2}^{\nu}[0, t]} \exp \left\{-\frac{i}{2 q t} \sum_{j=1}^{\nu}\left(t\left\|v_{j}\right\|^{2}-b_{j}^{2}\right)+\frac{i}{t}\langle\vec{\xi}-\vec{\eta}, \vec{B}\rangle\right\} d \sigma(\vec{V})\right. \\
&\left.\cdot\left(\frac{q}{2 \pi i t}\right)^{\nu / 2} \exp \left\{\frac{i q}{2 t}\|\vec{\xi}-\vec{\eta}\|^{2}-\frac{1}{2 A}\|\vec{\xi}\|^{2}\right\} \int_{\mathbb{R}^{\nu}} \exp \{i\langle\vec{\xi}, \vec{U}\rangle\} d \phi(\vec{U})\right] d \vec{\xi}
\end{aligned}
$$

$$
\begin{aligned}
&=\lim _{A \rightarrow+\infty} \int_{L_{2}^{\nu}[0, t]} {\left[\int_{\mathbb{R}^{\nu}} \exp \left\{-\frac{i}{2 q t} \sum_{j=1}^{\nu}\left(t\left\|v_{j}\right\|^{2}-b_{j}^{2}\right)-\frac{i}{t}\langle\vec{\eta}, \vec{B}\rangle\right\}\left(\frac{q}{2 \pi i t}\right)^{\nu / 2}\right.} \\
& \cdot {\left.\left[\int_{\mathbb{R}^{\nu}} \exp \left\{\frac{i}{t}\langle\vec{\xi}, \vec{B}\rangle+\frac{i q}{2 t}\|\vec{\xi}-\vec{\eta}\|^{2}-\frac{1}{2 A}\|\vec{\xi}\|^{2}+i\langle\vec{\xi}, \vec{U}\rangle\right\} d \vec{\xi}\right] d \phi(\vec{U})\right] d \sigma(\vec{V}) } \\
&=\lim _{A \rightarrow+\infty} \int_{L_{2}^{\nu}[0, t]} {\left[\int_{\mathbb{R}^{\nu}} \exp \left\{-\frac{i}{2 q t} \sum_{j=1}^{\nu}\left(t\left\|v_{j}\right\|^{2}-b_{j}^{2}\right)-\frac{i}{t}\langle\vec{\eta}, \vec{B}\rangle+\frac{i q}{2 t}\|\vec{\eta}\|^{2}\right\}\left(\frac{q}{2 \pi i t}\right)^{\nu / 2}\right.} \\
&\left.\cdot\left[\int_{\mathbb{R}^{\nu}} \exp \left\{-\frac{(t-A i q)}{2 A t}\|\vec{\xi}\|^{2}+\frac{i}{t}\langle\vec{\xi}, \vec{B}-q \vec{\eta}+t \vec{U}\rangle\right\} d \vec{\xi}\right] d \phi(\vec{U})\right] d \sigma(\vec{V}) \\
&=\lim _{A \rightarrow+\infty} \int_{L_{2}^{\nu}[0, t]}\left[\exp \left\{-\frac{i}{2 q t} \sum_{j=1}^{\nu}\left(t\left\|v_{j}\right\|^{2}-b_{j}^{2}\right)-\frac{i}{t}\langle\vec{\eta}, \vec{B}\rangle+\frac{i q}{2 t}\|\vec{\eta}\|^{2}\right\}\right. \\
&\left.\cdot\left(\frac{q}{2 \pi i t}\right)^{\nu / 2}\left(\frac{2 \pi A t}{t-A i q}\right)^{\nu / 2} \int_{\mathbb{R}^{\nu}} \exp \left\{-\frac{A}{2 t(t-A i q)}\|\vec{B}-q \vec{\eta}+t \vec{U}\|^{2}\right\} d \phi(\vec{U})\right] d \sigma(\vec{V}) \\
&=\int_{L_{2}^{\nu}[0, t]}\left[\exp \left\{-\frac{i}{2 q t} \sum_{j=1}^{\nu}\left(t\left\|v_{j}\right\|^{2}-b_{j}^{2}\right)\right\}\right. \\
&\left.\cdot \int_{\mathbb{R}^{\nu}} \exp \left\{i\langle\vec{\eta}, \vec{U}\rangle-\frac{i}{2 q t}\|\vec{B}+t \vec{U}\|^{2}\right\} d \phi(\vec{U})\right] d \sigma(\vec{V})
\end{aligned}
$$

Remark 6. Note that (25) can be written as $\Gamma(t, \vec{\eta}, q)=H(t,-(\cdot),-q i)^{*} \psi(\vec{\eta})$ where ${ }^{*}$ denotes convolution and $H(t, \vec{\eta},-q i)$ is given by (18). Next consider the Schrödinger partial differential equation:

$$
\begin{equation*}
i \hbar \frac{\partial \Gamma}{\partial t}=-\frac{\hbar^{2}}{2 m} \Delta \Gamma+\theta(t, \vec{\eta}) \Gamma, \quad \Gamma(0, \vec{\eta})=\psi(\vec{\eta}) \tag{28}
\end{equation*}
$$

where $\Delta$ is the Laplacian on $\mathbb{R}^{\nu}, \hbar=h / 2 \pi$ where $h$ is Planck's constant and $\theta(s, \cdot)$ is a time-dependent potential.

If $\theta(s, \cdot)=\theta(\cdot)$ is a time-independent and an $\mathbb{R}$-valued potential in $\hat{M}\left(\mathbb{R}^{\nu}\right)$, and $\psi$ is in $\hat{M}\left(\mathbb{R}^{\nu}\right) \cap L_{2}\left(\mathbb{R}^{\nu}\right)$, then by the results of [15], [20] combined with the results of [1, Thm. 3.1], it follows that $E^{\operatorname{anf}_{q}}(F(\vec{x}) \psi(\vec{x}(t)+\vec{\eta}))$ (with $\left.q=m / \hbar\right)$ for some $F$ in $S(\nu)$ is a (weak) solution of the Schrödinger equation (28). Hence, (25) shows that $H(t,-\vec{\eta},-q i)$ is a fundamental solution to the Schrödinger equation (28).

If $\theta(s, \vec{\eta})$ is the time-dependent potential given by (14), then by [19, Thm. 7.1] $\Gamma(t, \vec{\eta}, q)$ is a solution of the following integral equation that is formally equivalent to the Schrödinger equation (28) (with $q=m / \hbar$ ):

$$
\begin{aligned}
\Gamma(t, \vec{\eta}, q)=\left(\frac{q}{2 \pi i t}\right)^{\nu / 2} & \int_{\mathbb{R}^{\nu}} \psi(\vec{U}) \exp \left\{\frac{i q\|\vec{\eta}-\vec{U}\|^{2}}{2 t}\right\} d \vec{U} \\
& +\int_{0}^{t}\left[\frac{q}{2 \pi i(t-s)}\right]^{\nu / 2} \int_{\mathbb{R}^{\nu}} \theta(s, \vec{U}) \Gamma(s, \vec{U}, q) \exp \left\{\frac{i q\|\vec{\eta}-\vec{U}\|^{2}}{2(t-s)}\right\} d \vec{U} d s .
\end{aligned}
$$

Theorem 6 shows that the solution $\Gamma(t, \vec{\eta}, q)$ of this integral equation can be obtained by use of (25).
5. More general conditioning functions. In this section with $\nu=1$ we obtain results corresponding to those in $\S 3$ but for conditioning functions of the form $X(x)=$ $\left(x\left(t_{1}\right), \cdots, x\left(t_{n}\right)\right)$.

Let $n$ be a positive integer and let $0=t_{0}<t_{1}<\cdots<t_{n}=t$ be a partition of $[0, t]$. For each $x \in C_{0}[0, t]$, define the polygonal function $[x]$ on $[0, t]$ by

$$
[x](s)=x\left(t_{k-1}\right)+\frac{s-t_{k-1}}{t_{k}-t_{k-1}}\left(x\left(t_{k}\right)-x\left(t_{k-1}\right)\right), \quad t_{k-1} \leqq s \leqq t_{k}, \quad k=1, \cdots, n .
$$

Similarly, for each $\vec{\eta}=\left(\eta_{1}, \cdots, \eta_{n}\right) \in \mathbb{R}^{n}$, define the polygonal function [ $\vec{\eta}$ ] of $\vec{\eta}$ on [ $0, t$ ] by

$$
[\vec{\eta}](s)=\eta_{k-1}+\frac{s-t_{k-1}}{t_{k}-t_{k-1}}\left(\eta_{k}-\eta_{k-1}\right), \quad t_{k-1} \leqq s \leqq t_{k}, \quad k=1, \cdots, n .
$$

As noted in [22], $\left\{x(s)-[x](s), t_{k-1} \leqq s \leqq t_{k}\right\}, k=1, \cdots, n$ are independent Brownian bridge processes. Furthermore, the processes $\{x(s)-[x](s), 0 \leqq s \leqq t\}$ and $X(x)=$ $\left(x\left(t_{1}\right), \cdots, x\left(t_{n}\right)\right)$ are stochastically independent.

In [22] Park and Skoug have shown that if $F$ is Borel measurable and Wiener integrable then the conditional Wiener integral $E\left(F(x) \mid X(x) \equiv\left(x\left(t_{1}\right), \cdots, x\left(t_{n}\right)\right)\right)(\vec{\eta})$ can be expressed in terms of an ordinary Wiener integral by the formula

$$
\begin{equation*}
E(F(x) \mid X(x)) \equiv\left(x\left(t_{1}\right), \cdots, x\left(t_{n}\right)\right)(\vec{\eta})=\int_{C_{0}[0, t]} F(x-[x]+[\vec{\eta}]) d m(x) \tag{29}
\end{equation*}
$$

Definition 3. Let $0=t_{0}<t_{1}<\cdots<t_{n}=t$ be a partition of [ $0, t$ ]. Then for each function $v \in L_{2}[0, t]$ we define the sectional average of $v$ by letting

$$
\bar{v}(s)=\frac{1}{t_{k}-t_{k-1}} \int_{t_{k-1}}^{t_{k}} v(u) d u
$$

on each subinterval $\left(t_{k-1}, t_{k}\right.$ ] and by letting $\bar{v}(0)=0$.
Note that $\bar{v}$ is a step function of bounded variation on $[0, t]$. The following theorem gives a relationship involving $\bar{v}$ and $[x]$ that is very useful in computing conditional expectations.

Theorem 8. Let $v \in L_{2}[0, t]$. Then

$$
\begin{gather*}
\int_{0}^{t} v(s) \bar{v}(s) d s=\int_{0}^{t} \bar{v}^{2}(s) d s,  \tag{30}\\
\|v-\bar{v}\|_{2}^{2}=\|v\|_{2}^{2}-\|\bar{v}\|_{2}^{2} \geqq 0, \quad \text { and } \tag{31}
\end{gather*}
$$

$$
\begin{equation*}
\int_{0}^{t} v(s) d[x](s)=\int_{0}^{t} \bar{v}(s) d x(s)=\int_{0}^{t} \bar{v}(s) d[x](s) \quad \text { for each } x \in C_{0}[0, t] . \tag{32}
\end{equation*}
$$

Proof. Equation (30) follows easily from the definition of $\bar{v}$ while (31) follows from (30). To obtain (32) note that for each $k=1, \cdots, n$,

$$
\begin{aligned}
\int_{t_{k-1}}^{t_{k}} v(s) d[x](s) & =\frac{x\left(t_{k}\right)-x\left(t_{k-1}\right)}{t_{k}-t_{k-1}} \int_{t_{k-1}}^{t_{k}} v(s) d s \\
& =\bar{v}\left(t_{k}\right)\left(x\left(t_{k}\right)-x\left(t_{k-1}\right)\right)=\int_{t_{k-1}}^{t_{k}} \bar{v}(s) d x(s) .
\end{aligned}
$$

Theorem 9. Let $F(x)=\int_{L_{2}[0, t]} \exp \left\{i \int_{0}^{t} v(s) \tilde{d} x(s)\right\} d \sigma(v)$ be an element of $S(1)$ and let $X(x)=\left(x\left(t_{1}\right), \cdots, x\left(t_{n}\right)\right)$. Then for all $\lambda \in \mathbb{C}^{+}$and each $\vec{\eta}=\left(\eta_{1}, \cdots, \eta_{n}\right) \in \mathbb{R}^{n}$ (33) $E^{\mathrm{anw}_{\lambda}}(F \mid X)(\vec{\eta})=\int_{L_{2}[0, t]} \exp \left\{i \int_{0}^{t} v(s) d[\vec{\eta}](s)-\frac{1}{2 \lambda} \int_{0}^{t}(v(s)-\bar{v}(s))^{2} d s\right\} d \sigma(v)$, and for all real $q \neq 0$,

$$
\begin{equation*}
E^{\operatorname{anf}_{q}}(F \mid X)(\vec{\eta})=\int_{L_{2}[0, t]} \exp \left\{i \int_{0}^{t} v(s) d[\vec{\eta}](s)-\frac{i}{2 q} \int_{0}^{t}(v(s)-\bar{v}(s))^{2} d s\right\} d \sigma(v) . \tag{34}
\end{equation*}
$$

Proof. Using (29), the Fubini theorem, and Theorem 8, we see that for each $\lambda>0$ and each $\vec{\eta} \in \mathbb{R}^{n}$,

$$
\begin{aligned}
& E\left(F\left(\lambda^{-1 / 2} \cdot\right) \mid X\left(\lambda^{-1 / 2} \cdot\right)\right)(\vec{\eta}) \\
&= \int_{C_{0}[0, t]} \int_{L_{2}[0, t]} \exp \left\{i \int _ { 0 } ^ { t } v ( s ) \tilde { d } \left(\lambda^{-1 / 2} x(s)-\lambda^{-1 / 2}[x](s)\right.\right. \\
&+[\vec{\eta}](s))\} d \sigma(v) d m(x) \\
&= \int_{L_{2}[0, t]} \exp \left\{i \int_{0}^{t} v(s) d[\vec{\eta}](s)\right\} \int_{C_{0}[0, t]} \\
& \cdot \exp \left\{i \lambda^{-1 / 2} \int_{0}^{t}(v(s)-\bar{v}(s)) \tilde{d} x(s)\right\} d m(x) d \sigma(v) \\
&= \int_{L_{2}[0, t]} \exp \left\{i \int_{0}^{t} v(s) d[\vec{\eta}](s)\right\} \\
& \cdot(2 \pi)^{-1 / 2} \int_{\mathbb{R}} \exp \left\{i u \lambda^{-1 / 2}\|v-\bar{v}\|-u^{2} / 2\right\} d u d \sigma(v) \\
&= \int_{L_{2}[0, t]} \exp \left\{i \int_{0}^{t} v(s) d[\vec{\eta}](s)-\frac{1}{2 \lambda} \int_{0}^{t}(v(s)-\bar{v}(s))^{2} d s\right\} d \sigma(v) .
\end{aligned}
$$

But since $\sigma \in M\left(L_{2}[0, t]\right)$, it is not hard to see that the right-hand side of (35) above is an analytic function of $\lambda$ throughout $\mathbb{C}^{+}$and is a continuous function of $\lambda$ for $\operatorname{Re} \lambda \geqq 0, \lambda \neq 0$.

Theorem 10. Let $F$ and $X$ be as in Theorem 9. Then for all $\lambda \in \mathbb{C}^{+}$,

$$
\begin{align*}
& \int_{\mathbb{R}^{n}} \prod_{k=1}^{n}\left(\frac{\lambda}{2 \pi\left(t_{k}-t_{k-1}\right)}\right)^{1 / 2} \exp \left\{-\frac{\lambda}{2} \sum_{k=1}^{n} \frac{\left(\eta_{k}-\eta_{k-1}\right)^{2}}{t_{k}-t_{k-1}}\right\} E^{\mathrm{anw}_{\lambda}}(F \mid X)(\vec{\eta}) d \vec{\eta}  \tag{36}\\
& \quad=\int_{L_{2}[0, t]} \exp \left\{-\frac{1}{2 \lambda}\|v\|^{2}\right\} d \sigma(v)=E^{\mathrm{anw}_{\lambda}}(F)
\end{align*}
$$

and for all real $q \neq 0$,

$$
\begin{gather*}
\int_{\mathbb{R}^{n}} \prod_{k=1}^{n}\left(\frac{q}{2 \pi i\left(t_{k}-t_{k-1}\right)}\right)^{1 / 2} \exp \left\{\frac{i q}{2} \sum_{k=1}^{n} \frac{\left(\eta_{k}-\eta_{k-1}\right)^{2}}{t_{k}-t_{k-1}}\right\} E^{\operatorname{anf}_{q}}(F \mid X)(\vec{\eta}) d \vec{\eta} \\
\quad=\int_{L_{2}[0, t]} \exp \left\{-\frac{i}{2 q}\|v\|^{2}\right\} d \sigma(v)=E^{\operatorname{anf}_{q}}(F) \tag{37}
\end{gather*}
$$

where $E^{\mathrm{anw}_{\lambda}}(F \mid X)$ and $E^{\mathrm{anf}_{q}}(F \mid X)$ are given by (33) and (34), respectively.
Proof. Let $\lambda \in \mathbb{C}^{+}$be given. Note that in view of (32) we have that

$$
\int_{0}^{t} v(s) d[\vec{\eta}](s)=\int_{0}^{t} \bar{v}(s) d[\vec{\eta}](s)=\sum_{k=1}^{n} \frac{\left(\eta_{k}-\eta_{k-1}\right)}{t_{k}-t_{k-1}} \int_{t_{k-1}}^{t_{k}} v(s) d s .
$$

Thus using (33), the Fubini theorem, and Theorem 8, we see that the left-hand side of (36) equals the expression

$$
\begin{aligned}
\int_{L_{2}[0, t]} \exp & \left\{-\frac{1}{2 \lambda} \int_{0}^{t}(v(s)-\bar{v}(s))^{2} d s\right\} \prod_{k=1}^{n}\left(\frac{\lambda}{2 \pi\left(t_{k}-t_{k-1}\right)}\right)^{1 / 2} \\
& \cdot \int_{\mathbb{R}^{n}} \exp \left\{-\frac{\lambda}{2} \sum_{k=1}^{n} \frac{\left(\eta_{k}-\eta_{k-1}\right)^{2}}{\left(t_{k}-t_{k-1}\right)}+i \sum_{k=1}^{n} \frac{\left(\eta_{k}-\eta_{k-1}\right)}{\left(t_{k}-t_{k-1}\right)} \int_{t_{k-1}}^{t_{k}} v(s) d s\right\} d \vec{\eta} d \sigma(v) \\
= & \int_{L_{2}[0, t]} \exp \left\{-\frac{1}{2 \lambda} \int_{0}^{t}(v(s)-\bar{v}(s))^{2} d s\right\}\left(\frac{\lambda}{2 \pi}\right)^{n / 2} \\
& \cdot \int_{\mathbb{R}^{n}} \exp \left\{-\frac{\lambda}{2} \sum_{k=1}^{n} \xi_{k}+i \sum_{k=1}^{n} \xi_{k}\left(t_{k}-t_{k-1}\right)^{-1 / 2} \int_{t_{k-1}}^{t_{k}} v(s) d s\right\} d \xi_{1} \cdots d \xi_{n} d \sigma(v) \\
= & \int_{L_{2}[0, t]} \exp \left\{-\frac{1}{2 \lambda} \int_{0}^{t}(v(s)-\bar{v}(s))^{2} d s\right. \\
= & \left.-\frac{1}{2 \lambda} \sum_{k=1}^{n} \frac{1}{t_{k}-t_{k-1}}\left(\int_{t_{k-1}}^{t_{k}} v(s) d s\right)^{2}\right\} d \sigma(v) \\
= & \exp \left\{-\frac{1}{2}\|v\|_{2}^{2}+\frac{1}{2 \lambda}\|\bar{v}\|_{2}^{2}-\frac{1}{2 \lambda}\|\bar{v}\|_{2}^{2}\right\} d \sigma(v) \\
& \exp \left\{-\frac{1}{2 \lambda}\|v\|_{2}^{2}\right\} d \sigma(v),
\end{aligned}
$$

which establishes (36). To establish (37), use the summation procedure (10) and proceed as above; carrying out the integration with respect to $\vec{\eta}=\left(\eta_{1}, \cdots, \eta_{n}\right)$ is rather long and tedious.

Remark 7. Theorems 9 and 10 have $\nu$-dimensional counterparts. For example, if $F \in S(\nu)$ and if $X(\vec{x})=\left(\vec{x}\left(t_{1}\right), \cdots, \vec{x}\left(t_{n}\right)\right)$ for $\vec{x}$ in $C_{0}^{\nu}[0, t]$, then the equation corresponding to (33) is

$$
\begin{aligned}
& E(F(\vec{x}) \mid X(\vec{x}))\left(\vec{\eta}_{1}, \cdots, \vec{\eta}_{\nu}\right) \\
& \quad=\int_{L_{2}^{\nu}[0, t]} \exp \left\{i \sum_{j=1}^{\nu} \int_{0}^{t} v_{j}(s) d\left[\vec{\eta}_{j}\right](s)-\frac{i}{2 q} \sum_{j=1}^{\nu} \int_{0}^{t}\left(v_{j}(s)-\bar{v}_{j}(s)\right)^{2} d s\right\} d \sigma(\vec{V})
\end{aligned}
$$

where $\vec{V}=\left(v_{1}, \cdots, v_{\nu}\right)$ and $\vec{\eta}_{j}=\left(\eta_{j, 1}, \cdots, \eta_{j, n}\right)$ for $j=1, \cdots, \nu$.
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# THE RIEMANN-HILBERT PROBLEM AND INVERSE SCATTERING 
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#### Abstract

The connection between the Riemann-Hilbert factorization on self-intersecting contours and a class of singular integral equations is studied with a pair of decomposing algebras. This provides an effective way of treating the inverse scattering problem for first-order systems. We also show that the matrix functions with positive definite real parts on the real axis and Schwarz reflection invariant elsewhere only have zero partial indices. In particular, this implies the solvability for the inverse scattering problem with skew Schwarz reflection invariant system coefficients $J(z)$ and $q(\cdot, z)$. This includes, for instance, the system associated with the generalized sine-Gordon equation.
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1. Introduction. Recent progress in the theory of the inverse scattering method motivates the study of the Riemann-Hilbert problem with self-intersecting contours. This paper shows that although it is inadequate to study the Riemann-Hilbert problem with this type of contours for a single decomposing algebra, we may still acquire, by working on a pair of decomposing algebras (see $\S 9$ ), the classical results which have been obtained in the case of nonself-intersecting contours [7]. This provides a new approach for the study of the inversion of the Beals-Coifman scattering data.

It is by now well understood [3], [6], [12], that the inverse scattering problem for the first order $n \times n$ system

$$
\begin{equation*}
\frac{d}{d x} \mathbf{m}-\operatorname{ad} J(z) \mathbf{m}=q(x, z) \mathbf{m} \tag{1.1}
\end{equation*}
$$

for certain rational $J(z)$ and $q(\cdot, z)$ can be formulated as a Riemann-Hilbert problem with zero partial indices and a parameter $x$. The inverse scattering of AKNS system ( $2 \times 2$ and $J(z)=z J, q(x, z)=q(x)$ [2]) has been formulated as a Gelfand-LevitanMarchenko integral equation with its integral operator being compact and vanishing in norm as $x \rightarrow-\infty$ (or $+\infty$ ). These nice properties give the existence and the desired decay for the solution of the Gelfand-Levitan-Marchenko equation near $x=-\infty$ (or $+\infty$ ). They also aid in showing the solvability of the inverse scattering problem for skew Hermitian $J$ and $q(x)$ [2], and the generic solvability for general $J$ and $q(x)$. The solution of a Riemann-Hilbert problem with zero partial indices may also be obtained by solving a singular integral equation. However, the singular integral operator thereof need not have the nice properties stated above for the Gelfand-Levitan-Marchenko equation. Yet the complexity of the contours involved in the inverse scattering problem forbids the direct application of the existing general theory of the Riemann-Hilbert problem. With all of these difficulties, the inverse scattering problem for the $n \times n$ AKNS system was rigorously treated in [3] by splitting the problem, via a careful rational approximation, into a small norm problem of a singular integral equation and

[^68]a linear algebraic problem. Thereafter the same method was applied to the inverse scattering for two other systems [1], [9].

In this paper we study the inverse scattering problem of system (1.1) for a class of $J(z)$ and $q(\cdot, z)$ (see $\S 8$ ) with a more direct method based on the Fredholm theory of singular integral operators. Our extended theory of the Riemann-Hilbert problem for decomposing algebras makes it possible to establish a singular integral equation which may be viewed as a natural extension of the Gelfand-Levitan-Marchenko equation. More precisely, we obtain a singular integral equation

$$
\begin{equation*}
m=I+C_{x} m \tag{1.2}
\end{equation*}
$$

for all $x$ real (also for all $t$ real in the time evolution problem) with the following properties:
(1) The operator $I d-C_{x}$ admits an explicit regularization in the form

$$
\begin{equation*}
\left(I d-\tilde{C}_{x}\right)\left(I d-C_{x}\right)=I d+T_{x} \tag{1.3}
\end{equation*}
$$

where $\tilde{C}_{x}$ is the operator for an associated Riemann-Hilbert problem and $T_{x}$ is a compact operator.
(2) (The Fredholm alternative.) The Fredholm index of $I d-C_{x}$ is zero.
(3) $T_{x} \rightarrow 0$ in norm as $x \rightarrow-\infty$.
(4) When the scattering data (less $I$ ) is supported away from an open set containing the poles of $J(z), C_{x}$ is entire in $x$ (also in $t$ in the time evolution problem). We remark that for the $2 \times 2$ AKNS system the regularization is not necessary. In this case, on a Hardy space $C_{x}$ in (1.2) is compact and vanishes in norm as $x \rightarrow-\infty$. In fact, the Fourier transform of (1.2) on the Hardy space is the Gelfand-Levitan-Marchenko equation.

Many useful results for the inverse scattering problem may be deduced directly from (1.2) with the above properties. For instance, properties 2 and 3 provide the invertibility of $I d-C_{x}$ near $x=-\infty$. The decay of $m-I$ near $x=-\infty$ depends on the oscillatory integral $C_{x} I$ by

$$
m-I=\left(I d-C_{x}\right)^{-1} C_{x} I=O\left(C_{x} I\right)
$$

Moreover, in case the scattering data is supported away from an open set containing the poles of $J(z)$, the analytic Fredholm theorem helps to invert $I d-C_{x}$. This enables us to give a proof of the generic solvability (Theorem 6.3) with an explicit perturbation. We point out here that the $x$-dependent data is not bounded as $x \rightarrow \infty$ in the Sobolev spaces. In [3] the $x$-dependent norms on Sobolev spaces were introduced to obtain the small norm problem on these spaces. By our method, this can be avoided by using the Fredholm alternative, which shows that if $I d-C_{x}$ is invertible on $\mathrm{L}^{2}$, then it is invertible on every space set theoretically contained in the span of the constant functions and $\mathbf{L}^{2}$ as long as the regularization is valid for such a space.

In addition, our method exhibits the following advantages in comparison with that introduced in [3]:
(1) The rational approximation used in [3] is local to the parameter $t$ although for $x$ it can be done once for $x \leq 0$ and once for $x \geq 0$. The produced algebraic systems for $x \leq 0$ and for $x \geq 0$ are not well connected. In case of Schwartz class scattering data (the scattering data and their arbitrary order derivatives having arbitrary orders of polynomial decay at all the poles of $J(z)$ ), to derive the arbitrary polynomial decay for corresponding potentials, infinitely many different algebraic systems are required. While (1.2) stands for $x$ and $t$ globally. This, for instance, enables us to obtain the
density part of the generic solvability independent of the winding number constraint (see [3, p. 79]). Although for the asymptotic behavior as $x \rightarrow+\infty$ we still need a different operator $I d-C_{x}^{\#}$, this operator is connected with $I d-C_{x}$ simply by a right invertible multiplier (see (7.5)). Also, for Schwartz class scattering data, the single equation (1.2) is adequate for deriving the arbitrary polynomial decay for the corresponding potentials at $x=-\infty$.
(2) The underlying spaces are less restrictive. In general the condition for the regularization (1.2) is weaker than requiring the density of the rational functions. For instance, the Hölder spaces are not separable (see [5], [7, p. 60]), but the regularization is still valid (see [10]). We remark that, for unbounded contours, the Hölder continuity of $f$ at $\infty$ is required in the sense that $z^{-1} f\left(z^{-1}\right)$ is Hölder continuous at 0 . Note that the transform $f \mapsto z^{-1} f\left(z^{-1}\right)$ commutes with the Cauchy integral operators.
(3) The operator of the algebraic system used in [3] does not have property 4 above.

It is a classical result [8] that the matrix functions with positive definite real part on a line have only zero partial indices. This result implies that the inverse scattering problem for the $n \times n$ AKNS system with $\operatorname{Re} J=\operatorname{Re} q=0$ is always solvable [4]. We show in this paper (Theorem 9.2) that the matrix functions with positive definite real parts on the real axis and the Schwarz reflection invariant elsewhere only have zero partial indices. This applies to the systems with $J(\bar{z})^{*}+J(z)=0$ and $q(x, \bar{z})^{*}+q(x, z)=0$. The contours involved could be very complicated. For example, when $J(z)=z^{n} J, J+J^{*}=0$ [9], the contours consist of finitely many straight lines intersecting at the origin; for the generalized sine-Gordon equation (we replace the spectral parameter $z$ by $i z$ in [1]), the contour consists of the real axis and the unit circle.

In §2, the required decomposing algebras $\mathbf{H}^{k}\left(\Sigma^{ \pm}\right)$are constructed based on Sobolev spaces. We point out here that the Cauchy integral operators are under no circumstances defined componentwise. In §3, the Riemann-Hilbert problem is introduced in a narrow sense merely to meet the requirements for the study of the inverse scattering problem. However, the related singular integral operators constructed there play central roles in the study of the Riemann-Hilbert problem in the general sense as well. Section 4 gives the regularization. Several immediate results are given with short proofs. Some of these results can be generalized by means of the techniques introduced in $\S 9$.

In $\S 5$, the generalized triangular factorization is introduced in order to accommodate the systems in which $J(z)$ may have some equal diagonal entries. In $\S 6$, the inverse scattering problem is studied. We introduce the factorized scattering data which differ from the transformed scattering data in [3]. Also the augmented contours are introduced to convert the discrete scattering data into the "continuous." The resulting Riemann-Hilbert problem is completely equivalent to the original one. In $\S 7$, by means of the generalized triangular factorization, we study the Riemann-Hilbert problem for the systems in which $J(z)$ may have some equal diagonal entries. This may also help to obtain the conditions for the decay of the potentials at the nonoblique directions for the generalized wave equation and the generalized sine-Gordon equation [1]. In §8, we construct $q(x, z)$ from the fundamental solutions of the Riemann-Hilbert problem of $e^{x}$ ad $J(z) v$ for arbitrary rational diagonal matrix functions $J(z)$ when $e^{x}$ ad $J(z) v$ is in the Sobolev spaces. We see that the $z$ dependence of $q$ is far from arbitrary. For the class of $q$ obtained this way, the direct problem can be worked out by virtue of the method introduced in [3].

In $\S 9$, the general theory of the Riemann-Hilbert problem is studied. Certain classical results are extended to the case of self-intersecting contours with a pair of decomposing algebras. A partial index argument is used in the proof of Theorem 9.2 to attain generality. This is useful for the problem in which we only wish to construct solutions for certain nonlinear PDEs for which the "scattering data" and the contours need not be characterized as in this paper. Certainly, the partial index argument may be avoided if we only consider the Riemann-Hilbert factorization for scattering data, since then we have the Fredholm alternative.
2. H spaces and the Cauchy operators. To avoid a flood of parentheses we follow the rule that when operator actions and matrix multiplications are mixed in a row, we do them in order from right to left. For example,

$$
\begin{equation*}
A b c B d \stackrel{\text { def }}{=} A(b(c(B d))) . \tag{2.1}
\end{equation*}
$$

We denote by $\mathbf{M}_{n}$ the complex $n \times n$ matrix algebra with the inner product

$$
\begin{equation*}
(a, b) \stackrel{\text { def }}{=} \operatorname{tr} b^{*} a \tag{2.2}
\end{equation*}
$$

The corresponding norm is denoted by $|\cdot|$. An element $h \in \mathbf{M}_{n}$ may also denote the functions constantly equal to $h$ on the spaces understood from the context. In the sequel, we will simply call an $\mathbf{M}_{n}$-valued function a matrix function.

Let $\Sigma \subset \mathbb{C}$ be a finite union of simple smooth curves that can be either closed on the $\mathbb{C}$ plane or extended to be closed on the Riemann sphere. The set of the intersections of these contours is denoted by $S$ and assumed to be finite. Clearly $\Sigma$ is smooth except at the points of $S$. It is readily verified that $\Sigma$ admits an orientation in the sense that $\Sigma$ is the positively oriented boundary for an open set $\Omega^{+}$and the negatively oriented boundary for $\Omega^{-} \stackrel{\text { def }}{=} \mathbb{C} \backslash\left(\Sigma \cup \Omega^{+}\right)$.

Clearly $\Omega^{+}$and $\Omega^{-}$can only have finitely many components and $\Sigma$ has two possible orientations. Any other "orientations" fail to make the Cauchy operators defined below complementary projections. The oriented $\Sigma$ is still denoted by $\Sigma$ while $-\Sigma$ is used to denote $\Sigma$ with the opposite orientation. The symbol $\Sigma^{+}\left(\Sigma^{-}\right)$is also used to denote $\Sigma$ when it is viewed as the boundary of $\Omega^{+}\left(\Omega^{-}\right)$. The $L^{p}$ norm of a function $f: \Sigma \rightarrow \mathbf{M}_{n}$ is defined as

$$
\begin{equation*}
\|f\|_{p}=\left(\int_{\Sigma}|f|^{p}\right)^{1 / p}|d z| \tag{2.3}
\end{equation*}
$$

We will simply write $L^{p}(\Sigma)$ for $L^{p}\left(\Sigma, \mathbf{M}_{n}\right)$.
The Cauchy integral operators $C_{+}$and $C_{-}$on $\mathbf{L}_{2}(\Sigma)$ are defined as

$$
\begin{equation*}
C_{ \pm} f\left(z^{\prime \prime}\right)=\lim _{z^{\prime} \rightarrow z^{\prime \prime}} \frac{1}{2 \pi i} \int_{\Sigma} \frac{f(z) d z}{z-z^{\prime}} \tag{2.4}
\end{equation*}
$$

where the nontangential limit $z^{\prime} \rightarrow z^{\prime \prime}$ is taken from $\Omega^{+}, \Omega^{-}$, respectively. We make the assumption on $\Sigma$ that $C_{ \pm}$are bounded from $\mathbf{L}^{2}$ to $\mathbf{L}^{2}$. The recent development in the $\mathbf{L}^{p}$ theory of singular integral operators on curves typically allows the curves to have corners with positive angles. Since $\Sigma$ is a positively oriented contour for $\Omega^{+}$ and a negatively oriented contour for $\Omega^{-}, \pm C_{ \pm}$can be shown to be complementary projections. A function in $\operatorname{ker} C_{+}$has an analytic extension to $\Omega^{-}$while a function in $\operatorname{ker} C_{-}$has an analytic extension to $\Omega^{+}$.

Let $\Gamma$ be a piecewise smooth simple curve. We denote by $\mathbf{H}^{k}(\Gamma)$ all the matrix functions $f$ such that $f^{(j)} \in \mathbf{L}^{2}(\Gamma)$ for all $j=0, \cdots, k$ in the distribution sense. For the details of constructing such functions, see [3, pp. 70-71].

We make a further assumption that $\partial \Omega_{\nu}$ for each component $\Omega_{\nu}$ of $\mathbb{C} \backslash \Sigma$ does not have self-intersections. $\mathbf{H}^{k}(\Sigma \backslash S)$ for $k>0$ is the Hilbert space of all the matrix functions $f$ on $\Sigma$ such that $f \mid \Sigma_{\nu} \in \mathbf{H}^{k}\left(\Sigma_{\nu}\right)$ for every component $\Sigma_{\nu}$ of $\Sigma \backslash S$. The norm of this Hilbert space $\|f\|_{2, k} \stackrel{\text { def }}{=}\left(\sum_{j=0}^{k}\left\|f^{(j)}\right\|_{2}^{2}\right)^{1 / 2}$ will be called the $\mathbf{H}^{k}$ norm. We point out that for $f \in \mathbf{H}^{k}(\Sigma \backslash S), f^{(j)}$ for $j=0, \cdots, k-1$ are continuous on $\Sigma_{\nu}$ with limits on $\partial \Sigma_{\nu}$ after a correction of the function on a set of measure zero. Since the Cauchy integral operators are not bounded on $\mathrm{H}^{k}(\Sigma \backslash S)$, we need the subspaces $\mathbf{H}^{k}\left(\Sigma^{+}\right)$and $\mathbf{H}^{k}\left(\Sigma^{-}\right)$for $k>0$ of $\mathbf{H}^{k}(\Sigma \backslash S)$. $\mathbf{H}^{k}\left(\Sigma^{+}\right)$contains all $f$ on $\Sigma$ such that $f \upharpoonright \partial \Omega_{\nu} \in \mathbf{H}^{k}\left(\partial \Omega_{\nu}\right)$ for every component $\Omega_{\nu}$ of $\Omega^{+}$and $\mathbf{H}^{k}\left(\Sigma^{-}\right)$such that $f \upharpoonright \partial \Omega_{\nu} \in \mathbf{H}^{k}\left(\partial \Omega_{\nu}\right)$ for every component $\Omega_{\nu}$ of $\Omega^{-} . \mathbf{H}^{k}(\Sigma) \stackrel{\text { def }}{=} \mathbf{H}^{k}\left(\Sigma^{+}\right) \cap \mathbf{H}^{k}\left(\Sigma^{-}\right)$.

The $\mathbf{H}$ spaces defined above are Hilbert spaces with continuous pointwise multiplication. This follows from the fact that the norm $\|f\|_{2, k}$ dominates the norm $\sum_{j=0}^{k-1}\left\|f^{(j)}\right\|_{\infty}$. These spaces are Banach algebras if their norms are replaced by certain equivalent ones. For convenience, sometimes we denote $\Sigma \backslash S, \Sigma, \Sigma^{+}$, or $\Sigma^{-}$by $\Sigma^{*}$. For consistency, sometimes we also denote $\mathbf{L}^{2}(\Sigma)$ by $\mathbf{H}^{0}\left(\Sigma^{*}\right)$, but it is not an algebra under pointwise multiplication.

The rational functions are dense in $\mathbf{H}^{k}\left(\partial \Omega_{\nu}\right)$ for every component $\Omega_{\nu}$ of $\mathbb{C} \backslash \Sigma$. In [3] this is proven for sectors. The proof can easily be generalized. We denote by $R^{+}$ $\left(R^{-}\right)$the set of all the matrix functions with their restrictions on $\partial \Omega_{\nu}$ rational (after a possible modification at the self-intersections) for every component $\Omega_{\nu}$ of $\Omega^{+}\left(\Omega^{-}\right)$. Then $R=R^{+} \cap R^{-}$is the set of all the rational matrix functions. We also denote by $R_{+}^{+}\left(R_{-}^{-}\right)$the set of all the functions in $R^{+}\left(R^{-}\right)$extended to be componentwise holomorphic on $\Omega^{+}\left(\Omega^{-}\right)$. $R_{ \pm}=R \cap R_{ \pm}^{ \pm}$. Clearly, under this assumption, $R^{+} \cap \mathbf{L}^{2}$ $\left(R^{-} \cap \mathbf{L}^{2}\right)$ is dense in $\mathbf{H}^{k}\left(\Sigma^{+}\right)\left(\mathbf{H}^{k}\left(\Sigma^{-}\right)\right)$. If $u$ is a function on $\mathbb{C} \backslash \Sigma$, by $u_{+}$and $u_{-}$ we denote the limits, if they exist, of $u(z)$ as $z$ approaches $\Sigma \backslash S$ from $\Omega^{+}$and $\Omega^{-}$ respectively.

Proposition 2.1. $C_{+}, C_{-}$are bounded from $\mathbf{H}^{k}\left(\Sigma^{-}\right), \mathbf{H}^{k}\left(\Sigma^{+}\right)$to $\mathbf{H}^{k}(\Sigma)$, respectively. And $C_{+}, C_{-}$are bounded from $\mathbf{H}^{k}\left(\Sigma^{+}\right), \mathbf{H}^{k}\left(\Sigma^{-}\right)$to $\mathbf{H}^{k}\left(\Sigma^{+}\right), \mathbf{H}^{k}\left(\Sigma^{-}\right)$, respectively.

Proof. For instance, for $C_{+}$, if $r \in R^{-} \cap \mathbf{L}^{2}$, it is easily checked that $C_{+} r$ is rational and therefore belongs to $\mathbf{H}^{k}(\Sigma)$. The boundedness of $C_{+}$is deduced from the integration by parts on $\Sigma^{-}$. Since $R^{-} \cap \mathbf{L}^{2}$ is dense in $\mathbf{H}^{k}\left(\Sigma^{-}\right)$, we conclude that $C_{+}$is bounded from $\mathbf{H}^{k}\left(\Sigma^{-}\right)$to $\mathbf{H}^{k}(\Sigma)$. We have a parallel argument for $C_{-}$. The remaining part of the proposition follows from that $C_{+}-C_{-}=I d$. The proof can also be made independent of the rational approximation to meet the need of the decomposing algebras in which the rational functions are not necessarily dense.

A function $f \in \mathbf{H}^{k}(\Sigma)$ can be approximated in $\mathbf{H}^{k}$ norm by either functions $r^{+} \in R^{+} \cap \mathbf{L}^{2}$ or functions $r^{-} \in R^{-} \cap \mathbf{L}^{2}$. Since

$$
\begin{equation*}
f-\left(C_{+} r^{-}-C_{-} r^{+}\right)=C_{+}\left(f-r^{-}\right)-C_{-}\left(f-r^{+}\right) \tag{2.5}
\end{equation*}
$$

$f$ can be in fact simply approximated by the rational functions $C_{+} r^{-}-C_{-} r^{+}$. Therefore $R \cap \mathbf{L}^{2}$ is dense in $\mathbf{H}^{k}(\Sigma)$. Furthermore $R_{+}^{+} \cap \mathbf{L}^{2}$ is dense in ker $C_{-}$and $R_{-}^{-} \cap \mathbf{L}^{2}$ dense in $\operatorname{ker} C_{+}$.

Proposition 2.2. In the $\mathbf{L}^{2}$ space, if $f \in \operatorname{ker} C_{+}$and $g$ is componentwise holomorphic on $\Omega^{-}$and extends continuously to the boundary of each component of $\Omega^{-}$, then $f g \in \operatorname{ker} C_{+}$.

We have a parallel result regarding $\operatorname{ker} C_{-}$.

Proof. Since $g$ is bounded, $C_{+} f g$ can be approximated in $\mathbf{L}^{2}$ norm by $C_{+} r_{f} g$ where $r_{f}$ is an $\mathbf{L}^{2}$ rational approximation of $f$ with no poles in $\Omega^{-}$. We may conclude that $C_{+} f g=0$ from $C_{+} r_{f} g=0$.

For the uniformity of the demonstration, we assume that $\Sigma$ is unbounded. We embed $\mathbf{H}^{k}\left(\Sigma^{*}\right)$ for $k \geq 0$ into a larger Hilbert space $\mathbf{H}_{I}^{k}\left(\Sigma^{*}\right)$ consisting of matrix functions $f$ on $\Sigma$ with the limit $f(\infty)$ at $\infty$ such that

$$
f-f(\infty) \in \mathbf{H}^{k}\left(\Sigma^{*}\right)
$$

The norm for $\mathbf{H}_{I}^{k}\left(\Sigma^{*}\right)$ is defined as the square root of

$$
|f(\infty)|^{2}+\|f-f(\infty)\|_{k}^{2}
$$

This norm is again denoted by $\|\cdot\|_{k}$. The norm of a bounded operator $A: \mathbf{H}_{I}^{k}\left(\Sigma^{*}\right) \rightarrow$ $\mathbf{H}_{I}^{k}\left(\Sigma^{*}\right)$ is denoted by $\|A\|_{k}$.

Clearly $\mathbf{H}_{I}^{k}\left(\Sigma^{*}\right)$ is isomorphic to the Hilbert space direct sum of $\mathbf{H}^{k}\left(\Sigma^{*}\right)$ and $\mathbf{M}_{n}$. For $k>0, \mathbf{H}_{I}^{k}\left(\Sigma^{*}\right)$ is an inverse closed Banach algebra with identity element $I$ (see §9).

## 3. Riemann-Hilbert problem and the related integral operators.

DEfinition 3.1. A matrix function $v$ on $\Sigma$ is said to be some data on $\Sigma$ of smoothness degree $k \geq 1$ if $v$ admits a factorization $v=b^{--1} b^{+}$for nonsingular $b^{ \pm}$ such that $b^{ \pm}-I \in \mathbf{H}^{k}\left(\Sigma^{ \pm}\right)$.

Let $w^{+}=b^{+}-I, w^{-}=I-b^{-}$. We call $w=\left(w^{+}, w^{-}\right)$a factorized data of $v$. The set of all the data defined above is denoted by $D_{k}$ and all the corresponding factorized data by $F D_{k}$.

Clearly a data $v$ may correspond to more than one factorized data. In the following the Riemann-Hilbert problem is described in a narrow sense in terms of the factorized data. For the Riemann-Hilbert problem in a more general sense see $\S 9$.

DEFINITION 3.2. Let $w \in F D_{k}$, a vector $m \in \mathbf{H}_{I}^{j}(\Sigma)$ for some $j=0, \cdots, k$ is said to be a solution of the Riemann-Hilbert problem of data $w$ if

$$
\begin{equation*}
m b^{ \pm}-m(\infty) \in \operatorname{ran} C_{ \pm} \tag{3.1}
\end{equation*}
$$

Clearly $m_{ \pm} \stackrel{\text { def }}{=} m b^{ \pm} \in \mathbf{H}_{I}^{j}\left(\Sigma^{ \pm}\right)$. We denote by $\mathbf{m}$ the componentwise holomorphic extension of $m_{ \pm}$. The function $m$ is called a vanishing solution if $m(\infty)=0$, and a fundamental solution if $m(\infty)=I$ and if det $\mathbf{m}$ vanishes nowhere. We also call $m_{ \pm}$ or $\mathbf{m}$ the solution of the Riemann-Hilbert problem of $v$ or of $w$.

Proposition 3.1. The Riemann-Hilbert problem of $v$ has a fundamental solution only if

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{\Sigma} d \arg \operatorname{det} v=0 \tag{3.2}
\end{equation*}
$$

and conversely, if $m \in \mathbf{H}_{I}^{k}(\Sigma)$ with $k>0, m(\infty)=I$ is a solution of the RiemannHilbert problem of $v$ and (3.2) is fulfilled, then $m$ is a fundamental solution. Furthermore, if $\operatorname{det} v=1$, then $\operatorname{det} \mathbf{m}=1$.

Proof. Suppose that $v$ admits a fundamental solution $m_{ \pm}$, then $\operatorname{det} m_{ \pm}$is a fundamental solution of the scalar Riemann-Hilbert problem of $\operatorname{det} v$. Therefore (3.2) is fulfilled.

For the converse part, let $\mathbf{m}$ be a solution that meets the hypotheses and (3.2) holds. It follows that det $\mathbf{m}$ is a solution for the scalar Riemann-Hilbert problem of $\operatorname{det} v$ with $\operatorname{det} \mathbf{m}(\infty)=1$. Condition (3.2) implies that the scalar Riemann-Hilbert
problem of det $v$ admits a fundamental solution $\mathbf{m}_{1}$; then clearly ( $\left.\operatorname{det} \mathbf{m}\right) \mathbf{m}_{1}^{-1}$ is an entire function with limit 1 at $\infty$ and therefore equals 1 . The last part of the proposition also easily follows from the fact that $\mathbf{m}_{1}=1$ in this special case.

Proposition 3.2. If the Riemann-Hilbert problem of $w \in F D_{k}$ admits a fundamental solution $m \in \mathbf{H}_{I}^{j}(\Sigma)$ for some $j>0$, then it is unique in $\mathbf{L}_{I}^{2}(\Sigma)$.

Proof. Let $n \in \mathbf{L}_{I}^{2}(\Sigma)$ also be a fundamental solution. Applying Proposition 2.2 we have

$$
n m^{-1}-I=n b^{ \pm}\left(m b^{ \pm}\right)^{-1}-I \in \operatorname{ker} C_{+} \cap \operatorname{ker} C_{-}=0
$$

The Riemann-Hilbert problem of $w \in F D_{k}$ is related to an operator $C_{w}$ bounded from $\mathbf{H}_{I}^{j}(\Sigma)$ to $\mathbf{H}_{I}^{j}(\Sigma)$ for every $j=0, \cdots, k$ defined as

$$
\left(C_{w} \phi\right)=C_{+} \phi w^{-}+C_{-} \phi w^{+} .
$$

Proposition 3.3. The vector $m \in \mathrm{~L}_{I}^{2}(\Sigma)$ is a solution of the Riemann-Hilbert problem of $w$ with $m(\infty)=h$ if and only if $m$ is a solution of the system

$$
\begin{equation*}
m=h+C_{w} m^{\times} . \tag{3.4}
\end{equation*}
$$

Proof. The above system can be written as

$$
\begin{equation*}
m=h+C_{+} m w^{-}+C_{-} m w^{+} . \tag{3.5}
\end{equation*}
$$

Suppose that $m$ is a solution of this system. From 3.5 clearly $m(\infty)=h$. Thus we have

$$
\begin{align*}
C_{+} m\left(w^{+}+w^{-}\right) & =C_{+} m w^{-}+C_{-} m w^{+}-C_{-} m w^{+}+C_{+} m w^{+}  \tag{3.6}\\
& =m-h+m w^{+}=m b^{+}-m(\infty),
\end{align*}
$$

and similarly

$$
\begin{equation*}
C_{-} m\left(w^{+}+w^{-}\right)=m b^{-}-m(\infty) . \tag{3.7}
\end{equation*}
$$

Therefore 3.1 is satisfied. Conversely, suppose that $m$ is a solution of the RiemannHilbert problem of $w$ with $m(\infty)=h$, then

$$
\begin{aligned}
C_{+} m w^{-}+C_{-} m w^{+} & =C_{+}(m-m(\infty)) \\
& -C_{+}\left(m b^{-}-m(\infty)\right)-C_{-}( \\
& (m-m(\infty)) \\
& +C_{-}\left(m b^{+}-m(\infty)\right)=m-h .
\end{aligned}
$$

Therefore (3.5) is satisfied.
The following proposition gives the equivalence relation between $I d-C_{w}$ and $I d-C_{w^{\prime}}$ when $w$ and $w^{\prime}$ belong to the same $v$.

Proposition 3.4. Suppose that $w$ and $w^{\prime}$ are the factorized data of the same data $v$. Let $u=b^{++} b^{+-1}\left(=b^{--} b^{--1} \in \mathbf{H}_{I}^{k}(\Sigma)\right)$ and define an invertible operator $U$ on $\mathbf{H}_{I}^{k}(\Sigma)$ as

$$
U \phi=\phi u .
$$

Then we have the relation $\left(I d-C_{w}\right) U=I d-C_{w^{\prime}}$.
Proof.

$$
\begin{aligned}
\left(I d-C_{w}\right) U \phi & =\phi u-C_{+} \phi u\left(I-b^{-}\right)+C_{-} \phi u\left(I-b^{+}\right) \\
& =\phi u-C_{+} \phi\left(u-b^{\prime-}\right)-C_{-} \phi\left(b^{\prime+}-u\right) \\
& =\phi-C_{+} \phi w^{\prime-}-C_{-} \phi w^{\prime+}=\left(I d-C_{w^{\prime}}\right) \phi .
\end{aligned}
$$

4. Regularization. For $w \in F D_{k}$, we define the associated factorized data $\tilde{w}$ of $w$ as $\tilde{w}^{ \pm}= \pm b^{ \pm-1} \mp I$ where $b^{ \pm}$are determined by $w$ as in Definition 3.1. Clearly $\tilde{w}$ also belongs to $F D_{k}$. Since $\tilde{w}$ is determined by $w$, we define operator $T_{w}$ as

$$
\begin{equation*}
T_{w} \phi=C_{+}\left(C_{-} \phi\left(w^{+}+w^{-}\right)\right) \tilde{w}^{-}+C_{-}\left(C_{+} \phi\left(w^{+}+w^{-}\right)\right) \tilde{w}^{+} . \tag{4.1}
\end{equation*}
$$

Clearly $T_{w}$ is bounded from $\mathbf{H}_{I}^{i}(\Sigma)$ to $\mathbf{H}_{I}^{i}(\Sigma)$ for any $i=0, \cdots, k$. It can be shown by the rational approximations of $\tilde{w}^{+}$and $\tilde{w}^{-}$that $T_{w}$ is compact.

Remark. In general, the density of rational functions ensure the compactness of $T_{w}$. Nonetheless, as mentioned in the introduction, $T_{w}$ can be compact on certain spaces without the density of the rational functions.

Proposition 4.1. $I d-C_{w}$ is Fredholm and

$$
\begin{equation*}
I d+T_{w}=\left(I d-C_{\tilde{w}}\right)\left(I d-C_{w}\right) \tag{4.2}
\end{equation*}
$$

Proof. Using the fact that $\pm C_{ \pm}$are complementary projections gives

$$
\begin{aligned}
C_{\tilde{w}} C_{w} \phi= & C_{+}\left(C_{w} \phi\right) \tilde{w}^{-}+C_{-}\left(C_{w} \phi\right) \tilde{w}^{+} \\
= & C_{+}\left(C_{+} \phi w^{-}+C_{-} \phi w^{+}\right) \tilde{w}^{-}+C_{-}\left(C_{+} \phi w^{-}+C_{-} \phi w^{+}\right) \tilde{w}^{+} \\
= & C_{+}\left(C_{-} \phi\left(w^{+}+w^{-}\right)\right) \tilde{w}^{-}+C_{-}\left(C_{+} \phi\left(w^{+}+w^{-}\right)\right) \tilde{w}^{+} \\
& \quad+C_{+}\left(\phi w^{-}\right) \tilde{w}^{-}-C_{-}\left(\phi w^{+}\right) \tilde{w}^{+} \\
= & T_{w} \phi+C_{+} \phi\left(w^{-}+\tilde{w}^{-}\right)+C_{-} \phi\left(w^{+}+\tilde{w}^{+}\right) \\
= & \left(T_{w}+C_{\tilde{w}}+C_{w}\right) \phi .
\end{aligned}
$$

Since $C_{w}$ and $C_{\tilde{w}}$ are in the symmetric positions, $I d-C_{\tilde{w}}$ is also a right regulator for $I d-C_{w}$. Therefore the operator $I d-C_{w}$ is Fredholm (see [10, p. 33]).

In the rest of this section, we assume that $w^{ \pm}$are nilpotent merely to meet the requirements for the study of the inverse scattering problem. In $\S 9$, we will see that this assumption can be replaced by (3.2).

Proposition 4.2 (Fredholm alternative). The operator $I d-C_{w}$ has zero Fredholm index and is invertible whenever $I d+T_{w}$ is.

Proof. Since $w^{ \pm}$are nilpotent, it follows from the fact that $\operatorname{det}\left(I \pm \varsigma w^{ \pm}\right)=1$ that $\varsigma w$ is in $F D_{k}$ for any complex number $\varsigma$. This continuously (analytically) deforms $C_{w}$ to zero. Therefore the Fredholm index of $I d-C_{w}$ is zero. Now if $I d+T_{w}$ is invertible, then $I d-C_{w}$ is injective and therefore invertible.

Proposition 4.3 (Analytic Fredholm alternative). If $w=w_{\varsigma}$ depends on a parameter $\varsigma$ analytically, then either $\left(I d-C_{w_{\varsigma}}\right)^{-1}$ is meromorphic in $\varsigma$ or $I d-C_{w_{\varsigma}}$ is invertible for no 5 .

Proof. The corresponding $\tilde{w}_{S}$ is clearly also analytic in $\varsigma$. Now suppose that $I d-C_{w_{s}}$ is invertible for $\varsigma=s_{0}$. Then there is a compact operator $B$ such that $I d-C_{\tilde{w}_{s}}+B$ is injective for $\varsigma=\varsigma_{0}$ (see [10, pp. 34-38]). Therefore

$$
\left(I d-C_{\tilde{w}_{s}}+B\right)\left(I d-C_{w_{s}}\right)=I d+T_{w_{s}}+B\left(I d-C_{w_{s}}\right)
$$

is injective for $\zeta=\zeta_{0}$ and so its inverse is meromorphic in $\zeta$. It follows from Proposition 4.2 that

$$
\left(I d-C_{w_{s}}\right)^{-1}=\left(I d+T_{w_{s}}+B\left(I d-C_{w_{s}}\right)\right)^{-1}\left(I d-C_{\tilde{w}_{s}}+B\right)
$$

whenever the right-hand side exists. Therefore $\left(I d-C_{w_{\varsigma}}\right)^{-1}$ is meromorphic in $\varsigma$.
Combining Proposition 4.2 with Proposition 3.2 gives Proposition 4.4.
Proposition 4.4. If the Riemann-Hilbert problem of $w \in F D_{k}$ admits a fundamental solution $m \in \mathbf{H}_{I}^{j}(\Sigma)$ for some $j>0$, then $I d-C_{w}$ is invertible on $\mathbf{H}_{I}^{j}(\Sigma)$ for all $j=0, \cdots, k$.

Proposition 4.5. Suppose that $w \in F D_{k}$. If $I d-C_{w}$ on space $\mathbf{H}_{I}^{j}(\Sigma)$ is invertible for any $j \leq k$, then it is invertible for all $j \leq k$.

Proof. Suppose that $I d-C_{w}$ is invertible on $\mathrm{L}_{I}^{2}(\Sigma)$, then $\operatorname{ker}\left(I d-C_{w}\right)=0$ in $\mathbf{L}_{I}^{2}(\Sigma)$ and so in $\mathbf{H}_{I}^{j}(\Sigma)$ for any $j=0, \cdots, k$. Therefore by the Fredholm alternative, $I d-C_{w}$ is invertible on all these spaces.

Now suppose that $I d-C_{w}$ is invertible on $\mathbf{H}_{I}^{j}(\Sigma)$ for some $j$ with $1 \leq j \leq k$; then $m=\left(I d-C_{w}\right)^{-1} I$ is a fundamental solution for the Riemann-Hilbert problem in $\mathbf{H}_{I}^{j}(\Sigma)$. Therefore $I d-C_{w}$ is invertible on $\mathbf{L}_{I}^{2}(\Sigma)$.
5. Generalized triangular factorization. The study of the inverse scattering problem for system (1.1) (in which $J$ may have some equal diagonal entries) requires the following notation.

For $A \in \mathbf{M}_{n}$, the operator ad $A$ on $\mathbf{M}_{n}$ is defined as $\operatorname{ad} A(B)=[A, B] \stackrel{\text { def }}{=} A B-B A$. Let $A \in \mathbf{M}_{n}$ be real and diagonal, then ad $A$ is a self-adjoint operator on $\mathbf{M}_{n}$. For $B \in \mathbf{M}_{n}$, we call $\chi_{(-\infty, 0)}(\operatorname{ad} A)(B), \chi_{(0,+\infty)}(\operatorname{ad} A)(B)$, and $\chi_{\{0\}}(\operatorname{ad} A)(B)$ the $A$ lower triangular, $A$ upper triangular, and $A$ diagonal part of $B$, respectively. The phrases such as " $A$ (off) diagonal," " $A$ (strictly) upper triangular," and " $A$ (strictly) lower triangular" are understood.

To visualize the above terminologies, we permute the basis of $\mathbf{M}_{n}$, such that the diagonal entries of $A$ are reordered nonincreasingly. Then $A$ has the form

$$
A=\left(\begin{array}{cccc}
a_{1} I_{1} & 0 & \ldots & 0  \tag{5.1}\\
0 & a_{2} I_{2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & a_{k} I_{k}
\end{array}\right)
$$

where $a_{1}, \cdots, a_{k}$ are distinct and $I_{1}, \cdots, I_{k}$ are some identity blocks. Accordingly, any matrix $B \in \mathbf{M}_{n}$ can be written as

$$
B=\left(\begin{array}{cccc}
B_{11} & B_{12} & \ldots & B_{1 n}  \tag{5.2}\\
B_{21} & B_{22} & \ldots & B_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
B_{n 1} & B_{n 2} & \ldots & B_{n n}
\end{array}\right)
$$

where $B_{i j}, 1 \leq i, j \leq n$, are blocks such that the orders of $B_{11}, B_{22}, \cdots, B_{n n}$ are equal to those of $I_{1}, I_{2}, \cdots, I_{n}$, respectively. Under this expression,

$$
\chi_{(-\infty, 0)}(\operatorname{ad} A)(B)=\left(\begin{array}{cccc}
0 & 0 & \ldots & 0  \tag{5.3}\\
B_{21} & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
B_{n 1} & B_{n 2} & \ldots & 0
\end{array}\right),
$$

$$
\chi_{(0,+\infty)}(\operatorname{ad} A)(B)=\left(\begin{array}{cccc}
0 & B_{12} & \ldots & B_{1 n}  \tag{5.4}\\
0 & 0 & \ldots & B_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0
\end{array}\right)
$$

and

$$
\chi_{\{0\}}(\operatorname{ad} A)(B)=\left(\begin{array}{cccc}
B_{11} & 0 & \ldots & 0  \tag{5.5}\\
0 & B_{22} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & B_{n n}
\end{array}\right)
$$

We also call

$$
d^{k}(B) \stackrel{\text { def }}{=} \operatorname{det}\left(\begin{array}{cccc}
B_{11} & B_{12} & \ldots & B_{1 k}  \tag{5.6}\\
B_{21} & B_{22} & \ldots & B_{2 k} \\
\vdots & \vdots & \ddots & \vdots \\
B_{k 1} & B_{k 2} & \ldots & B_{k k}
\end{array}\right), \quad 1 \leq k \leq n
$$

the $A$ upper principal minors of $B$, and respectively

$$
d_{k}(B) \stackrel{\text { def }}{=} \operatorname{det}\left(\begin{array}{cccc}
B_{k k} & B_{k, k+1} & \ldots & B_{k n}  \tag{5.7}\\
B_{k+1, k} & B_{k+1, k+1} & \ldots & B_{k+1, n} \\
\vdots & \vdots & \ddots & \vdots \\
B_{n k} & B_{n, k+1} & \ldots & B_{n n}
\end{array}\right), \quad 1 \leq k \leq n
$$

the $A$ lower principal minors of $B$. Note that these $A$ principal minors are just a part of the lower and upper principal minors of $B$ in the usual sense. It is easy to check that we have the following proposition for the generalized triangular factorization.

PROPOSITION 5.1. If no $A$ upper principal minors of $v \in \mathbf{M}_{n}$ vanish, then $v$ admits a unique triangular factorization

$$
\begin{equation*}
v=b^{-1} \Delta a \tag{5.8}
\end{equation*}
$$

such that $b-I$ is strictly A lower triangular, $a-I$ strictly $A$ upper triangular, and $\Delta$ A diagonal.
6. The inverse scattering problem. Let $J=\operatorname{diag}\left(\lambda_{1}(z), \cdots, \lambda_{n}(z)\right)$ be a rational matrix function with its constant term being zero. We assume that $J(z)$ and ad $J(z)$ have exactly the same poles on the Riemann sphere and denote the set of these poles by $P_{J}$.

We define $\Sigma_{0} \subset \mathbb{C}$ as the closure of

$$
\begin{equation*}
\left\{z \in \mathbb{C} \mid \operatorname{Re}\left(\lambda_{j}(z)-\lambda_{k}(z)\right)=0, \text { some } \lambda_{j} \neq \lambda_{k}\right\} \tag{6.1}
\end{equation*}
$$

and denote by $S$ the set of all the self-intersections of $\Sigma_{0}$. Let $\Omega_{0}^{ \pm}$be the regions corresponding to $\Sigma_{0}$. Clearly, all the poles of $J(z)$ lie on $\Sigma \cup\{\infty\}$. Since $J(z)$ is fixed, the phrases such as "ad( $\operatorname{Re} J(z)$ ) diagonal," and so forth, will be simply replaced by " $z$ diagonal," etc. The spectrum projection operators $\chi_{(-\infty, 0)}(\operatorname{ad}(\operatorname{Re} J(z)))$, $\chi_{(0,+\infty)}(\operatorname{ad}(\operatorname{Re} J(z)))$, and $\chi_{\{0\}}(\operatorname{ad}(\operatorname{Re} J(z)))$ are constant in each component of $\mathbb{C} \backslash$ $\Sigma_{0}$. For $z \in \Sigma_{0} \backslash S$ by $z^{+}$, we mean a point in $\Omega_{0}^{+}$near $z$ and by $z^{-}$a point in $\Omega_{0}^{-}$near $z$. Thus we can use phrases such as " $z^{+}$upper triangular" and " $z^{-}$upper triangular," etc. A simple fact we will use is that, if for $z \in \Sigma_{0} \backslash S, a$ is $z^{-}$lower (upper) triangular and $z$ diagonal, then it is $z^{+}$upper (lower) triangular. This follows simply from the fact that $\operatorname{Re}\left(\lambda_{i}(z)-\lambda_{j}(z)\right)$ is harmonic in $(\operatorname{Re} z, \operatorname{Im} z)$, and so it changes sign across the curve $\left\{\operatorname{Re}\left(\lambda_{i}(z)-\lambda_{j}(z)\right)=0\right\}$.

At this stage, we make the assumption that all the diagonal entries of $J(z)$ are distinct. In the next section, we will consider the possibility of removing this restriction. The data for the Riemann-Hilbert problem for inverse scattering depend on a parameter $x$ as $v_{x} \stackrel{\text { def }}{=} e^{x}$ ad $J(z) v$.

Let $D$ be a finite subset of $\mathbb{C}$ disjoint from $\Sigma_{0}$ (see the remarks following Definition 6.3). The continuous parts of the scattering data, denoted by $v_{c}$, are supported on $\Sigma_{0}$ and the discrete parts of the scattering data, denoted by $v_{d}$, are supported on $D$. In the following the scattering data are characterized by five conditions. The first four are essentially based on the characterizations for the scattering data given in [3]. The last one is designed to ensure that $e^{x \operatorname{ad} J(z)} v$ is in the right Sobolev spaces.

Definition 6.1. The discrete part and the continuous part of the scattering data of smoothness degree $k \geq 1$ are defined as follows:
(1) $v_{c}-I \in \mathbf{H}^{k}(\Sigma \backslash S)$, and $v_{d}\left(z_{i}\right)$ is strictly $z_{i}$ upper triangular with a single nonzero entry for each $z_{i} \in D$;
(2) For each $z^{\prime} \in S \backslash P_{J}$, there is a componentwise polynomial matrix function $a_{k, z^{\prime}}\left(z-z^{\prime}\right)$ on $\mathbb{C} \backslash \Sigma$ such that $a_{k, z^{\prime}}\left(z-z^{\prime}\right)-I$ is $z$ strictly upper triangular and such that near $z=z^{\prime}$

$$
\begin{equation*}
v_{c}(z)=\left(a_{k, z^{\prime}}^{-}\left(z-z^{\prime}\right)\right)^{-1} a_{k, z^{\prime}}^{+}\left(z-z^{\prime}\right)+o\left(\left|z-z^{\prime}\right|^{k-1}\right) \tag{6.2}
\end{equation*}
$$

(3) $v_{c}(z)$ is $z$ diagonal and all the $z^{-}$lower principal minors are 1 ;
(4) A winding number constraint about the $z^{-}$upper principal minors of $v_{c}(z)$ and $v_{d}$. Since the winding number constraint will not be explicitly used in this paper we do not describe it here. For details see [3].
(5) If $z=\infty$ is a pole of $J(z)$ with multiplicity $n$, then

$$
\begin{equation*}
z^{j(n-1)}\left(v_{c}-I\right)^{(k-j)} \in \mathbf{L}^{2} \quad \text { for } j=1, \cdots, k ; \tag{6.3}
\end{equation*}
$$

if $z=z_{0}$ is a finite pole of $J(z)$ with multiplicity $n$, then

$$
\begin{equation*}
\left(z-z_{0}\right)^{-j(n+1)}\left(v_{c}-I\right)^{(k-j)} \in \mathbf{L}^{2} \quad \text { for } j=1, \cdots, k \tag{6.4}
\end{equation*}
$$

DEFINITION 6.2. Let $D$ be covered by $|\Lambda|$ disjoint closed disks that do not intersect with $\Sigma_{0}$ such that each $z_{i} \in D$ is the center of exactly one of these disks. We add the boundary circles of these disks to form an augmented contour $\Sigma$. Since these added circles do not intersect with $\Sigma_{0}$, we may keep the original orientation on the $\Sigma_{0}$ part of $\Sigma$ and clearly this determines the orientation uniquely for $\Sigma$.

DEFINITION 6.3. Now we define the scattering data $v$ supported on $\Sigma$ as follows: (1) $v=v_{c}$ on $\Sigma_{0}$;
(2) On the added circle surrounding $z_{i} \in D \cap \Omega_{0}^{ \pm}, v=I \pm v_{d}\left(z_{i}\right) /\left(z-z_{i}\right)$.

We denote by $S D_{k}$ the set of all scattering data on $\Sigma$ defined above.
Condition (6.2) guarantees that $v \in D_{k}$ (see Proposition 6.1 below). Conditions (6.3) and (6.4) guarantee $v_{x} \stackrel{\text { def }}{=} e^{x}$ ad $J(z) v \in D_{k}$ for every $x \in \mathbb{R}$.

Let $\mathbf{m}(x, z)$ be the fundamental solution of the Riemann-Hilbert problem of $v_{x}$. Using the fact $v_{d}\left(z_{i}\right)^{2}=0$, we see that $\mathbf{m}(x, z)$, from outside the added circle surrounding $z_{i} \in D$, extends meromorphically to inside the circle as

$$
\mathbf{m}_{i} \stackrel{\text { def }}{=} \mathbf{m}\left(I+\frac{e^{x \operatorname{ad} J(z)} v_{d}\left(z_{i}\right)}{z-z_{i}}\right) .
$$

Using $v_{d}\left(z_{i}\right)^{2}=0$ and $\left(\operatorname{ad} J^{\prime}\left(z_{i}\right) v_{d}\left(z_{i}\right)\right) v_{d}\left(z_{i}\right)=0$ we obtain

$$
\mathbf{m}_{i,-1}=\mathbf{m}_{i, 0} e^{x \operatorname{ad} J\left(z_{i}\right)} v_{d}\left(z_{i}\right)
$$

where $\mathbf{m}_{i,-1}\left(\mathbf{m}_{i, 0}\right)$ is the -1 st ( 0 th) Laurent coefficient of $\mathbf{m}_{i}$ at $z_{i}$. This relation is used in [3] to describe the Riemann-Hilbert problem with discrete spectrum.

For the inverse scattering problem, it often happens that, on a portion of $\Sigma_{0}$, only certain columns of $\mathbf{m}$ commit the jump. Therefore the remaining columns may be permitted to have poles. This gives rise to the discrete scattering data on the contour $\Sigma_{0}$. In this case, the added circles may intersect with $\Sigma_{0}$. But if $v_{d}\left(z_{i}\right)(v(z)-I)=$ $(v(z)-I) v_{d}\left(z_{i}\right)=0$ for $z$ in a neighborhood of $z_{i}$, we may still define the scattering data on the augmented contour in a similar fashion as in Definition 6.3.

Definition 6.4. A factorized data $w \in F D_{k}$ of $v \in S D_{k}$ is said to be a factorized scattering data if
(1) $w^{-}(z)$ is $z^{-}$strictly upper triangular and $w^{+}(z) z^{+}$strictly upper triangular;
(2) $w^{ \pm}(z)$ are $z$ diagonal in an open set containing $P_{J}$.

The set of all the factorized scattering data obtained above is denoted by $F S D_{k}$.
Proposition 6.1. Every scattering data $v \in F D_{k}$ admits a factorized scattering data $w$.

Proof. We cover $S \backslash P_{J}$ by disjoint small disks in the way that each disk contains exactly one $z^{\prime} \in S \backslash P_{J}$. Since all the $z^{-}$lower principal minors of $v_{c}$ are equal to $1, v_{c}$ admits a triangular factorization $v_{c}=b_{1}^{-1} b_{1}^{+}$such that $b_{1}^{+}(z)-I,\left(b_{1}^{-}(z)-I\right)$ is $z^{-}$ strictly lower (upper) triangular. Since $v_{c}(z)$ is $z$ diagonal, $b_{1}^{ \pm}(z)$ are also $z$ diagonal and therefore $b_{1}^{+}(z)$ is $z^{+}$upper triangular. Clearly $b_{1}^{ \pm}-I \in \mathbf{H}^{k}\left(\Sigma_{0} \backslash S\right)$. Define $f_{z^{\prime}}(z)$ on $\Sigma_{0}$ near each $z^{\prime} \in S \backslash P_{J}$ such that on each curve of $\Sigma_{0}$ ending at $z^{\prime}, f_{z^{\prime}}(z)$ equals the Taylor polynomial of degree $k-1$ for $a_{k, z^{\prime}}^{-} b_{1}^{-1}$ at $z^{\prime}$ which also equals, by condition 2 in Definition 6.1, the Taylor polynomial of degree $k-1$ for $a_{k, z^{\prime}}^{+} b_{1}^{+-1}$ at $z^{\prime}$ from the very curve. It follows that $f_{z^{\prime}}(z)-I$ is $z^{+}$and $z^{-}$strictly upper triangular and therefore $z$ strictly upper triangular. Clearly there exists $f \in \mathbf{H}_{I}^{k}\left(\Sigma_{0} \backslash S\right)$ satisfying:
(1) $f=I$ outside these disks;
(2) $f(z)-I$ is $z$ strictly upper triangular;
(3) For each $z^{\prime} \in S \backslash P_{J}, f$ agrees with $f_{z^{\prime}}$ in a neighborhood of $z^{\prime}$.

It is easily checked that $f b_{1}^{ \pm} \in \mathbf{H}_{I}\left(\Sigma_{0}^{ \pm}\right)$from conditions (2) and (5) in Definition 6.1. Now we define $b^{ \pm}=f b_{1}^{ \pm}$on $\Sigma_{0}$ and $b^{+}=v, b^{-}=I$ on the added circles, then clearly $b^{ \pm}$give rise to the desired factorized scattering data.

We write $w_{x}=\left(e^{x} \operatorname{ad} J(z) w^{+}, e^{x} \operatorname{ad} J(z) w^{-}\right)$.
We remark that the factorized scattering data agrees with the transformed scattering data defined in [3] in an open set containing $P_{J}$. Therefore it is $z$ diagonal in an open set containing $P_{J}$. This is very important because then the operator $C_{w_{x}}$ is well defined for all $x \in \mathbb{R}$. Also when $v-I$ has a support away from an open set containing $P_{J}, w$ has such a support as well. This preserves the analyticity in $x$.

THEOREM 6.1. If $w$ is a factorized scattering data, $\left\|T_{w_{x}}\right\|_{0} \rightarrow 0$ as $x \rightarrow-\infty$.
Proof. First we approximate $\tilde{w}^{-}$in $\mathbf{L}^{\infty}$ norm by a function $u \in R^{-} \cap \mathbf{L}^{2}$, where $u(z)$ is chosen to be $z$ strictly upper triangular with only simple poles $\left\{s_{i}\right\}$. We denote the residue of $u$ at $\varsigma_{i}$ by $u_{s_{i}}$. Then $C_{+}\left(C_{-} \phi e^{x}\right.$ ad $\left.J(z)\left(w^{+}+w^{-}\right)\right) e^{x \text { ad } J(z)} \tilde{w}^{-}$ is approximated in $\mathbf{L}^{2}$ norm by $C_{+}\left(C_{-} \phi e^{x}\right.$ ad $\left.J(z)\left(w^{+}+w^{-}\right)\right) e^{x}$ ad $J(z) u$ uniformly for $\|\phi\|_{0} \leq 1$. The latter equals

$$
\sum_{\varsigma_{i} \in \Omega^{-}}\left(C_{\varsigma_{i}} \phi e^{x \operatorname{ad} J(z)}\left(w^{+}+w^{-}\right)\right) \frac{e^{x \operatorname{ad} J\left(\varsigma_{i}\right)} u_{\varsigma_{i}}}{z-\varsigma_{i}}
$$

Since $u_{\varsigma_{i}}$ is strictly $\zeta_{i}$ upper triangular, (6.5) approaches zero in $\mathrm{L}^{2}$ as $x \rightarrow-\infty$ uniformly for $\|\phi\|_{0} \leq 1$.

For $C_{-}\left(C_{+} \phi e^{x}\right.$ ad $\left.J(z)\left(w^{+}+w^{-}\right)\right) e^{x \text { ad } J(z)} \tilde{w}^{+}$, a similar argument works.
Near $x=-\infty,\left(I d-C_{w_{x}}\right)^{-1}$ can be calculated through the expansion

$$
\begin{equation*}
\left(I d-C_{w_{x}}\right)^{-1}=\sum_{k=0}^{\infty}(-1)^{k} T_{w_{x}}^{k}\left(I d-C_{\tilde{w}_{x}}\right) \tag{6.5}
\end{equation*}
$$

with the estimate $\left\|T_{w_{x}}^{k}\left(I d-C_{\tilde{w}_{x}}\right)\right\|_{0}=O\left(\left\|T_{w_{x}}\right\|_{0}^{k}\right)$.
THEOREM 6.2. If $v \in F D_{k}$ and $v-I$ is supported away from a neighborhood of $P_{J}$, then for some transformed scattering data $w$ of $v,\left(I d-C_{w_{x}}\right)^{-1}$ is meromorphic
in $x \in \mathbb{C}$, viewed as a function from $\mathbb{C}$ to the space of all the bounded operators on $\mathbf{H}_{I}^{j}(\Sigma)$ for $j=0, \cdots, k$.

Proof. Clearly $w$ can be made supported away from an open set containing $P_{J}$. Therefore $w_{x}$ is entire in $x$. It follows from Theorem 6.1 and Proposition 4.5 that $\left(I d-C_{w_{x}}\right)^{-1}$ is meromorphic in $x$.

THEOREM 6.3. (Generic solvability). $S D_{k}^{o}$ is an open and dense subset of $S D_{k}$, where $S D_{k}^{o}$ is the set of all the scattering data $v \in S D_{k}$ such that the corresponding Riemann-Hilbert problem admits a fundamental solution for every $x \in \mathbb{R}$.

Proof. If $v \in S D_{k}^{o}$, and $w$ is some factorized scattering data of $v$, then $I d-C_{w_{x}}$ is invertible for all $x \in \mathbb{R}$. By Proposition 4.5, to study the invertibility of $I d-C_{w_{x}}$, we only need to work on $\mathrm{L}_{I}^{2}(\Sigma)$. Note that $w$ can be chosen in a way that it varies continuously with respect to $v$. If $K$ is a compact subset of $\mathbb{R}$, by the continuity of $C_{w_{x}}$ in $x$ it must be still invertible for all $x \in K$ when $w$ varies slightly. For $x$ near $-\infty,\left\|T_{w_{x}}\right\|_{0}<1$. This inequality holds when $w$ varies slightly. This says that $I d-C_{w_{x}}$ is invertible in a neighborhood of $x=-\infty$ and an open set containing $w$. Condition (4) in Definition 6.1 implies that the Riemann-Hilbert problem admits a solution in $\mathbf{L}_{I}^{2}(\Sigma)$ in an open set containing $x=+\infty$ and an open set containing $w$, and so implies the invertibility of $I d-C_{w_{x}}$ in an open set containing $x=+\infty$ and an open set containing $w$. Therefore we may conclude that $S D_{k}^{o}$ is open in $S D_{k}$.

For the density part of the theorem, we assume that $w \in F S D_{k}$ is supported away from an open set containing $P_{J}$. By Theorem 6.2 on almost all the lines parallel to real axis $I d-C_{w_{x}}$ is invertible. This is tantamount to saying that for almost all the purely imaginary $\alpha, I d-C_{\left(w_{\alpha}\right)_{x}}$ is invertible for all $x \in \mathbb{R}$. Where $w_{\alpha} \stackrel{\text { def }}{=}\left(e^{\alpha \operatorname{ad} J(z)} w^{+}, e^{\alpha \operatorname{ad} J(z)} w^{-}\right)$is again a factorized scattering data. This proves the density part of the theorem because $\alpha$ can be chosen to be arbitrarily small.
7. $J(z)$ with some equal diagonal entries. Now we consider the inverse problem with $J$ which may have some equal diagonal entries. Basically everything still works with the generalized triangular factorization. In this case condition (3) in Definition 6.1 is replaced by:
$v_{c}(z)$ is $z$ diagonal and admits a factorization $v_{c}=b^{--1} b^{+}$such that $b^{-}(z)-I$ is $z^{-}$strictly lower triangular and $b^{+}(z)-I z^{-}$strictly upper triangular (and therefore $z^{+}$strictly upper triangular).

Note that this change is consistent with the direct problem. Set $z_{0} \notin \Sigma$. It is easily seen that all the results obtained in $\S 6$ are still valid, except condition (4) in Definition 6.1 cannot be simply described in terms of the winding numbers of certain principal minors. This is because in condition (4) a Riemann-Hilbert problem of a $z_{0}$ diagonal matrix function (it is not necessarily diagonal) is involved. Since this problem and, more generally, the problem of discrete scattering data describing all possible multiple poles, has a great deal to do with the direct problem as well, we will study it in a different paper. In the following, we only consider a special case which assumes that $\Sigma=\Sigma_{0}$ and that the $z^{-}$upper principal minors of $v_{c}(z)$ do not vanish. By Proposition 5.1, $v$ admits a factorization $v=b^{--1} \Delta b^{+}$such that $b^{+}(z)-I$ is $z^{+}$ strictly lower triangular and $b^{-}(z)-I$ strictly $z^{-}$lower triangular, and $\Delta(z)$ is $z_{0}$ diagonal for a $z_{0} \notin \Sigma$. Since $v(z)$ is $z$ diagonal, $b^{ \pm}(z)$ must also be $z$ diagonal by the uniqueness of the triangular factorization. It is consistent with the direct problem to assume a statement similar to condition (2) in Definition 6.1 with the modification that $a_{k, z^{\prime}}\left(z-z^{\prime}\right)$ is $z$ lower triangular and nonsingular at $z=z^{\prime}$. We write (6.2) down
again

$$
\begin{equation*}
v(z)=\left(a_{k, z^{\prime}}^{-}\left(z-z^{\prime}\right)\right)^{-1} a_{k, z^{\prime}}^{+}\left(z-z^{\prime}\right)+o\left(\left|z-z^{\prime}\right|^{k-1}\right) \tag{7.1}
\end{equation*}
$$

Let $b_{k, z^{\prime}}^{ \pm}\left(z-z^{\prime}\right)$ be the $z_{0}$ diagonal part of $a_{k, z^{\prime}}^{ \pm}\left(z-z^{\prime}\right)$. Then by the uniqueness of the triangular factorization,

$$
\begin{equation*}
\Delta(z)=\left(b_{k, z^{\prime}}^{-}\left(z-z^{\prime}\right)\right)^{-1} b_{k, z^{\prime}}^{+}\left(z-z^{\prime}\right)+o\left(\left|z-z^{\prime}\right|^{k-1}\right) \tag{7.2}
\end{equation*}
$$

It can be shown by virtue of the proof for Proposition $6.1, \Delta(z) \in D_{k}$. It is consistent with the direct problem to assume that the Riemann-Hilbert problem of $\Delta$ admits the fundamental solution $\delta_{ \pm}$(see the "winding number constraint" in [3]), we have

$$
\begin{equation*}
\Delta=\delta_{-}^{-1} \delta_{+} \tag{7.3}
\end{equation*}
$$

$\delta_{ \pm}$are $z_{0}$ diagonal because $\Delta$ is. Define $v^{\#}=\delta_{-} v \delta_{+}^{-1}$ and $b^{\# \pm}=\delta_{ \pm} b^{ \pm} \delta_{ \pm}^{-1}$. Then $v^{\#}=$ $b^{\#--1} b^{\#+}$. It is easily checked that $v^{\#}$ also satisfies condition (2) in Definition 6.1 with the modification that $a_{k, z^{\prime}}\left(z-z^{\prime}\right)-I$ is $z$ strictly lower triangular. $v^{\#}$ satisfies all the conditions in Definition 6.1 with the upper and the lower triangularities switched. Therefore near $x=+\infty, e^{x}$ ad $J(z) v^{\#}$ admits a Riemann-Hilbert factorization

$$
\begin{equation*}
e^{x \operatorname{ad} J(z)} v^{\#}=m_{-}^{\#-1} m_{+}^{\#} \tag{7.4}
\end{equation*}
$$

Since $\delta_{ \pm}$is $z_{0}$ diagonal, $m_{ \pm} \stackrel{\text { def }}{=} m_{ \pm}^{\#} \delta_{ \pm}$is the solution for $e^{x \text { ad } J(z)} v$. It is easily seen from system (1.1) that the potential constructed from $v^{\#}$ equals that from $v$.

Remark. Now let $w, w^{\#}$, and $w_{0}$ be certain factorized data of $v, v^{\#}$, and $\Delta$, respectively, then (see (9.9))

$$
\begin{equation*}
I d-C_{w}=\left(I d-C_{w^{\#}}\right) U^{\#}\left(I d-C_{w_{0}}\right) U^{-1} \tag{7.5}
\end{equation*}
$$

where $U$ and $U^{\#}$ are the invertible multipliers for corrections of the factorizations of $v$ and $v^{\#}$ respectively as in Proposition 3.4. By virtue of the proof of Proposition 4.1, $I d-C_{w_{0}}$ is invertible because the Riemann-Hilbert problem of $\Delta$ admits the fundamental solution $\delta_{ \pm}$. Therefore $I d-C_{w}$ and $I d-C_{w^{\#}}$ are connected by a right invertible multiplier.

Note in the above that $\Delta$ in general is not diagonal; therefore the RiemannHilbert problem is not a scalar problem. In $\S 9$, we will see that for the inverse problem for certain systems the Riemann-Hilbert problem of $\Delta$ always admits a fundamental solution.

The above generalization certainly has some effects on the direct problem as well. For example, the potentials of the $n \times n$ AKNS system need to be $J$ off diagonal and clearly this is more restrictive than being off diagonal.
8. Reconstruction of the potentials. Let $m(x, \cdot)$ be a fundamental solution of $w_{x}$. We ask what kind of potentials $q(x, z)$ can be constructed such that

$$
\begin{equation*}
\mathbf{m}^{\prime}(x, z)-\operatorname{ad} J(z) \mathbf{m}(x, z)=q(x, z) \mathbf{m}(x, z) . \tag{8.1}
\end{equation*}
$$

Clearly if such a $q(x, z)$ exists, it is uniquely determined by $\mathbf{m}$ because $\mathbf{m}$ is nonsingular. Let $q(x, z)$ be an undetermined rational function in $z$ with the same poles as $J(z)$ in the way that if $z=\infty$ is a pole of $J(z)$ of the multiplicity $n$, then it is a pole of $q(x, z)$ of multiplicity $n-1$; and if $z=z_{0}$ is a finite pole of $J(z)$ of multiplicity $n$, then it is also a pole of $q(x, z)$ of multiplicity $n$. Now we formally define an operator $L$ on functions of variable $(x, z) \in \mathbb{R} \times \Sigma$ as

$$
\begin{equation*}
L \phi(x, z)=\left(\frac{d}{d x}-\operatorname{ad} J(z)-q(x, z)\right) \phi(x, z) . \tag{8.2}
\end{equation*}
$$

Let $m$ be a fundamental solution of the Riemann-Hilbert problem of $w$; a formal calculation gives

$$
\begin{equation*}
\left(I d-C_{w_{x}}\right) L m=\left(I d-C_{w_{x}}\right) L m-L\left(I d-C_{w_{x}}\right) m-q=\left[L, C_{w_{x}}\right] m-q . \tag{8.3}
\end{equation*}
$$

To make the above calculation rigorous, let $w \in F S D_{1}$, and if $\infty$ is a pole of $J(z)$ with multiplicity $n$, assume $z^{2 n-1} w^{ \pm} \in \mathbf{L}^{2}(\Sigma)$, and if $z_{0}$ is a finite pole of $J(z)$ with multiplicity $n$, assume $\left(z-z_{0}\right)^{-(2 n+1)} v \in \mathrm{~L}^{2}(\Sigma)$. Under these assumptions, ad $J w \in$ $F S D_{1}$, then since $(d / d x) C_{w_{x}}=C_{\text {ad } J w_{x}},(d / d x) m(x, \cdot) \in \mathbf{L}^{2}(\Sigma)$. Also $C_{w_{x}} L m \in \mathbf{L}^{2}$. Therefore the above calculation can be carried out rigorously. If

$$
\begin{equation*}
\left[L, C_{w_{x}}\right] m-q=0 \tag{8.4}
\end{equation*}
$$

then $L m=C_{w_{x}} L m \in \mathbf{L}^{2}$. Since the Riemann-Hilbert problem admits a fundamental solution, $I d-C_{w_{x}}$ is injective (invertible). It follows that $L m=0$. It is easily checked that this extends to (8.1). Therefore (8.4) is the formula for the reconstruction of $q$. Expression (8.4) may be written explicitly as

$$
\begin{equation*}
\int_{\Sigma}\left(\frac{\operatorname{ad} J(\varsigma)-\operatorname{ad} J(z)}{\varsigma-z} m(x, \varsigma)+\frac{q(x, \varsigma)-q(x, z)}{\varsigma-z} m(x, \varsigma)\right) d \mu_{x}(\varsigma)=q(x, z) \tag{8.5}
\end{equation*}
$$

with $d \mu_{x}(z)=(2 \pi i)^{-1} e^{x}$ ad $J(z) w(z) d z$.
Example 8.1. $(n \times n$ AKNS) $J(z)=z J, q(x, z)=q(x)$.

$$
\begin{equation*}
q(x)=\operatorname{ad} J \int_{\Sigma} m(x, \varsigma) d \mu_{x}(\varsigma) \tag{8.6}
\end{equation*}
$$

Therefore in the direct problem we must assume that $q$ is $J$ off diagonal.
Example 8.2. (For Landau-Lifshitz equation [11]). Let $J(z)=z^{-1} J, q(x, z)=$ $z^{-1} q(x)$.

$$
\begin{equation*}
-q=\operatorname{ad} J \int_{\Sigma} \zeta^{-1} m(x, \varsigma) d \mu_{x}(\varsigma)+q \int_{\Sigma} \zeta^{-1} m(x, \zeta) d \mu_{x}(\varsigma) \tag{8.7}
\end{equation*}
$$

This can be written as

$$
\begin{equation*}
q(x, z)+J(z)=\left(\int_{\Sigma} \varsigma^{-1} m(x, \varsigma) d \mu_{x}(\varsigma)+I\right) J\left(\int_{\Sigma} \varsigma^{-1} m(x, \varsigma) d \mu_{x}(\varsigma)+I\right)^{-1} \tag{8.8}
\end{equation*}
$$

Therefore in this case in the direct problem we must assume that $q+J$ is similar to $J$.

In (8.8), $\int_{\Sigma} \zeta^{-1} m(x, \zeta) d \mu_{x}(\zeta)+I$ is nonsingular because it is $m(x, 0)$. In general, $q$ is always solvable from (8.4), which determines the basic algebraic structures of the potentials. We point out that this is consistent with the gauge transform in the direct problem in order to acquire the desired decay at the poles of $J(z)$ for the scattering data.

Proposition 8.1. For the $n \times n$ AKNS system, it is given in [3] that near $x=-\infty$,

$$
\begin{equation*}
\left\|C_{w_{x}} I\right\|=O\left(x^{-k-1}\right) \tag{8.9}
\end{equation*}
$$

Let $m$ be a fundamental solution of $w$, then

$$
\begin{equation*}
\|m(x, \cdot)-I\|_{0}=O\left(x^{-k-1}\right) \quad \text { as } x \rightarrow-\infty . \tag{8.10}
\end{equation*}
$$

Proof. Since

$$
\begin{equation*}
\left(I d-C_{w_{x}}\right)^{-1}=\left(I d-T_{w_{x}}\right)^{-1}\left(I d-C_{\tilde{w}_{x}}\right) \quad \text { for } x \text { near }-\infty, \tag{8.11}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\left(I d-C_{w_{x}}\right)^{-1}\right\|_{0} \leq c \quad \text { for } x \text { near }-\infty, \tag{8.12}
\end{equation*}
$$

for some constant $c$ independent of $x$. It follows

$$
\begin{equation*}
\|m(x, \cdot)-I\|_{0}=\left\|\left(I d-C_{w_{x}}\right)^{-1} C_{w_{x}} I\right\|_{0} \leq c\left\|C_{w_{x}} I\right\|_{0}=O\left(x^{-k-1}\right) \tag{8.13}
\end{equation*}
$$

The desired decay of the potential $q$ at $x=-\infty$ can be derived by using

$$
\begin{equation*}
q=\frac{\operatorname{ad} J}{2 \pi i}\left(\int_{\Sigma^{+}} m e^{x \operatorname{ad} J(z)} w^{+}+\int_{\Sigma^{-}} m e^{x \operatorname{ad} J(z)} w^{-}\right) . \tag{8.14}
\end{equation*}
$$

At $x=+\infty$, we consider the problem normalized at $x=+\infty$ (see [3, p. 79]). For general $J(z)$, to obtain the desired decay for $q$, we need to study the asymptotic behaviors of the oscillatory integral $C_{w_{x}} I$ and its Laurent expansion at the poles of $J(z)$. We remark here that if $v_{c}=0$, then by contour integration, $C_{w_{x}}$ reduces to an algebraic operator and the integrals in (8.6), (8.8), and (8.14) to summations.

We conclude this section by a proposition often seen in the inverse scattering problem.

PROPOSITION 8.2. $\operatorname{tr} q=0$.
Proof. $L m=0$ gives

$$
\begin{equation*}
q=m^{\prime} m^{-1}+\left(J-m J m^{-1}\right) \tag{8.15}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\operatorname{tr} q=\operatorname{tr} m^{\prime} m^{-1} \tag{8.16}
\end{equation*}
$$

The estimate near $P_{J}$ yields $\operatorname{tr} q=0$.
9. Further results in the Riemann-Hilbert problem and their applications to the inverse scattering problem. In this section, we work on a pair of decomposing algebras (defined below) in place of $\mathbf{H}_{I}^{k}\left(\Sigma^{ \pm}\right)$.

Let $\Sigma$ be a contour in the Riemann sphere passing $\infty$ and $C\left(\Sigma^{ \pm}\right)$be the algebra of all scalar functions on $\Sigma$ with their restrictions on the boundary of each component of $\Omega^{ \pm}$being continuous (after a modification at the self-intersections). Letting $B \subset$ $C\left(\Sigma^{ \pm}\right)$be a Banach algebra, we denote by $B^{0}$ the maximal ideal of $B$ consisting of all functions in $B$ vanishing at $\infty$. The Banach algebra $B \subset C\left(\Sigma^{ \pm}\right)$is said to be
(1) Inverse closed if the fact that $\phi \in B$ is invertible in $C\left(\Sigma^{ \pm}\right)$implies that $\phi$ is invertible in $B$;
(2) Componentwise independent if for every vector $\phi \in B$ and every component $\Omega_{\nu}$ of $\Omega^{ \pm}$, the function $\phi_{\nu}$ equal to $\phi$ on $\partial \Omega_{\nu}$ and zero elsewhere is in $B$;
(3) Decomposing if $C_{ \pm}$are bounded on $B_{0}$.

We write $B_{n}=\mathbf{M}_{n} \otimes B$ and denote by $G B_{n}$ the general linear group of $B_{n}$ and by $S B_{n}$ the special linear group of $B_{n}$.

If $B$ is a decomposing algebra, we denote by $B_{n}$ the space of componentwise holomorphic matrix functions $\mathbf{m}$ on $\Omega$ with their boundary values $m_{ \pm} \in m_{ \pm}(\infty)+$ $C_{ \pm} B_{n}^{0}$ by $G B_{n}$, the general linear group of $B_{n}$. The following theorem for a pair of decomposing algebras on a self-intersecting contour $\Sigma$ is a generalization of the classical Riemann-Hilbert factorization theorem in a single decomposing algebra.

THEOREM 9.1. Let $E\left(\Sigma^{ \pm}\right) \subset C\left(\Sigma^{ \pm}\right)$be a pair of inverse closed componentwise independent decomposing algebras satisfying
(1) $R^{ \pm} \subset E\left(\Sigma^{ \pm}\right) \subset L_{I}^{2}(\Sigma)$,
(2) $C_{+} E^{0}\left(\Sigma^{-}\right), C_{-} E^{0}\left(\Sigma^{+}\right) \subset E(\Sigma) \stackrel{\text { def }}{=} E\left(\Sigma^{+}\right) \cap E\left(\Sigma^{-}\right)$,
(3) For every $a_{ \pm} \in E\left(\Sigma^{ \pm}\right)$, the operator $\phi \mapsto C_{ \pm} a_{ \pm} C_{\mp} \phi$ on $E^{0}\left(\Sigma^{+}\right)$and $E^{0}\left(\Sigma^{-}\right)$ is compact,
then every $v \in G E_{n}\left(\Sigma^{-}\right) \cdot G E_{n}\left(\Sigma^{+}\right)$admits a Riemann-Hilbert factorization

$$
\begin{equation*}
v=m_{-} \theta m_{+} \tag{9.1}
\end{equation*}
$$

where $\mathbf{m} \in G \mathcal{E}_{n}(\Sigma)$ and $\theta$ is as in (9.2) below with the integers $k_{i}$ uniquely determined by $v$ up to a permutation. These integers are called the partial indices of $v$.

Furthermore, if in addition, $\operatorname{det} v=1$, then $\mathbf{m}$ can be chosen such that $\operatorname{det} \mathbf{m}=1$ and therefore $v \in S E_{n}\left(\Sigma^{-}\right) \cdot S E_{n}\left(\Sigma^{+}\right)$.

Proof. Our proof is based on a standard induction over the number of components of $\mathbb{C} \backslash \Sigma$.

We first assume that $v \in G E_{n}\left(\Sigma^{-}\right)$. Let $\Omega^{\prime}$ be a component of $\Omega^{-}$. By the assumption that $\partial \Omega^{\prime}$ does not have self-intersections, if $\Sigma=\partial \Omega^{\prime}$, then we are done according to the results in [7]. Otherwise we write $\Sigma_{2}=\partial \Omega^{\prime}, \Sigma_{1}=\overline{\Sigma \backslash \Sigma_{2}}$ and $\Omega_{i}=\overline{\mathbb{C}} \backslash \Sigma_{i}$ for $i=1,2$. We have the disjoint unions

$$
\Omega^{-}=\Omega_{1}^{-} \cup \Omega_{2}^{-}, \quad \Omega_{1}^{+}=\Omega_{2}^{-} \cup \Omega^{+}
$$

where none of $\Omega_{1}^{-}, \Omega_{2}^{-}$, or $\Omega^{+}$is empty. Fix $z_{+} \in \Omega^{+}, z_{-} \in \Omega_{1}^{-}$and $z_{-}^{\prime} \in \Omega_{2}^{-}$.
We write $v_{i}=v \upharpoonright \Sigma_{i}$ for $1=1,2$. Then $v_{1} \in G E_{n}\left(\Sigma_{1}^{-}\right)$where $E_{n}\left(\Sigma_{1}^{-}\right)$is the restriction of $E_{n}\left(\Sigma^{-}\right)$on $\Sigma^{-}$. Clearly $E_{n}\left(\Sigma_{1}^{-}\right)$is also an inverse closed componentwise independent decomposing algebra.

Inductively we assume that $v_{1}$ admits a Riemann-Hilbert factorization relative to $\Sigma_{1}$,

$$
v_{1}=m_{1-} \theta_{1} m_{1+}
$$

where

$$
\theta_{1}=\operatorname{diag}\left[\left(\frac{z-z_{+}}{z-z_{-}}\right)^{j_{1}}, \cdots,\left(\frac{z-z_{+}}{z-z_{-}}\right)^{j_{n}}\right]
$$

and $\mathbf{m}_{1} \in G \mathcal{E}_{n}\left(\Sigma_{1}\right) \subset G \mathcal{E}_{n}(\Sigma)$.
Define on $\Sigma_{2}, v_{3}=\mathbf{m}_{1} v_{2} \mathbf{m}_{1}^{-1} \hat{\theta}_{1} \in G E_{n}\left(\Sigma_{2}^{-}\right)$where

$$
\hat{\theta}_{1}=\operatorname{diag}\left[\left(\frac{z-z_{-}}{z-z_{-}^{\prime}}\right)^{j_{1}}, \cdots,\left(\frac{z-z_{-}}{z-z_{-}^{\prime}}\right)^{j_{n}}\right]
$$

Inductively we assume that $v_{3}$ admits a Riemann-Hilbert factorization relative to $\Sigma_{2}$,

$$
v_{3}=m_{2-} \theta_{2} m_{2+}
$$

where

$$
\theta_{2}=\operatorname{diag}\left[\left(\frac{z-z_{+}}{z-z_{-}^{\prime}}\right)^{k_{1}}, \cdots,\left(\frac{z-z_{+}}{z-z_{-}^{\prime}}\right)^{k_{n}}\right]
$$

and $\mathbf{m}_{2} \in G \mathcal{E}_{n}\left(\Sigma_{2}\right) \subset G \mathcal{E}_{n}(\Sigma)$. Set

$$
\begin{equation*}
\theta=\operatorname{diag}\left[\left(\frac{z-z_{+}}{z-z_{-}}\right)^{k_{1}}, \cdots,\left(\frac{z-z_{+}}{z-z_{-}}\right)^{k_{n}}\right] \tag{9.2}
\end{equation*}
$$

and $\hat{\theta}_{2}=\theta_{2} \theta^{-1}$.
Define the componentwise holomorphic function $\mathbf{m}$ on $\mathbb{C} \backslash \Sigma$,

$$
\mathbf{m}=\left\{\begin{array}{cl}
\hat{\theta}_{2} \mathbf{m}_{2} \hat{\theta}_{1}^{-1} \mathbf{m}_{1} & \text { on } \Omega^{+} \\
\mathbf{m}_{1} \theta_{1} \hat{\theta}_{1} \mathbf{m}_{2}^{-1} \theta_{2}^{-1} & \text { on } \Omega_{1}^{-} \\
\mathbf{m}_{1}^{-1} \mathbf{m}_{2} & \text { on } \Omega_{2}^{-}
\end{array} \in G \mathcal{E}_{n}(\Sigma)\right.
$$

Then on $\Sigma_{1}$,

$$
\begin{aligned}
m_{-} \theta m_{+} & =m_{1-}^{-1} \theta_{1} \hat{\theta}_{1} \mathbf{m}_{2}^{-1} \theta_{2}^{-1} \theta \hat{\theta}_{2} \hat{\theta}_{1}^{-1} m_{1+} \\
& =m_{1-}^{-1} \theta_{1} m_{1+}=v_{1},
\end{aligned}
$$

and on $\Sigma_{2}$,

$$
\begin{aligned}
m_{-} \theta m_{+} & =\mathbf{m}_{1}^{-1} m_{2-} \theta \hat{\theta}_{2} m_{2+} \hat{\theta}_{1}^{-1} \mathbf{m}_{1} \\
& =\mathbf{m}_{1}^{-1} v_{3} \hat{\theta}_{1}^{-1} \mathbf{m}_{1}=v_{2}
\end{aligned}
$$

We have the parallel result for $v \in G E_{n}\left(\Sigma^{+}\right)$.
For general $v$ we write $v=b^{-} b^{+}$such that $b^{ \pm} \in G E_{n}\left(\Sigma^{-}\right)$. We have already obtained that $b^{-}$admits a Riemann-Hilbert factorization

$$
b^{-}=m_{-} \theta m_{+} .
$$

Since $m_{+}-m_{+}(\infty) \in \operatorname{ran} C_{+}, m_{+} \in G E_{n}\left(\Sigma^{+}\right)$. Therefore $\theta m_{+} b^{+} \in G E_{n}\left(\Sigma^{+}\right)$. Thus we have the Riemann-Hilbert factorization

$$
\theta m_{+} b^{+}=m_{-}^{\prime} \theta^{\prime} m_{+}^{\prime}
$$

Finally we obtain the Riemann-Hilbert factorization for $v$,

$$
v=\left(m_{-} m_{-}^{\prime}\right) \theta^{\prime} m_{+}^{\prime}
$$

The proof for the uniqueness of the partial indices is the same as that in [7].
For the remaining part of the theorem, assume $\operatorname{det} v=1$. Clearly we may choose $m_{+}$such that $\operatorname{det} m_{+}(\infty)=1$. Then the fact that

$$
1=\operatorname{det} v=\operatorname{det} m_{-} \operatorname{det} \theta \operatorname{det} m_{+}
$$

is a scalar Riemann-Hilbert factorization of 1 forces $\operatorname{det} m_{-}=\operatorname{det} \theta \operatorname{det} m_{+}=1$.
In the sequal we replace $m_{-}$in Theorem 9.1 by $m_{-}^{-1}$. We define the factorized data with respect to a pair of decomposing algebras featured in Theorem 9.1 in the same manner as those previously defined with respect to $\mathbf{H}_{I}^{k}\left(\Sigma^{ \pm}\right)$.

For a Fredholm operator $A$ we write

$$
\begin{equation*}
\alpha(A)=\operatorname{dim} \operatorname{ker}(A) ; \tag{9.3}
\end{equation*}
$$

and the Fredholm index of $A$ as

$$
\begin{equation*}
i(A) \stackrel{\text { def }}{=} \alpha(A)-\beta(A) . \tag{9.5}
\end{equation*}
$$

Since $v(\infty)=I, m_{-}(\infty)=m_{+}(\infty)$. Without loss, we assume $m_{ \pm}(\infty)=I$ (otherwise we may change the basis of $\mathbf{M}_{n}$ ). In the following, we show that the classical results regarding the relation between the partial indices and the Fredholm index of the corresponding operators are still valid for the Riemann-Hilbert factorization in a pair of decomposing algebras.

THEOREM 9.2. Let $k_{1}, \cdots, k_{n}$ be the partial indices of $v$. For any factorized data $w$ of $v$, we have

$$
\begin{align*}
\alpha\left(I d-C_{w}\right) & =n \sum_{k_{j}>0} k_{j},  \tag{9.6}\\
\beta\left(I d-C_{w}\right) & =-n \sum_{k_{j}<0} k_{j} \tag{9.7}
\end{align*}
$$

$$
\begin{equation*}
i\left(I d-C_{w}\right)=n \sum k_{j}=\frac{n}{2 \pi} \int_{\Sigma} d \arg \operatorname{det} v . \tag{9.8}
\end{equation*}
$$

Proof. It follows from Proposition 3.4 that we only need to work for a particular factorized data. Here we choose $w$ with $b^{+} \stackrel{\text { def }}{=} \theta m_{+}$and $b^{-} \stackrel{\text { def }}{=} m_{-}$. Then $w$ is a factorized data of $v$ in (9.1). We also define $w_{1}$ from $b^{ \pm} \stackrel{\text { def }}{=} m_{ \pm}$, and $w_{2}$ from $b^{+}=\theta, b^{-}=I$. Then $I d-C_{w_{1}}$ is invertible because $w_{1}$ admits a fundamental solution $m_{ \pm}$. For $w_{2}$, (9.6), (9.7), and (9.8) hold by the same proof used in [7]. Now the theorem follows from the relation

$$
\begin{equation*}
I d-C_{w}=\left(I d-C_{w_{1}}\right)\left(I d-C_{w_{2}}\right) \tag{9.9}
\end{equation*}
$$

We denote by $\dagger$ the Schwarz reflection for the matrix functions, $f^{\dagger}(z)=f(\bar{z})^{*}$, and the reflection of a subset of $\mathbb{C}$ about the real axis $\mathbb{R}$. Now we consider the RiemannHilbert problem with the contours invariant under the reflection about the real axis. We assume that $\Sigma$ contains the real axis $\mathbb{R}$; if it does not, then $\Sigma \cap \mathbb{R}$ must be a finite set we may add $\mathbb{R}$ to the contour.

THEOREM 9.3. Let $v$ be a data supported on a Schwarz reflection invariant contour. Then $v$ has only zero partial indices if $\operatorname{Re} v \upharpoonright \mathbb{R} \geq 0$, and $v=v^{\dagger} \upharpoonright \Sigma \backslash \mathbb{R}$.

Proof. Clearly we only need to prove the $\mathrm{L}^{2}$ invertibility of $I d-C_{w}$ for an arbitrary factorized data $w$ of $v$. Applying the Schwarz reflection on the Riemann-Hilbert factorization in 9.1 gives

$$
v^{\dagger}=m_{+}^{\dagger} \theta^{\dagger} m_{-}^{-1 \dagger}
$$

It follows from the facts that $\overline{z^{ \pm}} \in \Omega^{\mp}$ and that

$$
\left(m_{ \pm}^{\dagger}\right)^{-1} \in \operatorname{ker} C_{ \pm}
$$

that $-k_{1}, \cdots,-k_{n}$ are the partial indices of $v^{\dagger}$. Therefore

$$
\beta\left(I d-C_{w}\right)=\alpha\left(I d-C_{w^{\prime}}\right)
$$

where $w^{\prime}$ is a factorized data for $v^{\dagger}$. Since $v^{\dagger}$ also satisfies the conditions for $v$ in this theorem, it suffices to show that $\alpha\left(I d-C_{w}\right)=0$.

Let $\Omega_{\nu}$ be a component of $\mathbb{C} \backslash \Sigma$ on the upper half-plane. Then clearly $\Omega_{\nu}^{\dagger}$ is a component of $\mathbb{C} \backslash \Sigma$ on the lower half-plane and $\partial \Omega_{\nu}=\left(\partial \Omega_{\nu}\right)^{\dagger}$ with the orientation preserved. Let $m \in \operatorname{ker}\left(I d-C_{w}\right)$, then $m_{ \pm} \stackrel{\text { def }}{=} m b^{ \pm}$give rise to a vanishing solution of the Riemann-Hilbert problem of $v$. Let $m_{\nu 1}, m_{\nu 2}$ be the boundary values of $\mathbf{m} \upharpoonright \Omega_{\nu}$, $\mathbf{m} \upharpoonright \Omega_{\nu}^{\dagger}$, respectively. Then by the rational approximation (we are working in $\mathbf{L}^{2}$ space) and a contour integral argument we have

$$
\int_{\partial \Omega_{\nu}} m_{\nu 1} m_{\nu 2}^{\dagger}=0
$$

We add them up for all $\Omega_{\nu}$ on the upper half-plane to have

$$
\sum \int_{ \pm \partial \Omega_{\nu}} m_{\nu 1} m_{\nu 2}^{\dagger}=0
$$

where $\pm$ is chosen to make $\pm \partial \Omega_{\nu}$ a positively oriented contour for $\Omega_{\nu}$. Now we assert that

$$
\begin{equation*}
\sum \int_{ \pm \partial \Omega_{\nu}} m_{\nu 1} m_{\nu 2}^{\dagger}=\int_{-\infty}^{\infty} m_{-} V m_{-}^{\dagger} \tag{9.10}
\end{equation*}
$$

where $V=v$ or $v^{\dagger}$ on different locations. To prove the assertion let $\Sigma_{\nu}$ be a component of $\Sigma \backslash S$ on the open upper half-plane. Then $\Sigma_{\nu}$ is part of the common boundary of
a component $\Omega_{\nu}^{+}$and a component $\Omega_{\nu}^{-}$on the upper half-plane. Clearly $\Omega_{\nu}^{+\dagger}, \Omega_{\nu}^{-\dagger}$ are components of $\Omega^{-}, \Omega^{+}$respectively on the lower half-plane. Now set $m_{1}^{+}, m_{1}^{-}$to be the boundary values of $m$ on $\Sigma_{\nu}$ from $\Omega_{\nu}^{+}, \Omega_{\nu}^{-}$, respectively and $m_{2}^{+}, m_{2}^{-}$the boundry values of $\mathbf{m}$ on $\Sigma_{\nu}^{\dagger}$ from $\Omega_{\nu}^{-\dagger}, \Omega_{\nu}^{+\dagger}$, respectively. Clearly the integrals on $\Sigma_{\nu}$ appear twice in the sum once as

$$
\begin{equation*}
\int_{\Sigma_{\nu}} m_{1+} m_{2-}^{\dagger}=\int_{\Sigma_{\nu}} m_{1-} v m_{2-}^{\dagger} \tag{9.11}
\end{equation*}
$$

and once as

$$
\begin{equation*}
\int_{-\Sigma_{\nu}} m_{1-} m_{2+}^{\dagger}=\int_{-\Sigma_{\nu}} m_{1-} v^{\dagger} m_{2-}^{\dagger} \tag{9.12}
\end{equation*}
$$

Since they are off the real axis $v=v^{\dagger}$, the two integrals cancel. Therefore only the integrals on the real axis survive in the sum. It is easily seen that these integrals are all oriented from left to right and the sum of them gives the right-hand side of (9.10).
The assertion is proven. We have

$$
\begin{equation*}
\int_{-\infty}^{\infty} m_{-} V m_{-}^{\dagger}=0 \tag{9.13}
\end{equation*}
$$

Adding this equation to its Schwarz reflection (or Hermitian conjugation) gives

$$
\begin{equation*}
\int_{-\infty}^{\infty} m_{-}\left(v+v^{\dagger}\right) m_{-}^{\dagger}=0 \tag{9.14}
\end{equation*}
$$

Since on $\mathbb{R}, \operatorname{Re} v \geq 0$, and $v(\infty)=I$, we have $m_{-}(z)=0$ almost everywhere near $z=\infty$ on $\mathbb{R}$. It can be shown by a Cauchy integral argument that the meromorphic extension of $m_{-}$near $z=\infty$ equals zero. Since $v$ is nonsingular $m_{ \pm}=0$ on whole contour $\Sigma$. We conclude $\operatorname{ker}\left(I d-C_{w}\right)=0$.

For the inverse scattering problem, if $v$ is Hermitian, then $v(z)>0$ because $v$ is nonsingular and continuous with $v(\infty)=I$. It is shown in [4] that the RiemannHilbert problem for the inverse scattering of the $n \times n$ AKNS system with $J+J^{*}=0$, and $q+q^{*}=0$ is always solvable. Theorem 9.2 implies the following generalization.

If $J+J^{*}=q+q^{*}=0$ for all real $z$, by the Schwarz reflection principle, $J+J^{\dagger}=$ $q+q^{\dagger}=0$. In this case $\Sigma$ obviously contains $\mathbb{R}$. Also since the solution $\mathbf{m}$ of the system satisfies $\mathbf{m}^{-1}=\mathbf{m}^{\dagger}$, it is deduced from this that $v=v^{\dagger}$ and $\operatorname{Re} v>0$ on $\mathbb{R}$. Therefore for this kind of system the inverse problem is always solvable.

Finally, for the problem without poles, it follows from the uniqueness of the generalized triangular factorization that $v=v^{\dagger}$ implies $\Delta=\Delta^{\dagger}$ in §7. Therefore the conditions for the decay of the potentials at $x=+\infty$ can be explicitly obtained. This also applies to the systems for the generalized wave equation and the generalized sine-Gordon equation for the decay in the nonoblique directions.
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# ASYMPTOTIC EXPANSION OF THE PEARCEY INTEGRAL NEAR THE CAUSTIC* 

DAVID KAMINSKI ${ }^{\dagger}$

Abstract. An asymptotic expansion of the function

$$
P(x, y)=\int_{\mathbf{R}} \exp \left\{i\left(t^{4} / 4+x t^{2} / 2+y t\right)\right\} d t
$$

is constructed which remains uniformly valid as $x \rightarrow-\infty$ for $(x, y)$ near the caustic $4 x^{3}+27 y^{2}=0$ in the real $x y$-plane. The result remains valid for a range of complex $x$ and $y$ when $P$ is extended to $\mathbf{C} \times \mathbf{C}$ by analytic continuation.

Key words. uniform asymptotic expansions, Pearcey integral, diffraction integrals, caustics
AMS(MOS) subject classifications. 41A60, 30E15, 33A70

1. Introduction. The Pearcey function of two real variables $x$ and $y$ is defined by

$$
\begin{equation*}
P(x, y)=\int_{-\infty}^{+\infty} \exp \left\{i\left(\frac{t^{4}}{4}+x \frac{t^{2}}{2}+y t\right)\right\} d t \tag{1.1}
\end{equation*}
$$

It is one of a class of "generalized Airy functions"

$$
\begin{equation*}
Y_{0}\left(x_{1}, \cdots, x_{m-2}\right)=\int_{-\infty}^{+\infty} \exp \left\{i\left(x_{1} \theta+\cdots+x_{m-2} \theta^{m-2}+\frac{\theta^{m}}{m}\right)\right\} d \theta \tag{1.2}
\end{equation*}
$$

(see [7, p. 456]), the usual Airy integral being a constant multiple of $Y_{0}\left(x_{1}\right)$, and the Pearcey function being $Y_{0}(y, x / 2)$. The role of the oscillatory integrals (1.2) in geometrical optics is well known, $\left|Y_{0}\right|^{2}$ being related to the intensity of light at caustics characterized by catastrophes which the phase functions represent (see [6, p. 337]).

The function in (1.1) arose in Pearcey's investigation of electromagnetic fields near a "cusp" [11], and so bears his name. More recent work involving (1.1) includes optics [13], scattering theory [5], quantum mechanics [9, p. 172], and the theory of nonlinear waves [8].

Also, just as the Airy function plays an important role in the theory of uniform asymptotic expansions of integrals with two coalescing saddle points [3], the functions $Y_{0}$ in (1.2) play a corresponding role in the uniform asymptotic theory of integrals with $m-1$ coalescing saddle points [14]. Consequently, the functions $Y_{0}$, for physical as well as mathematical reasons, represent an important class of special functions paralleling the role played by the classical Airy function. We shall restrict our attention to $P(x, y)$ (or, $Y_{0}(y, x / 2)$ ) in the remainder of this paper.

If we apply the method of stationary phase to (1.1), we find that the asymptotic behaviour of $P$ depends on one or three stationary points, provided one of the variables stays fixed. If we denote the phase function in (1.1) by $\phi(t ; x, y)$ and let $\delta=4 x^{3}+27 y^{2}$, then $\phi_{t}=0$ gives three stationary points if $\delta<0$, and only one if $\delta>0$. However,

[^69]as $\delta \rightarrow 0$, we have some (or all) stationary points coalescing, and in the transition from negative to positive $\delta$, it is not clear how $P$ behaves. Therefore, it is the large negative $x$-behaviour of (1.1) for $(x, y)$ near the "caustic" $\delta=0$ that concerns us (if $x$ is positive, then $\delta$ is always positive).

If $x \rightarrow-\infty$, then for $\delta$ to remain small, we must have $|y| \rightarrow \infty$. Since $P(x, y)$ is clearly an even function of $y$, we may restrict ourselves to the case $y>0$; furthermore, we shall find it to be notationally convenient to replace $x$ by $-x$ in (1.1) and examine $x \rightarrow+\infty$. With these conventions, $\delta=0$ implies $y=2 x^{3 / 2} / \sqrt{27}$. "This suggests that we examine $P(-x, y)$ with $y=\mu x^{3 / 2}$; when $\mu=2 / \sqrt{27}$, we are right at the caustic. With this relation between $x$ and $y$, we find that as $x$ and $y$ tend to infinity along $y=\mu x^{3 / 2}, \mu$ fixed,

$$
\begin{equation*}
P\left(-x, \mu x^{3 / 2}\right) \sim \sum_{j=1}^{3} e^{i x^{2} f\left(t_{j} ; \mu\right)+\frac{\pi}{4} i \cdot \operatorname{sign}\left(3 t_{j}^{2}-1\right)} \sqrt{\frac{2 \pi}{x\left|3 t_{j}^{2}-1\right|}} \tag{1.3}
\end{equation*}
$$

Here, $0 \leq \mu<2 / \sqrt{27}, f(t ; \mu)=t^{4} / 4-t^{2} / 2+\mu t$, and the $t_{j}$ are the real roots of $f_{t}=0$ (cf. $\S 2$ for a description of the $t_{j}$ ). At the caustic $\mu=2 / \sqrt{27}$, we find that

$$
\begin{equation*}
P\left(-x, \frac{2 x^{3 / 2}}{\sqrt{27}}\right) \sim \sqrt{\frac{2 \pi}{3 x}} e^{i\left(\pi / 4-2 x^{2} / 3\right)}+\frac{\Gamma(1 / 3)}{3^{1 / 3} x^{1 / 6}} e^{i x^{2} / 12}+\frac{\Gamma(2 / 3)}{i \cdot 2 \cdot 3^{2 / 3} \cdot x^{5 / 6}} e^{i x^{2} / 12} \tag{1.4}
\end{equation*}
$$

and for $\mu>2 / \sqrt{27}$,

$$
\begin{equation*}
P\left(-x, \mu x^{3 / 2}\right) \sim \sqrt{\frac{2 \pi}{x\left(3 t_{0}^{2}-1\right)}} e^{\pi i / 4+i x^{2} f\left(t_{0} ; \mu\right)} \tag{1.5}
\end{equation*}
$$

where $t_{0}$ denotes the only real zero of $f_{t}$.
Note that the approximations in (1.3)-(1.5) are of radically differing characters. As $\mu \rightarrow(2 / \sqrt{27})^{-}, t_{2}$ and $t_{3} \rightarrow 1 / \sqrt{3}$ and hence the approximation (1.3) becomes singular; see §2. The important observation to make, at this point, is that as $\delta \rightarrow 0$ (i.e., $\mu \rightarrow 2 / \sqrt{27}$ ) only two stationary points are coalescing. To exploit this phenomenon, we retain $\mu$ as a uniformity parameter and rewrite (1.1) as a sum of two contour integrals, one of which has exactly two relevant, coalescing, saddle points. This allows us to apply a cubic transformation introduced by Chester, Friedman, and Ursell [3], and to construct a uniform asymptotic expansion of (1.1) as $x \rightarrow-\infty$ with $\delta$ varying in an interval containing 0 (i.e., $\mu$ in an interval containing $2 / \sqrt{27}$ ). The expansion we present is in fact valid for certain complex values of the arguments when $P(x, y)$ is extended to $\mathbf{C} \times \mathbf{C}$ by analytic continuation.

At the time of writing, we became aware of a recent publication by Stamnes and Spjelkavik [12] who also noted that only two stationary points coalesce, but their subsequent derivations of asymptotic expansions of the Pearcey function are purely formal. For a brief discussion of their arguments, see $\S 6$.
2. Alternate representation. An application of Jordan's inequality shows that, for real $x$ and $y$, the path of integration in (1.1) may be rotated onto the contour $\Gamma$ in the complex $t$-plane, where $\Gamma$ is the straight line through the origin making an angle of $\pi / 8$ with the positive real axis. With this integral representation we can analytically continue $P(x, y)$ to an entire function in $\mathbf{C} \times \mathbf{C}$.

Let

$$
\begin{equation*}
\mu=\frac{2}{\sqrt{27}}-\alpha \tag{2.1}
\end{equation*}
$$



Fig. 1. The contours $\Gamma, \Gamma_{1}$, and $\Gamma_{2}$.
and set $y=\mu x^{3 / 2}$. With $x$ real and positive, the change of variable $t \rightarrow x^{1 / 2} t$ gives

$$
\begin{equation*}
P\left(-x, \mu x^{3 / 2}\right)=x^{1 / 2} \int_{\Gamma} e^{i x^{2}\left(t^{4} / 4-t^{2} / 2+\mu t\right)} d t \tag{2.2}
\end{equation*}
$$

Since this integral converges for all complex $\mu$ and for $x$ with $|\arg x|<\pi / 4$, subsequent work is valid for these values of $x$ and $\mu$.

By Cauchy's theorem, we may write

$$
\begin{equation*}
P\left(-x, \mu x^{3 / 2}\right)=x^{1 / 2} \int_{\Gamma_{1}} e^{i x^{2}\left(t^{4} / 4-t^{2} / 2+\mu t\right)} d t+x^{1 / 2} \int_{\Gamma_{2}} e^{i x^{2}\left(t^{4} / 4-t^{2} / 2+\mu t\right)} d t \tag{2.3}
\end{equation*}
$$

where $\Gamma_{1}$ is the contour beginning at $\infty e^{5 \pi i / 8}$ and ending at $\infty e^{\pi i / 8}$, and $\Gamma_{2}$ is the contour beginning at $\infty e^{9 \pi i / 8}$ and ending at $\infty e^{5 \pi i / 8}$ (see Fig. 1).

For $i=1,2$, set

$$
\begin{equation*}
P_{i}(\lambda ; \mu)=\int_{\Gamma_{i}} e^{i \lambda f(t ; \mu)} d t \tag{2.4}
\end{equation*}
$$

where, as in $\S 1$, we have put

$$
\begin{equation*}
f(t ; \mu)=\frac{t^{4}}{4}-\frac{t^{2}}{2}+\mu t \tag{2.5}
\end{equation*}
$$

$P_{i}$ is analytic for all $\mu$ and all $\lambda$ with $\operatorname{Re} \lambda>0$.
Since $f_{t}(t ; \mu)=0$ has the solutions

$$
\begin{aligned}
t_{1}(\mu) & =-\frac{2}{\sqrt{3}} \sin \left(\frac{\pi}{3}+\phi\right) \\
t_{2}(\mu) & =\frac{2}{\sqrt{3}} \sin \phi \\
t_{3}(\mu) & =\frac{2}{\sqrt{3}} \sin \left(\frac{\pi}{3}-\phi\right)
\end{aligned}
$$

for $\Delta=-4+27 \mu^{2}<0$, with $\phi$ given by

$$
3 \phi=\arcsin \left(\mu \frac{\sqrt{27}}{2}\right),|\phi| \leq \pi / 6
$$

(see [10]), we see that as $\Delta \rightarrow 0^{-}$(i.e., $\mu \rightarrow(2 / \sqrt{27})^{-}$), $t_{1} \rightarrow-2 / \sqrt{3}, t_{2} \rightarrow 1 / \sqrt{3}$, $t_{3} \rightarrow 1 / \sqrt{3}$. Thus the two positive roots of $f_{t}=0$ coalesce as $\mu \rightarrow 2 / \sqrt{27}$, but remain well separated from the negative root.

If $\Delta>0$, we can invoke Cardan's formulae (or use the trigonometric solution above with $\phi$ complex) to observe the same phenomenon, only this time, as $\Delta \rightarrow 0^{+}$, the complex conjugate pair of roots of $f_{t}=0$ coalesce to $1 / \sqrt{3}$ with the real root remaining isolated.

Also, by examining $\sin \phi$ and $\sin (\pi / 3-\phi)$ for $\phi \in] 0, \pi / 6\left[\right.$, we find that $t_{3}(\mu)>$ $1 / \sqrt{3}>t_{2}(\mu)$ for $\mu<2 / \sqrt{27}$.

With this background, we shall obtain the large $\lambda$ behaviour of the $P_{i}(\lambda ; \mu)$ as $\lambda \rightarrow \infty$. This in turn will yield the desired expansion of (2.3) as $x \rightarrow \infty$ uniformly for $\mu \in\left[\mu_{0}, \mu_{1}\right]$ where $0<\mu_{0}<2 / \sqrt{27}<\mu_{1}$.
3. Uniform expansion of $P_{1}$. Since $P_{1}$ has two relevant coalescing saddle points, this suggests invoking a cubic transformation as is done in [3] or [2, §9.2]. For convenience, we shall choose $\alpha$, given in (2.1), as our uniformity parameter since the saddles coincide when $\alpha$ vanishes.

As the saddles coalesce at $t=1 / \sqrt{3}$, we develop $f$ as follows:

$$
\begin{aligned}
f(t ; \mu) & =-\frac{\alpha}{\sqrt{3}}+\frac{1}{12}-\alpha z+\frac{z^{3}}{\sqrt{3}}+\frac{z^{4}}{4} \\
& \equiv g(z ; \alpha)-\frac{\alpha}{\sqrt{3}}+\frac{1}{12}
\end{aligned}
$$

where we have set $z=t-1 / \sqrt{3}$. Thus

$$
P_{1}(\lambda ; \mu)=e^{-i \lambda(\alpha / \sqrt{3}-1 / 12)} \int_{\Gamma_{1}^{\prime}} e^{i \lambda g(z ; \alpha)} d z
$$

where $\Gamma_{1}^{\prime}$ is the translate of $\Gamma_{1}$ by $1 / \sqrt{3}$. Note that the zeroes of $g_{z}(z ; \alpha)$ are given by

$$
\begin{aligned}
& z_{1}(\alpha)=-\frac{2}{\sqrt{3}} \sin \left(\phi+\frac{\pi}{3}\right)-\frac{1}{\sqrt{3}} \\
& z_{2}(\alpha)=\frac{2}{\sqrt{3}} \sin \phi-\frac{1}{\sqrt{3}} \\
& z_{3}(\alpha)=\frac{2}{\sqrt{3}} \sin \left(\frac{\pi}{3}-\phi\right)-\frac{1}{\sqrt{3}}
\end{aligned}
$$

where

$$
3 \phi=\arcsin \left(1-\frac{\alpha \sqrt{27}}{2}\right),|\phi| \leq \frac{\pi}{6} .
$$

As in $\S 2$, by examining $\sin \phi$ and $\sin (\pi / 3-\phi)$, we have $z_{1}(\alpha)<-1<z_{2}(\alpha)<0<$ $z_{3}(\alpha)$ for $\alpha>0$ sufficiently small. When $\alpha<0, z_{2}$ and $z_{3}$ are complex conjugates. In either case, $\alpha \rightarrow 0$ implies $z_{2}(\alpha), z_{3}(\alpha) \rightarrow 0$.

Now we introduce the change of variables

$$
\begin{equation*}
g(z ; \alpha)=\frac{u^{3}}{3}-\zeta u+\eta \tag{3.1}
\end{equation*}
$$

where $\zeta=\zeta(\alpha)$ and $\eta=\eta(\alpha)$ are to be determined. In order that (3.1) defines an analytic function $u(z)$ near $z_{2}$ and $z_{3}$, we require that $z_{2}$ and $z_{3}$ correspond to $-\zeta^{1 / 2}$ and $\zeta^{1 / 2}$ respectively. Accordingly, we find that

$$
\begin{equation*}
\zeta^{3 / 2}=\frac{3}{4}\left[g\left(z_{2} ; \alpha\right)-g\left(z_{3} ; \alpha\right)\right] \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta=\frac{1}{2}\left[g\left(z_{2} ; \alpha\right)+g\left(z_{3} ; \alpha\right)\right] . \tag{3.3}
\end{equation*}
$$

Equation (3.1) may be solved explicitly to give three possible candidates for our change of variables: for $\zeta \neq 0$,

$$
\begin{aligned}
& u_{1}(z ; \alpha)=-2 \zeta^{1 / 2} \sin (\pi / 3+\psi) \\
& u_{2}(z ; \alpha)=2 \zeta^{1 / 2} \sin \psi \\
& u_{3}(z ; \alpha)=2 \zeta^{1 / 2} \sin (\pi / 3-\psi)
\end{aligned}
$$

with

$$
\sin 3 \psi=\frac{3(\eta-g(z ; \alpha))}{2 \zeta^{3 / 2}}
$$

for $\zeta=0$, we have $u=(3[g(z)-\eta])^{1 / 3}$ and, again, there are three branches. Please note that we frequently omit mentioning the explicit dependence of $g$ on $\alpha$.

From (3.2) and (3.3), we have

$$
\sin 3 \psi=\frac{\frac{3}{2}\left[g\left(z_{3}\right)-g\left(z_{2}\right)\right]}{2 \zeta^{3 / 2}}=-1
$$

when $z=z_{2}$, and when $z=z_{3}$ we get

$$
\sin 3 \psi=\frac{\frac{3}{2}\left[g\left(z_{2}\right)-g\left(z_{3}\right)\right]}{2 \zeta^{3 / 2}}=+1
$$

Thus, we have

$$
\begin{array}{ll}
u_{1}\left(z_{2} ; \alpha\right)=-\zeta^{1 / 2} & u_{1}\left(z_{3} ; \alpha\right)=-2 \zeta^{1 / 2} \\
u_{2}\left(z_{2} ; \alpha\right)=-\zeta^{1 / 2} & u_{2}\left(z_{3} ; \alpha\right)=\zeta^{1 / 2} \\
u_{3}\left(z_{2} ; \alpha\right)=2 \zeta^{1 / 2} & u_{3}\left(z_{3} ; \alpha\right)=\zeta^{1 / 2}
\end{array}
$$

Therefore, $u_{2}(z ; \alpha)$ is the desired uniformly analytic solution to (3.1). We now set $u(z ; \alpha) \equiv u_{2}(z ; \alpha)$.

Before continuing further, let us briefly examine the nature of the mapping (3.1). From Chester, et al. [3], we know that $u(z ; \alpha)$ is uniformly analytic and one-to-one near $z=0$. Much more, however, can be said. In the following we will show that the mapping (3.1) in the present case is in fact one-to-one and analytic along the contour $\Gamma_{1}^{\prime}$.

In the subsequent analysis, assume $\alpha>0$. The mapping from the $z$ - to $u$-planes can be most easily studied by introducing intermediate variables $Z, \psi$ given by

$$
\begin{aligned}
Z & =g(z ; \alpha)-\eta \\
\sin 3 \psi & =-3 Z / 2 \zeta^{3 / 2} \\
u & =2 \zeta^{1 / 2} \sin \psi
\end{aligned}
$$

see, for example, Copson [4]. We begin by decomposing the $z$-plane into four regions, each of which maps onto the $Z$-plane. A useful device in this process is the determination of all curves that $g$ sends to the real $Z$-axis. We adopt the notational convention of denoting that part of a region $\Omega$ that has positive imaginary part by $\Omega^{+}$.

The mapping $Z=g(z ; \alpha)-\eta$ clearly takes the real line in the $z$-plane to the real line in the $Z$-plane in the following manner:

$$
\begin{align*}
& Z\left(\left[z_{3},+\infty[)=\left[-\frac{2}{3} \zeta^{3 / 2},+\infty[ \right.\right.\right. \\
& Z\left(\left[z_{2}, z_{3}\right]\right)=\left[-\frac{2}{3} \zeta^{3 / 2}, \frac{2}{3} \zeta^{3 / 2}\right]  \tag{3.4}\\
& Z\left(\left[z_{1}, z_{2}\right]\right)=\left[g\left(z_{1}\right)-\eta, \frac{2}{3} \zeta^{3 / 2}\right] \\
& \left.\left.Z(]-\infty, z_{1}\right]\right)=\left[g\left(z_{1}\right)-\eta,+\infty[,\right.
\end{align*}
$$

the mapping $Z$ being one-to-one on each interval. The remaining curves are the nontrivial solutions of

$$
\begin{align*}
\operatorname{Im}(g(z ; \alpha)-\eta)=0 & =\operatorname{Im} g(z ; \alpha)  \tag{3.5}\\
& =\operatorname{Im}\left(g(z ; \alpha)-g\left(z_{k} ; \alpha\right)\right), k=1,2,3
\end{align*}
$$

since each critical point $z_{k}$ being real implies that $g\left(z_{k} ; \alpha\right)$ is real. Note that since the left half of (3.5) is independent of $k$, the solution curves arising from the right half of (3.5) are the same for each $k$.

Develop $g$ about the critical point $z=z_{k}$. Then (3.5) becomes

$$
\operatorname{Im}\left(\frac{g^{\prime \prime}\left(z_{k} ; \alpha\right)}{2} t^{2}+\frac{g^{\prime \prime \prime}\left(z_{k} ; \alpha\right)}{6} t^{3}+\frac{1}{4} t^{4}\right)=0
$$

where we have set $t=z-z_{k}=\sigma+i \tau$, and suppressed dependence on $k$. Thus

$$
0=\frac{2 \sqrt{3} z_{k}+z_{k}^{2}}{2} \cdot 2 \sigma \tau+\frac{2 \sqrt{3}+6 z_{k}}{6}\left(3 \sigma^{2} \tau-\tau^{3}\right)+\left(\sigma^{3} \tau-\sigma \tau^{3}\right)
$$

or, since we have accounted for $\tau \equiv 0$ in (3.4),

$$
0=\left(2 \sqrt{3} z_{k}+3 z_{k}^{2}\right) \sigma+\frac{2 \sqrt{3}+6 z_{k}}{2} \sigma^{2}+\sigma^{3}-\left(\frac{2 \sqrt{3}+6 z_{k}}{6}+\sigma\right) \tau^{2}
$$

yielding

$$
\begin{equation*}
\tau= \pm \sqrt{\frac{\left(2 \sqrt{3} z_{k}+3 z_{k}^{2}\right) \sigma+\frac{2 \sqrt{3}+6 z_{k}}{2} \sigma^{2}+\sigma^{3}}{\frac{2 \sqrt{3}+6 z_{k}}{6}+\sigma}} \tag{3.6}
\end{equation*}
$$

wherever the quantity inside the outer surd is nonnegative.
Since $\sigma=\tau=0$ satisfies (3.6) and $\sigma+i \tau=z-z_{k}$, each $z_{k}$ lies on at least one of the curves determined by (3.6). Equation (3.6) gives rise to three curves; two of


FIG. 2. Curves that map to the real $Z$-axis (solid curves) and the regions $R_{j}, j=1,2,3,4$.
these curves have the $45^{0}$ lines through the origin as asymptotes, and the other (the one containing $z_{2}$ ) has the vertical line $\sigma=-\left(2 \sqrt{3}+6 z_{k}\right) / 6$ as its asymptote. These curves are displayed in Fig. 2.

The curves that do not lie along the real $z$-axis partition the $z$-plane into four regions, $R_{1}, R_{2}, R_{3}$, and $R_{4}$, each of which maps in a one-to-one fashion onto the $Z$-plane (on the boundaries, the map $g$ may be two-to-one) (see Fig. 2).

Consider $R_{1}^{+}$and the map $z \rightarrow g(z ; \alpha)-\eta$. From (3.4) we know that [ $z_{3},+\infty[$ maps onto $\left[-\frac{2}{3} \zeta^{3 / 2},+\infty\left[\right.\right.$, and the curve bounding the upper extent of $R_{1}^{+}$is mapped to $]-\infty,-\frac{2}{3} \zeta^{3 / 2}$. Thus we see that $R_{1}^{+}$maps to the upper half of the $Z$-plane. As well, the steepest descent curve of $\operatorname{ig}(z ; \alpha)$ from $z=z_{3}$ to $\infty e^{\pi i / 8}$ lies within $R_{1}^{+}$and maps to a vertical line in the $Z$-plane running through $Z=-\frac{2}{3} \zeta^{3 / 2}$. In Figs. 3-5, shaded regions map to shaded regions, dotted lines represent steepest descent curves, and in each figure, letters that correspond represent points that correspond under each indicated map (see Fig. 3).

Under the map $\sin 3 \psi=-3 Z / 2 \zeta^{3 / 2}$, we note the following: $Z=-\frac{2}{3} \zeta^{3 / 2}$ is mapped to $\psi=\pi / 6$; with $\psi \in[\pi / 6, \pi / 2], Z$ is real and in $\left[-\frac{2}{3} \zeta^{3 / 2}, \frac{2}{3} \zeta^{3 / 2}\right]$, and the rays $\pi / 6+i \tau, \pi / 2+i \tau, \tau \geq 0$ map to the segments $\left.]-\infty,-\frac{2}{3} \zeta^{3 / 2}\right]$ and $\left[\frac{2}{3} \zeta^{3 / 2},+\infty[\right.$ in the $Z-$ plane, respectively. Moreover, a straightforward calculation reveals that the steepest descent curve lying in the $Z$-plane maps to the curve $\gamma=\frac{1}{3} \cdot \log [(1-\cos 3 \beta) /(\sin 3 \beta)]$, $\psi=\beta+i \gamma, \gamma \geq 0, \beta \leq \pi / 3$, in the $\psi$-plane (see Fig. 3).

The map $u=2 \zeta^{1 / 2} \sin \psi$ takes the interval $\left[\frac{\pi}{6}, \frac{\pi}{2}\right]$ in the $\psi$-plane to $\left[\zeta^{1 / 2}, 2 \zeta^{1 / 2}\right]$ in the $u$-plane, and maps $\frac{\pi}{2}+i \tau, \tau \geq 0$ onto $\left[2 \zeta^{1 / 2},+\infty[\right.$. The image of the $\psi$-plane ray $\frac{\pi}{6}+i \tau, \tau \geq 0$, is the curve

$$
u=\zeta^{1 / 2}[\cosh \tau+i \sqrt{3} \sinh \tau]
$$

which we see as being the first quadrant branch of the hyperbola $(\operatorname{Re} u)^{2}-\frac{1}{3}(\operatorname{Im} u)^{2}=$ $\zeta$ (to see this, put $\operatorname{Re} u=\zeta^{1 / 2} \cosh \tau, \operatorname{Im} u=\sqrt{3} \zeta^{1 / 2} \sinh \tau$ and employ the identity $\left.\cosh ^{2} \tau-\sinh ^{2} \tau=1\right)$. The steepest descent curve in the $\psi$-plane maps to the steepest descent curve of $i\left(u^{3} / 3-\zeta u+\eta\right)$ beginning at $u=\zeta^{1 / 2}$ and ending at $\infty e^{\pi i / 6}$. This is most easily seen by examining $Z=u^{3} / 3-\zeta u+\eta$ directly; see Fig. 3.


Fig. 3. Effect of the mappings $Z=g(z ; \alpha)-\eta, Z=-\frac{2}{3} \zeta^{3 / 2} \cdot \sin 3 \psi, u=2 \zeta^{1 / 2} \sin \psi$ on $R_{1}^{+}$.
In a completely similar fashion, we find the images of $R_{2}^{+}$and $R_{3}^{+}$under the sequence of transformations $z \rightarrow Z \rightarrow \psi \rightarrow u$. The effect of these maps are presented in Figs. 4-5.

Collecting these maps together gives a conformal map from $R_{1}^{+} \cup R_{2}^{+} \cup R_{3}^{+}$to the upper half of the $u$-plane which is one-to-one, although the intermediate transformations fail to be one-to-one when applied to all of $R_{1}^{+} \cup R_{2}^{+} \cup R_{3}^{+}$.

In the event that $\alpha<0$, we would proceed as before, this time using (3.5) with $k=1$ since (3.6) holds only for the real saddle $z_{1}$. Note that $\operatorname{Im} \eta=0$ for $\alpha<0$.

If we take $\Gamma_{1}^{\prime}$ to be the steepest descent curve beginning at $\infty e^{5 \pi i / 8}$ and ending at $z=z_{2}$, followed by the straight line segment $\left[z_{2}, z_{3}\right]$, and thereafter the steepest descent curve from $z=z_{3}$ to $\infty e^{\pi i / 8}$, then $u(z ; \alpha)$ maps $\Gamma_{1}^{\prime}$ onto the curve formed by steepest descent curves from $-\zeta^{1 / 2}$ to $\infty e^{5 \pi i / 6}$, and $+\zeta^{1 / 2}$ to $\infty e^{\pi i / 6}$, along with the line segment $\left[-\zeta^{1 / 2}, \zeta^{1 / 2}\right]$, suitably oriented. Call the image of $\Gamma_{1}^{\prime}$ in the $u$-plane $C$. We may now write

$$
e^{i \lambda(\alpha / \sqrt{3}-1 / 12)} P_{1}(\lambda ; \mu)=\int_{C} e^{i \lambda\left(u^{3} / 3-\zeta u+\eta\right)} g_{0}(u ; \alpha) d u
$$

where we have put $g_{0}(u ; \alpha)=d z / d u$. Define, as in [2], the function sequences $\left\{g_{n}\right\}$, $\left\{h_{n}\right\},\left\{p_{n}\right\}$, and $\left\{q_{n}\right\}$ by

$$
\begin{align*}
& p_{n}(\alpha)=\frac{1}{2}\left[g_{n}\left(\zeta^{1 / 2} ; \alpha\right)+g_{n}\left(-\zeta^{1 / 2} ; \alpha\right)\right] \\
& q_{n}(\alpha)=\frac{1}{2 \zeta^{1 / 2}}\left[g_{n}\left(\zeta^{1 / 2} ; \alpha\right)-g_{n}\left(-\zeta^{1 / 2} ; \alpha\right)\right]  \tag{3.7}\\
& g_{n}(u ; \alpha)=p_{n}(\alpha)+q_{n}(\alpha) u+\left(u^{2}-\zeta\right) h_{n}(u ; \alpha) \\
& g_{n+1}(u ; \alpha)=\frac{d}{d u} h_{n}(u ; \alpha), n=0,1,2, \cdots .
\end{align*}
$$

Then, by successive substitution and partial integration, we obtain

$$
e^{i \lambda(\alpha / \sqrt{3}-1 / 12)} P_{1}(\lambda ; \mu) \sim e^{i \lambda \eta} \sum_{n=0}^{\infty}\left(\frac{i}{\lambda}\right)^{n}\left[p_{n}(\alpha) F(\lambda ; \zeta)+q_{n}(\alpha) G(\lambda ; \zeta)\right]
$$

as $\lambda \rightarrow \infty$, uniformly in $\zeta$. Here,

$$
F(\lambda ; \zeta)=\int_{C} e^{i \lambda\left(u^{3} / 3-\zeta u\right)} d u
$$



FIG. 4. Effect of the sequence of maps $z \rightarrow Z \rightarrow \psi \rightarrow u$ applied to $R_{2}^{+}$.


Fig. 5. Effect of the sequence of maps $z \rightarrow Z \rightarrow \psi \rightarrow u$ applied to $R_{3}^{+}$.

$$
G(\lambda ; \zeta)=\int_{C} u e^{i \lambda\left(u^{3} / 3-\zeta u\right)} d u
$$

both integrals converging absolutely and uniformly for $\operatorname{Re} \lambda>0, \zeta \in \mathbf{C}$. By a simple change of variables, we see that in $\operatorname{Re} \lambda>0$,

$$
\begin{aligned}
& F(\lambda ; \zeta)=\frac{2 \pi}{\lambda^{1 / 3}} \cdot A i\left(-\lambda^{2 / 3} \zeta\right) \\
& G(\lambda ; \zeta)=\frac{2 \pi}{i \lambda^{2 / 3}} \cdot A i^{\prime}\left(-\lambda^{2 / 3} \zeta\right)
\end{aligned}
$$

Hence,

$$
\begin{aligned}
e^{i \lambda(\alpha / \sqrt{3}-1 / 12)} & P_{1}\left(\lambda ; \frac{2}{\sqrt{27}}-\alpha\right) \sim e^{i \lambda \eta} \cdot \frac{2 \pi}{\lambda^{1 / 3}} \\
& \cdot \sum_{n=0}^{\infty}\left[p_{n}(\alpha) A i\left(-\lambda^{2 / 3} \zeta\right)+\frac{1}{i \lambda^{1 / 3}} q_{n}(\alpha) A i^{\prime}\left(-\lambda^{2 / 3} \zeta\right)\right]\left(\frac{i}{\lambda}\right)^{n}
\end{aligned}
$$

as $\lambda \rightarrow \infty$, uniformly in $\alpha$ near zero. In $\S 6$, we shall have occasion to use the approximation

$$
\begin{align*}
P_{1}\left(\lambda ; \frac{2}{\sqrt{27}}-\alpha\right)= & e^{i \lambda(1 / 12-\alpha / \sqrt{3}+\eta)} \\
& \cdot\left\{p_{0}(\alpha) \frac{2 \pi}{\lambda^{1 / 3}} \cdot A i\left(-\lambda^{2 / 3} \zeta\right) \cdot\left[1+O\left(\frac{1}{\lambda}\right)\right]\right.  \tag{3.8}\\
& \left.+q_{0}(\alpha) \frac{2 \pi}{i \lambda^{2 / 3}} \cdot A i^{\prime}\left(-\lambda^{2 / 3} \zeta\right)\left[1+O\left(\frac{1}{\lambda}\right)\right]\right\}
\end{align*}
$$

for $\lambda \rightarrow \infty$ as above.
4. The coefficients $p_{0}(\alpha)$ and $q_{0}(\alpha)$. Although expressions for $p_{0}(\alpha)$ and $q_{0}(\alpha)$ can be calculated routinely, because of the labour involved in obtaining limiting forms as $\alpha \rightarrow 0$, we reproduce some of the requisite analysis. The reader will appreciate the difficulty in calculating higher coefficients from these two examples.

We begin by remarking that the following analysis remains valid for all (small) complex $\alpha$, provided we choose the principal branch for $\alpha^{1 / 2}$. For the purpose of exposition, we shall take $\alpha>0$.

Differentiate (3.1) twice with respect to $u$; this gives

$$
g_{z z}\left(\frac{d z}{d u}\right)^{2}+g_{z}\left(\frac{d^{2} z}{d u^{2}}\right)=2 u
$$

Evaluation at $z=z_{3}$, and the use of the fact that $z_{3}$ corresponds with $\zeta^{1 / 2}$, gives

$$
\left.\left(2 \sqrt{3} z_{3}+3 z_{3}^{2}\right)\left(\frac{d z}{d u}\right)^{2}\right|_{u=\zeta^{1 / 2}}=2 \zeta^{1 / 2}
$$

whence

$$
\left.\frac{d z}{d u}\right|_{u=\zeta^{1 / 2}}= \pm \sqrt{\frac{2 \zeta^{1 / 2}}{2 \sqrt{3} z_{3}+3 z_{3}^{2}}}
$$

Since $z_{3}$, for $\alpha>0$, is a local minimum of $g(z ; \alpha), g_{z z}\left(z_{3} ; \alpha\right)$ is positive, and so the expression under the square root is positive. Also, as $z$ increases with $u$,

$$
\left.\frac{d z}{d u}\right|_{u=\zeta^{1 / 2}}=\sqrt{\frac{2 \zeta^{1 / 2}}{2 \sqrt{3} z_{3}+3 z_{3}^{2}}}
$$

Similarly,

$$
\left.\frac{d z}{d u}\right|_{u=-\zeta^{1 / 2}}=\sqrt{\frac{-2 \zeta^{1 / 2}}{2 \sqrt{3} z_{2}+3 z_{2}^{2}}}
$$

Since $g_{0}(u ; \alpha)=d z / d u$, we have, from the first two equations of (3.7) with $n=0$,

$$
\begin{gather*}
p_{0}(\alpha)=\frac{1}{2}\left\{\sqrt{\frac{2 \zeta^{1 / 2}}{2 \sqrt{3} z_{3}+3 z_{3}^{2}}}+\sqrt{\frac{-2 \zeta^{1 / 2}}{2 \sqrt{3} z_{2}+3 z_{2}^{2}}}\right\}  \tag{4.1}\\
q_{0}(\alpha)=\frac{1}{2 \zeta^{1 / 2}}\left\{\sqrt{\frac{2 \zeta^{1 / 2}}{2 \sqrt{3} z_{3}+3 z_{3}^{2}}}-\sqrt{\frac{-2 \zeta^{1 / 2}}{2 \sqrt{3} z_{2}+3 z_{2}^{2}}}\right\} . \tag{4.2}
\end{gather*}
$$

Use of equation (3.2) allows us to express (4.1) and (4.2) completely in terms of the function $g$.
$p_{0}(\alpha)$ and $q_{0}(\alpha)$ can also be obtained from relations involving only $z_{1}$, the zero of $g^{\prime}$ that remains isolated from $z_{2}$ and $z_{3}$. To see this, we observe

$$
\begin{aligned}
g^{\prime}(z) & =z^{3}+\sqrt{3} z^{2}-\alpha \\
& =z^{3}-\left(z_{1}+z_{2}+z_{3}\right) z^{2}+\left(z_{1} z_{2}+z_{1} z_{3}+z_{2} z_{3}\right) z-z_{1} z_{2} z_{3}
\end{aligned}
$$

and hence

$$
\begin{aligned}
& z_{1}+z_{2}+z_{3}=-\sqrt{3} \\
& z_{1} z_{2}+z_{1} z_{3}+z_{2} z_{3}=0 \\
& z_{1} z_{2} z_{3}=\alpha
\end{aligned}
$$

Use of the latter three equations permits the expression of $\zeta^{3}, p_{0} q_{0}$, and $p_{0} / q_{0}$, in terms of $\alpha$ and $z_{1}$. For example, we find

$$
p_{0} q_{0}=\frac{z_{1}^{2}}{2 \alpha}\left[\frac{3 z_{1}^{2}+2 \sqrt{3} z_{1}-3}{6 \sqrt{3} z_{1}^{2}+6 z_{1}-9 \alpha}\right] .
$$

However, these expressions are not appreciably simpler than (4.1) and (4.2), in view of the symmetry we exploit below.

In the limit $\alpha \rightarrow 0^{+}$, we find that $\phi \rightarrow \frac{\pi}{6}^{-}$. Write

$$
\phi=\frac{\pi}{6}-\theta
$$

Then

$$
z_{2}=\frac{1}{\sqrt{3}}[\cos (-\theta)+\sqrt{3} \sin (-\theta)-1]
$$

and

$$
z_{3}=\frac{1}{\sqrt{3}}[\cos (\theta)+\sqrt{3} \sin (\theta)-1] .
$$

If we let

$$
\begin{equation*}
\chi(\theta)=\frac{1}{\sqrt{3}}[\cos (\theta)+\sqrt{3} \sin (\theta)-1] \tag{4.3}
\end{equation*}
$$

we have $z_{2}=\chi(-\theta), z_{3}=\chi(\theta)$. Furthermore, from $\sin 3 \phi=\arcsin (1-\sqrt{27} \alpha / 2)$, we have

$$
\phi=\frac{\pi}{6}-\frac{1}{3} \cdot 3^{3 / 4} \alpha^{1 / 2}\left(1+\frac{\sqrt{3}}{8} \alpha+\frac{81 \alpha^{2}}{32 \cdot 20}+O\left(\alpha^{3}\right)\right)
$$

so that

$$
\begin{equation*}
\theta=\frac{\alpha^{1 / 2}}{3^{1 / 4}}\left[1+\frac{\sqrt{3}}{8} \alpha+\frac{81 \alpha^{2}}{32 \cdot 20}+O\left(\alpha^{3}\right)\right] . \tag{4.4}
\end{equation*}
$$

The Maclaurin series for sine involves only odd powers, and that for cosine only even powers. Hence, the approximation for $z_{3}(\alpha)$ gives

$$
z_{3}(\alpha)=\frac{\alpha^{1 / 2}}{3^{1 / 4}}-\frac{\alpha}{6}+\frac{5 \cdot 3^{1 / 4}}{72} \alpha^{3 / 2}-\frac{3^{1 / 2}}{27} \alpha^{2}+O\left(\alpha^{5 / 2}\right) .
$$

The corresponding approximation for $z_{2}(\alpha)$ follows by replacing $\alpha^{1 / 2}$ by $-\alpha^{1 / 2}$ in that for $z_{3}(\alpha)$.

Indeed, any function of $z_{3}$ gives rise to a function of $z_{2}$ by the process of replacing $\alpha^{1 / 2}$ by $-\alpha^{1 / 2}$. Using this, we have

$$
g\left(z_{3}\right)=-2 \cdot 3^{-5 / 4} \alpha^{3 / 2}\left[1-\frac{3^{1 / 4}}{8} \alpha^{1 / 2}+\frac{3^{1 / 2}}{24} \alpha+O\left(\alpha^{3 / 2}\right)\right]
$$

and

$$
g\left(z_{2}\right)=2 \cdot 3^{-5 / 4} \alpha^{3 / 2}\left[1+\frac{3^{1 / 4}}{8} \alpha^{1 / 2}+\frac{3^{1 / 4}}{24} \alpha+O\left(\alpha^{3 / 2}\right)\right] .
$$

These two equations and (3.2) imply

$$
\zeta^{1 / 2}(\alpha)=3^{-1 / 12} \alpha^{1 / 2}\left[1+\frac{\alpha}{24 \sqrt{3}}+O\left(\alpha^{2}\right)\right],
$$

where we have made use of the binomial formula.
Continuing, we get

$$
g_{z z}\left(z_{3}\right)=2 \cdot 3^{1 / 4} \alpha^{1 / 2}\left[1+3^{-3 / 4} \alpha^{1 / 2}-\frac{7 \cdot 3^{-1 / 2}}{24} \alpha+O\left(\alpha^{3 / 2}\right)\right]
$$

and

$$
g_{z z}\left(z_{2}\right)=-2 \cdot 3^{1 / 4} \alpha^{1 / 2}\left[1-3^{-3 / 4} \alpha^{1 / 2}-\frac{7 \cdot 3^{-1 / 2}}{24} \alpha+O\left(\alpha^{3 / 2}\right)\right]
$$

whence

$$
\sqrt{\frac{-2 \zeta^{1 / 2}}{2 \sqrt{3} z_{2}+3 z_{2}^{2}}}=3^{-1 / 6}\left[1+\frac{3^{-3 / 4}}{2} \alpha^{1 / 2}+O(\alpha)\right]
$$

and

$$
\sqrt{\frac{2 \zeta^{1 / 2}}{2 \sqrt{3} z_{3}+3 z_{3}^{2}}}=3^{-1 / 6}\left[1-\frac{3^{-3 / 4}}{2} \alpha^{1 / 2}+O(\alpha)\right] .
$$

These two approximations (together with that obtained for $\zeta^{1 / 2}$ ) in formulae (4.1) and (4.2) yield

$$
\begin{equation*}
p_{0}(\alpha)=3^{-1 / 6}[1+O(\alpha)], \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{0}(\alpha)=-\frac{3^{-5 / 6}}{2}[1+O(\alpha)] \tag{4.6}
\end{equation*}
$$

as $\alpha \rightarrow 0$.
5. Expansion of $P_{2}$. Because $\Gamma_{2}$ begins and ends in valleys at $\infty$, we see that the contour can be deformed into the steepest descent path leading away from the saddle point $t_{1}$. The determination of the steepest descent path follows.

We begin by expanding $f$ about the point $t=t_{1}$ :

$$
i f(t ; \mu)=i f\left(t_{1} ; \mu\right)+i\left(\frac{3 t_{1}^{2}-1}{2}\right)\left(t-t_{1}\right)^{2}+i t_{1}\left(t-t_{1}\right)^{3}+\frac{i}{4}\left(t-t_{1}\right)^{4} .
$$

Let $z=t-t_{1}=x+i y$. Steepest descent paths are among the level curves $0=$ $\operatorname{Im}\left[i f(t ; \mu)-i f\left(t_{1} ; \mu\right)\right]$. Consequently,

$$
\frac{1}{2}\left(3 t_{1}^{2}-1\right)\left(x^{2}-y^{2}\right)+t_{1}\left(x^{3}-3 x y^{2}\right)+\frac{1}{4}\left(x^{4}-6 x^{2} y^{2}+y^{4}\right)=0
$$

gives steepest paths. Solving for $y$ as a function of $x$ gives

$$
\begin{aligned}
y= \pm & \frac{1}{\sqrt{2}}\{ \\
& 6 x^{2}+12 t_{1} x+2\left(3 t_{1}^{2}-1\right) \\
& \left. \pm \sqrt{\left(6 x^{2}+12 t_{1} x+2\left(3 t_{1}^{2}-1\right)\right)^{2}-4\left(x^{4}+4 t_{1} x^{3}+2\left(3 t_{1}^{2}-1\right) x^{2}\right)}\right\}^{1 / 2}
\end{aligned}
$$

wherever the real square roots are defined. We see that the steepest descent curve through $t_{1}$ begins at $\infty e^{-7 \pi i / 8}$ and ends at $\infty e^{5 \pi i / 8}$. Fig. 6 displays hills and valleys in the case $\delta=0$ (or $\mu=2 / \sqrt{27}$ ). Shaded regions represent valleys, the unshaded regions being hills. Solid curves (excluding the real axis) represent steepest descent or ascent paths according as they lie in shaded or unshaded regions respectively.

Let $\Gamma_{2+}$ be the steepest descent curve running from $t_{1}$ to $\infty e^{5 \pi i / 8}$, and let $\Gamma_{2-}$ be the steepest descent contour running from $t_{1}$ to $\infty e^{-7 \pi i / 8}$. Then we have

$$
P_{2}(\lambda ; \mu)=\int_{\Gamma_{2+}} e^{i \lambda f} d t-\int_{\Gamma_{2-}} e^{i \lambda f} d t
$$



Fig. 6. Hills and valleys defined by steepest curves through $t_{1}$.

Let $w=i f\left(t_{1} ; \mu\right)-i f(t ; \mu)$ so that on $\Gamma_{2 \pm}, w$ is positive and increasing as we move away from $t_{1}$.

Let $t_{+}$be the solution of $w=i f\left(t_{1} ; \mu\right)-i f(t ; \mu)$ on $\Gamma_{2+}, t_{-}$being the corresponding solution on $\Gamma_{2-}$. By the Lagrange inversion theorem, since

$$
w=-\frac{i}{2}\left(3 t_{1}^{2}-1\right)\left(t_{ \pm}-t_{1}\right)^{2}-i t_{1}\left(t_{ \pm}-t_{1}\right)^{3}-\frac{i}{4}\left(t_{ \pm}-t_{1}\right)^{4}
$$

on $\Gamma_{2 \pm}$ respectively, there are numbers $a_{n}^{ \pm}$for which

$$
t_{ \pm}=t_{1}+\sum_{n=1}^{\infty} \frac{a_{n}^{ \pm}}{n!} w^{n / 2}
$$

whence

$$
\frac{d t_{+}}{d w}-\frac{d t_{-}}{d w}=\sum_{n=1}^{\infty} \frac{a_{n}^{+}-a_{n}^{-}}{2(n-1)!} w^{\frac{n}{2}-1} .
$$

Thus

$$
P_{2}(\lambda ; \mu) \sim e^{i \lambda f\left(t_{1} ; \mu\right)} \sum_{n=1}^{\infty} \frac{a_{n}^{+}-a_{n}^{-}}{2(n-1)!} \frac{\Gamma(n / 2)}{\lambda^{n / 2}}
$$

as $\lambda \rightarrow \infty$; see arguments in [4, $\S \S 30$ and 33$]$.
The first few terms are easily found to be

$$
\begin{aligned}
& a_{1}^{+}=e^{\pi i / 4}\left(\frac{2}{3 t_{1}^{2}-1}\right)^{1 / 2} \\
& a_{2}^{+}=-i\left(\frac{2}{3 t_{1}^{2}-1}\right) \cdot\left(\frac{2 t_{1}}{3 t_{1}^{2}-1}\right)
\end{aligned}
$$

$$
\begin{aligned}
& a_{3}^{+}=e^{3 \pi i / 4}\left(\frac{2}{3 t_{1}^{2}-1}\right)^{3 / 2} \cdot\left[\frac{-3}{2\left(3 t_{1}^{2}-1\right)}+\frac{15 t_{1}^{2}}{2\left(3 t_{1}^{2}-1\right)^{2}}\right] \\
& a_{1}^{-}=e^{5 \pi i / 4}\left(\frac{2}{3 t_{1}^{2}-1}\right)^{1 / 2} \\
& a_{2}^{-}=a_{2}^{+} \\
& a_{3}^{-}=e^{-\pi i / 4}\left(\frac{2}{3 t_{1}^{2}-1}\right)^{3 / 2} \cdot\left[\frac{-3}{2\left(3 t_{1}^{2}-1\right)}+\frac{15 t_{1}^{2} \cdot}{2\left(3 t_{1}^{2}-1\right)^{2}}\right]
\end{aligned}
$$

whence

$$
\begin{equation*}
P_{2}(\lambda ; \mu)=e^{i \lambda f\left(t_{1} ; \mu\right)} \cdot\left\{\sqrt{\frac{\pi}{3 t_{1}^{2}-1}} \frac{1+i}{\lambda^{1 / 2}}+\frac{\left(-3-6 t_{1}^{2}\right) \pi^{1 / 2}}{4 \cdot\left(3 t_{1}^{2}-1\right)^{7 / 2}} \frac{1-i}{\lambda^{3 / 2}}+O\left(\frac{1}{\lambda^{5 / 2}}\right)\right\} \tag{5.1}
\end{equation*}
$$

where the $O$-symbol is uniform in $\mu$ for $\mu$ in a compact interval in $\mathbf{R}_{+}$containing $2 / \sqrt{27}$. A general expression for the $a_{n}^{ \pm}$is available to us via the binomial theorem, but it is too unwieldy to be of intrinsic value. We note that $a_{n}^{+}=a_{n}^{-}$for even $n$.
6. Uniform expansion of $P$ at the caustic. We have obtained expansions of $P_{1}$ and $P_{2}$. Using (2.3), (3.8), and (5.1), and restoring the large parameter $x$ and the function $f$, we get the uniform approximation as $x \rightarrow \infty$ :

$$
\begin{align*}
P\left(-x,\left(\frac{2}{\sqrt{27}}-\alpha\right) x^{3 / 2}\right)= & e^{i x^{2}\left[f\left(t_{2} ; \mu\right)+f\left(t_{3} ; \mu\right)\right] / 2} \\
& \cdot\left\{p_{0}(\alpha) \frac{2 \pi}{x^{1 / 6}} \cdot A i\left(-x^{4 / 3} \zeta\right)\left[1+O\left(\frac{1}{x^{2}}\right)\right]\right.  \tag{6.1}\\
& \left.+q_{0}(\alpha) \frac{2 \pi}{i x^{5 / 6}} \cdot A i^{\prime}\left(-x^{4 / 3} \zeta\right)\left[1+O\left(\frac{1}{x^{2}}\right)\right]\right\} \\
& +e^{i x^{2} f\left(t_{1} ; \frac{2}{\sqrt{27}}-\alpha\right)} \sqrt{\frac{\pi}{3 t_{1}^{2}-1}} \frac{1+i}{x^{1 / 2}} \cdot\left[1+O\left(\frac{1}{x^{2}}\right)\right] .
\end{align*}
$$

Here, $t_{1}(\mu)=t_{1}((2 / \sqrt{27})-\alpha)=-(2 / \sqrt{3}) \sin \left(\frac{\pi}{3}+\phi\right)$ where $3 \phi=\arcsin (1-(\sqrt{27} / 2) \alpha)$. The nature of the approximation when $\zeta$ is bounded away from 0 is readily available when the asymptotic forms of the Airy function and its derivative are used [1]; recall that

$$
\begin{align*}
A i(z)= & \frac{e^{-2 z^{3 / 2} / 3}}{2 \sqrt{\pi} z^{1 / 4}}\left(1+O\left(\frac{1}{z^{3 / 2}}\right)\right),|\arg z|<\pi  \tag{6.2}\\
A i(-z)= & \frac{1}{\sqrt{\pi} z^{1 / 4}}\left[\sin \left(\frac{\pi}{4}+\frac{2}{3} z^{3 / 2}\right)\left(1+O\left(\frac{1}{z^{3}}\right)\right)\right. \\
& \left.-\cos \left(\frac{\pi}{4}+\frac{2}{3} z^{3 / 2}\right)\left(\frac{5}{48 z^{3 / 2}}+O\left(\frac{1}{z^{9 / 2}}\right)\right)\right],  \tag{6.3}\\
& |\arg z|<\frac{2 \pi}{3} \\
A i^{\prime}(z)= & \frac{-z^{1 / 4} e^{-2 z^{3 / 2} / 3}}{2 \sqrt{\pi}}\left(1+O\left(\frac{1}{z^{3 / 2}}\right)\right),|\arg z|<\pi  \tag{6.4}\\
A i^{\prime}(-z)= & -\frac{z^{1 / 4}}{\sqrt{\pi}}\left[\cos \left(\frac{\pi}{4}+\frac{2}{3} z^{3 / 2}\right)\left(1+O\left(\frac{1}{z^{3}}\right)\right)\right.
\end{align*}
$$

$$
\begin{align*}
& \left.+\sin \left(\frac{\pi}{4}+\frac{2}{3} z^{3 / 2}\right)\left(\frac{-7}{48 z^{3 / 2}}+O\left(\frac{1}{z^{9 / 2}}\right)\right)\right]  \tag{6.5}\\
|\arg z|< & \frac{2 \pi}{3}
\end{align*}
$$

as $z \rightarrow \infty$ in the indicated sectors.
If $\alpha$ is positive and bounded away from 0 , then so is $\zeta$. Hence

$$
\begin{aligned}
x^{-1 / 6} A i\left(-x^{4 / 3} \zeta\right)=\frac{1}{\sqrt{\pi} \zeta^{1 / 4} x^{1 / 2}} & \left\{\sin \left(\frac{\pi}{4}+\frac{2}{3} x^{2} \zeta^{3 / 2}\right)\left(1+O\left(\frac{1}{x^{4}}\right)\right)\right. \\
& \left.-\cos \left(\frac{\pi}{4}+\frac{2}{3} x^{2} \zeta^{3 / 2}\right)\left(\frac{5}{48 x^{2} \zeta^{3 / 2}}+O\left(\frac{1}{x^{6}}\right)\right)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
x^{-5 / 6} A i^{\prime}\left(-x^{4 / 3} \zeta\right)=\frac{-\zeta^{1 / 4}}{\sqrt{\pi} x^{1 / 2}}\{ & \cos \left(\frac{\pi}{4}+\frac{2}{3} x^{2} \zeta^{3 / 2}\right)\left(1+O\left(\frac{1}{x^{4}}\right)\right) \\
& \left.+\sin \left(\frac{\pi}{4}+\frac{2}{3} x^{2} \zeta^{3 / 2}\right)\left(\frac{-7}{48 x^{2} \zeta^{3 / 2}}+O\left(\frac{1}{x^{6}}\right)\right)\right\}
\end{aligned}
$$

by (6.3) and (6.5). Thus, (6.1) reduces to a sum of three oscillatory terms, each of order $x^{-1 / 2}$ as $x \rightarrow \infty$. This is what we would expect from stationary phase inside the caustic (compare (1.3)).

On the other hand, if $\alpha$ is negative and bounded away from 0 , then $\zeta^{3 / 2}$ lies in a segment of the imaginary axis bounded away from the origin. Accordingly, $\arg \zeta^{3 / 2}= \pm \pi / 2$ so that the asymptotic forms (6.2) and (6.4) show that (6.1) reduces to an oscillatory term of order $x^{-1 / 2}$, plus two exponentially decaying terms. This is consistent with stationary phase outside the caustic (compare (1.5)).

Finally, we examine (6.1) when $\alpha=0$. Again from [1], we see that $A i(0)=$ $\Gamma(1 / 3) /\left(2 \cdot 3^{1 / 6} \pi\right)$ and $A i^{\prime}(0)=-3^{1 / 6} \Gamma(2 / 3) /(2 \pi)$. Since $1+i=\sqrt{2} e^{\pi i / 4}, t_{1}(2 / \sqrt{27})=$ $-2 / \sqrt{3}$, and $\eta=0,(6.1)$ reduces to

$$
\begin{aligned}
P\left(-x, \frac{2}{\sqrt{27}} x^{3 / 2}\right)= & e^{-2 i x^{2} / 3+\pi i / 4} \sqrt{\frac{2 \pi}{3 x}}+e^{i x^{2} / 12} \frac{\Gamma(1 / 3)}{3^{1 / 3} x^{1 / 6}} \\
& -e^{i x^{2} / 12} \frac{i \Gamma(2 / 3)}{2 \cdot 3^{2 / 3} x^{5 / 6}}+O\left(\frac{1}{x^{2+(1 / 6)}}\right)
\end{aligned}
$$

as $x \rightarrow+\infty$. Thus we recover (1.4). Here, use has been made of (4.5) and (4.6).
A full expansion of $P\left(-x, \mu x^{3 / 2}\right)$ follows from the expansions of $P_{1}$ and $P_{2}$, although the coefficients become more complicated as more terms are included. The extension to complex values of $x$ and $\mu$ (for the analytic continuation of $P$ ) can be accomplished through the expansions for $P_{1}$ and $P_{2}$ for $\lambda, \mu$ complex, although as applications center on real values, we have not been overly concerned with developing the full range of complex values for which our expansion is valid.

We now turn to the work in [12]. Here, the authors examine the asymptotic behaviour of the function

$$
\begin{equation*}
\tilde{P}(X, Y)=\int_{-\infty}^{+\infty} \exp \left(i\left(t^{4}+X t^{2}+Y t\right)\right) d t \tag{6.6}
\end{equation*}
$$

for large values of the parameters $X, Y . P$ and $\tilde{P}$ are related by

$$
\tilde{P}(X, Y)=\frac{1}{\sqrt{2}} P\left(X, \frac{Y}{\sqrt{2}}\right) .
$$

In developing the expansions of $\tilde{P}(X, Y)$ away from the caustic $27 Y^{2}+8 X^{3}=0$, Stamnes and Spjelkavik first apply the method of stationary phase to integrals of the form

$$
\begin{equation*}
\int_{-\infty}^{+\infty} g(t) e^{i k h(t)} d t, \quad k \rightarrow \infty \tag{6.7}
\end{equation*}
$$

with $g(t)=1$, and $h(t)=t^{4}+X t^{2}+Y t$. They then set $k=1$ to yield the desired large $X$ or large $Y$ behaviour of $\tilde{P}$; see [12, p. 1338, §3.1].

For $X$ and $Y$ near the caustic, the authors formally invoke the method of Chester et al. [3], and indeed, include a brief outline of the uniform asymptotic theory for integrals of the form (6.7) in an appendix. Let $J_{U}$ denote the contribution to the integral (6.7) due to the coalescing stationary points (thus, $J_{U}$ plays the same role as our $P_{1}$ (cf. (2.4))). The authors claim that

$$
\begin{equation*}
J_{U} \sim 2 \pi e^{i k\left[h\left(t_{2}\right)+h\left(t_{3}\right)\right]} \sum_{m=0}^{2}\left(p_{m} F_{m}+q_{m} G_{m}\right) \tag{6.8}
\end{equation*}
$$

as $|X|, Y \rightarrow \infty$, uniformly valid near the caustic; see [12, eq. (3.31)]. Here, $h(t)$ is the phase function of (6.7) with $Y$ replaced by $-Y$, and $t_{2}$ and $t_{3}$ are the critical points of $h(t)$ that coalesce as ( $X, Y$ ) approaches the caustic, $(X, Y)$ remaining bounded away from the origin in the $X Y$-plane. The functions $F_{m}$ and $G_{m}$ are given by

$$
\begin{array}{ll}
F_{0}=k^{-1 / 3} A i\left(-\zeta k^{2 / 3}\right) & G_{0}=-i k^{-2 / 3} A i^{\prime}\left(-\zeta k^{2 / 3}\right) \\
F_{1}=0 & G_{1}=i k^{-4 / 3} A i\left(-\zeta k^{2 / 3}\right) \\
F_{2}=2 k^{-5 / 3} A i^{\prime}\left(-\zeta k^{2 / 3}\right) & G_{2}=2 i k^{-4 / 3} \zeta A i\left(-\zeta k^{2 / 3}\right)
\end{array}
$$

where

$$
\frac{4}{3} \zeta^{3 / 2}=h\left(t_{3}\right)-h\left(t_{2}\right)
$$

The $p_{m}$ and $q_{m}$ are determined similarly as in (3.7) of this paper, and are presented in the appendix of [12, eqs. (A18)-(A23)].

However, care must be taken in using expansion (6.8) to obtain the large negative$X$ behaviour of $\tilde{P}$ near the caustic. (There is a typographical error in the phase function $h\left(t_{2}\right)+h\left(t_{3}\right)$, which should likely be half the stated value.) Throughout the appendix and $\S 2$ of [12], $k$ appears as a large positive parameter. Yet, in several places, $k$ is set equal to one prior to examining the large $X$ behaviour of (6.7); see, for instance, equations (3.5), (5.3) and the discussion in $\S 3.2$ and note the absence of $k$ in expansion (3.30). This naturally leads one to suspect that the same is being done in (6.8), although no explicit mention of this is made in [12]. It should be pointed out that (6.8) is that part of the expansion of

$$
P^{*}(X, Y ; k)=\int_{-\infty}^{+\infty} \exp \left(i k\left(t^{4}+X t^{2}+Y t\right)\right) d t
$$

due to the coalescing saddles of the phase function $t^{4}+X t^{2}+Y t$, and not part of an expansion of $\tilde{P}$. However, expansion (6.8) can be used to deduce the large negative- $X$ behaviour of $\tilde{P}$ near the caustic via the relation

$$
\tilde{P}(X, Y)=k^{1 / 4} P^{*}(\bar{X}, \bar{Y} ; k)
$$

where $k$ is a large parameter, $X=k^{1 / 2} \bar{X}$ and $Y=k^{3 / 4} \bar{Y}$. Note that $27 Y^{2}+8 X^{3}=$ $k^{3 / 2}\left(27 \bar{Y}^{2}+8 \bar{X}^{3}\right)$; thus, if $(X, Y)$ is near the caustic, so is $(\bar{X}, \bar{Y})$.

The integral $P^{*}$ is also related to the Pearcey function $P(x, y)$ given in (1.1) by

$$
P^{*}(X, Y ; k)=2^{-1 / 2} k^{-1 / 4} P\left(k^{1 / 2} X, 2^{-1 / 2} k^{3 / 4} Y\right)
$$

By setting $x=-k^{1 / 2} X$ and $\mu=2^{-1 / 2}(-X)^{-3 / 2} Y$ in our expansion for $P_{1}\left(x^{2} ; \mu\right)$ (cf. (3.8)), we obtain the first three terms in (6.8). Thus, modulo misprints, (6.8) appears correct.

Finally, we turn to the "transitional approximation" developed in [12]. This was used in the numerical evaluation of $\tilde{P}(X, Y)$ for $(X, Y)$ in a band covering the caustic extending 0.05 units in the $X$-direction on either side of the caustic, with $Y>0$ (see [12, p. 1349, second paragraph]). In this calculation, it was assumed that $X^{2}+Y^{2}>16$ and $|X|, Y \leq 8$. The "transitional approximation" developed is an asymptotic approximation of $J_{T}$ in the immediate vicinity of the caustic [sic], where $J_{T}$ represents the contribution to (6.6) due to coalescing stationary points of $h(t)$. The authors assert that

$$
\begin{equation*}
J_{T} \sim 2 \pi d \cdot \exp \left(i h_{0}\right)\left[A i(z)+i c A i^{(4)}(z)-\frac{c^{2}}{2} A i^{(8)}(z)-\frac{i c^{3}}{6} A i^{(12)}(z)+\cdots\right] \tag{6.9}
\end{equation*}
$$

where

$$
\begin{array}{ll}
h_{0}=-\frac{5}{36} X^{2}+Y\left(\frac{-X}{6}\right)^{1 / 2} & h_{1}=-8\left[\frac{Y}{8}-\left(\frac{-X}{6}\right)^{3 / 2}\right] \\
h_{3}=-4\left(\frac{-X}{6}\right)^{1 / 2} & h_{4}=1 \\
d=\left(3\left|h_{3}\right|\right)^{-1 / 3} & \epsilon=\operatorname{sgn}\left(h_{3}\right) \\
z=\epsilon h_{1} d & c=h_{4} d^{4}
\end{array}
$$

see [12, p. 1343, eq. (3.30)].
There are two points which we wish to make regarding the preceding approximation. First, the derivation is purely formal with no mention being made of the region of validity. Second, the authors did not actually use the expansion in the form given in (6.9), but instead used one in which each of the Airy functions $A i^{(4 j)}, j=0,1,2$, 3 , is replaced by the first term in its Maclaurin expansion; cf. the first three lines on p. 1344 of [12]. That is, the authors replace (6.9) by

$$
\begin{equation*}
J_{T}=2 \pi d \cdot e^{i h_{0}}\left\{\sum_{j=0}^{3} c^{j} Q_{j}(z)+O\left(c^{4}\right)\right\} \tag{6.10}
\end{equation*}
$$

where each $Q_{j}$ is an expression of the form $\alpha$ or $\beta z, \alpha$ and $\beta$ being constants.
In order for this to be valid, the implied $O$-terms in (6.10) involving $z$, resulting from approximating the $A i^{(4 j)}$ by the first terms of their Maclaurin series, must be $O\left(c^{4}\right)$ for large $|X|$. In particular, we must have $z=O\left(c^{4}\right)$. Since $z=-h_{1} c^{1 / 4}$, this is equivalent to

$$
h_{1}=O\left(c^{15 / 4}\right)
$$

or, upon restoring $X$ and $Y$,

$$
Y-8(-X / 6)^{3 / 2}=O\left((-X)^{-5 / 2}\right)
$$

whence

$$
27 Y^{2}+8 X^{3}=O\left((-X)^{-1}\right)
$$

This displays a condition on how quickly the point ( $X, Y$ ) must approach the caustic.
In closing, we note that our work in developing a uniform expansion of $P(x, y)$ near the caustic is easily extended to that of deriving uniform expansions of $\partial P / \partial x$ and $\partial P / \partial y$ near the caustic for a range of complex $x$ and $y$.
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# INFINITE INTEGRALS INVOLVING THREE SPHERICAL BESSEL FUNCTIONS* 
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#### Abstract

The integrals $\int_{0}^{\infty} t^{n} j_{l_{1}}(a t) j_{l_{2}}(b t) j_{l_{3}}(c t) d t$ are calculated, where $j_{l}$ is the spherical Bessel function for any integer indices $n, l_{1}, l_{2}, l_{3}$ and real positive parameters $a, b, c$ using two different methods. In the first, $n+l_{1}+l_{2}+l_{3}$ must be an even integer but the techniques may be generalized to ordinary Bessel functions with noninteger indices. The second method does not depend on the parity of $n+l_{1}+l_{2}+l_{3}$ but remains valid only for integer indices.
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1. Introduction. Nuclear physicists [1] are often faced with integrals of the form

$$
\begin{equation*}
\int_{0}^{\infty} t^{n} j_{l_{1}}(a t) j_{l_{2}}(b t) j_{l_{3}}(c t) d t \tag{1.1}
\end{equation*}
$$

where $l_{1}, l_{2}, l_{3}$ are positive (or zero) integers and the integer $n$ satisfies convergence conditions

$$
-\left(l_{1}+l_{2}+l_{3}\right) \leqq n \leqq 2 .
$$

Parameters $a, b, c$ are real positive and the $j_{l}(x)$ are the spherical Bessel functions

$$
\begin{equation*}
j_{l}(x)=\sqrt{\pi / 2 x} J_{l+1 / 2}(x) . \tag{1.2}
\end{equation*}
$$

A calculation of (1.1) has already been performed, in the frame of coupled channel theory [2], but with the following restrictions:
(a) $n=2-M, M$ is an even integer such that $0 \leqq M \leqq l_{1}+l_{2}+l_{3}-2 l_{M}$, $l_{M}=m_{a x}\left(l_{1}, l_{2}, l_{3}\right)$.
(b) $l_{1}+l_{2}+l_{3}$ is even.
(c) $\left|l_{1}-l_{2}\right|<l_{3}<l_{1}+l_{2}$.
(d) The parameters $a, b, c$ obey the triangular inequality, namely

$$
|a-b|<c<a+b .
$$

Restrictions (b) and (c) correspond to conservation of parity and angular momentum, respectively. They allow the use of spherical harmonics and Clebsch-Gordon coefficients. As to $n=2$, this condition simply says that $t^{2} d t$ is the volume element in the three-dimensional space. The result is written as a sum of expressions

$$
\left(\begin{array}{ccc}
l_{1} & l_{2} & l_{3} \\
m & -m & 0
\end{array}\right) P_{l_{1}}^{m}\left(\cos \theta_{13}\right) P_{l_{2}}^{-m}\left(\cos \theta_{23}\right)
$$

where the first factor is a Clebsch-Gordon and the $P_{l}^{ \pm m}$ are Legendre polynomials. Angles $\theta_{13}, \theta_{23}$ may be defined only because of the peculiar geometry of the system (condition (d)). In spite of its elegance, the proof of [2] remains specific to half-integer Bessel functions and needs crucially all conditions listed above.

[^70]Actually, there exists a formal expression [3] for the integral

$$
\begin{equation*}
I(\lambda, \mu, \nu, \rho) \equiv \int_{0}^{\infty} t^{\lambda-1} J_{\mu}(a t) J_{\nu}(b t) H_{\rho}^{(1)}(c t) d t \tag{1.4}
\end{equation*}
$$

provided the convergence conditions

$$
\begin{equation*}
\operatorname{Re}(\lambda)<\frac{5}{2}, \operatorname{Re}(\lambda+\mu+\nu-|\rho|)>0 \quad(\operatorname{Re}(\lambda+\mu+\nu+\rho)>0 \text { for the integral } \tag{1.5}
\end{equation*}
$$ where $H_{\rho}^{(1)}(c t)$ is replaced by $\left.J_{\rho}(c t)\right)$, hold for the indices $\lambda, \mu, \nu, \rho$.

We have

$$
\begin{equation*}
I(\lambda, \mu, \nu, \rho)=\frac{1}{2 \pi} e^{i \pi \beta}\left(\frac{2}{c}\right)^{\lambda}\left(\frac{a}{c}\right)^{\mu}\left(\frac{b}{c}\right)^{\nu} \frac{\Gamma(\alpha) \Gamma(\beta)}{\Gamma(\gamma) \Gamma\left(\gamma^{\prime}\right)} \times F_{4}\left(\alpha, \beta, \gamma, \gamma^{\prime} ; \frac{a^{2}}{c^{2}}, \frac{b^{2}}{c^{2}}\right) \tag{1.6a}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha=\frac{\lambda+\mu+\nu+\rho}{2}, \quad \beta=\frac{\lambda+\mu+\nu-\rho}{2}, \quad \gamma=\mu+1, \quad \gamma^{\prime}=\nu+1 \tag{1.6b}
\end{equation*}
$$

and $F_{4}$ is the Appell [4] function, defined as a double series in the convergence domain $|c|>|a|+|b|$.

However, this result is not useful because the function $F_{4}$ cannot be calculated easily and the analytic continuation is not possible when $a, b, c$ may be considered as the sides of a triangle.

Simplifications occur when $F_{4}$ factorizes into functions of one variable that allows an analytic continuation in $a, b, c$. These cases have been listed long ago [5a], [5b], and in previous works [6a], [6b], [7a], [7b], we have used this factorization to calculate numerous integrals of type (1.4) when $\lambda, \mu, \nu, \rho$ are related by one or two linear relations. By using recurrence relations between Bessel functions it is possible to enlarge the number of integrals of type (1.4) that can be computed analytically. These new integrals correspond to $\lambda, \mu, \nu, \rho$ values differing from the previous ones by an integer. This integer is always positive for the parameter $\lambda$. As we will see in $\S 2$, this general method is a powerful tool to get as a byproduct integrals of type (1.1) but with the restriction $l_{1}+l_{2}+l_{3}+n$ even. In $\S 3$, we use a direct method, specific of the spherical Bessel functions [1], but which removes the restriction $l_{1}+l_{2}+l_{3}+n$ even.
2. First method. We consider here integrals $I(\lambda, \mu, \nu, \rho),(1.4)$ and in a first step do not impose any restriction on the indices except the convergence conditions (1.5). In § 2.1, we show how recurrence relations between Bessel functions lead to recurrence relations between contiguous integrals $I(\lambda, \mu, \nu, \rho)$. We then derive a whole class of integrals that can be calculated from already known integrals in an explicit form (§ 2.2). In the last section, § 2.3 , we apply these results to integrals (1.1).
2.1. Recurrence relations. The well-known recurrence relation between three contiguous (nonmodified) Bessel functions

$$
\begin{equation*}
t\left[Z_{\sigma+1}(t)+Z_{\sigma-1}(t)\right]=2 \sigma Z_{\sigma}(t) \tag{2.1}
\end{equation*}
$$

where $Z_{\sigma}=J_{\sigma}, Y_{\sigma}$ or $H_{\sigma}^{(1)}$ leads to a straightforward relation between contiguous integrals. Setting $t=c x, \sigma=\rho-1$, we have for any $\lambda, \mu, \nu, \rho$,

$$
\begin{equation*}
I(\lambda+2, \mu, \nu, \rho)+I(\lambda+2, \mu, \nu, \rho-2)=\frac{2}{c}(\rho-1) I(\lambda+1, \mu, \nu, \rho-1) . \tag{2.2}
\end{equation*}
$$

Similarly, the differential relations

$$
\begin{equation*}
\left(\frac{\sigma}{z} \pm \frac{\partial}{\partial z}\right) Z_{\sigma}(t z)=t Z_{\sigma \mp 1}(t z) \tag{2.3}
\end{equation*}
$$

together with integration by parts yield other (less obvious) relations. For example, we will need

$$
\begin{align*}
I(\lambda+1, \mu, \nu+1, \rho)= & \frac{b}{c} I(\lambda+1, \mu, \nu, \rho-1)-\frac{a}{c} I(\lambda+1, \mu+1, \nu+1, \rho-1)  \tag{2.4}\\
& -\frac{2+\nu-\mu-\lambda-\rho}{c} I(\lambda, \mu, \nu+1, \rho-1) .
\end{align*}
$$

We now consider the case

$$
\begin{gather*}
\nu-\mu=q, \quad \lambda+\mu+\rho-\nu=2(k+1), \\
\mathscr{F}_{\mu}^{q}{ }_{\rho}^{k} \equiv \int_{0}^{\infty} d t t^{1-\rho+q+2 k} J_{\mu}(a t) J_{\mu+q}(b t) H_{\rho}^{(1)}(c t) \tag{2.5}
\end{gather*}
$$

where $q, k$ are positive or zero integers. The justification of this restriction will appear clearly later. For these integrals, (2.2) reads

$$
\mathscr{J}_{\mu}^{q}{ }_{\rho}^{k+1}=-\mathscr{J}_{\mu \rho-2}^{q}{ }_{\rho}^{k}+\frac{2}{c}(\rho-1) \mathscr{J}_{\mu \rho-1}^{q}
$$

whence, by recursion

$$
\mathscr{J}_{\mu}^{q}{ }_{\rho}^{k}=\sum_{p=0}^{k} C_{k}^{p}\left(\frac{2}{c}\right)^{k-p}(-)^{p} \frac{\Gamma(\rho-p)}{\Gamma(\rho-k)} \mathscr{g}_{\mu \rho-k-p}^{q} \quad 0 \quad 1
$$

and (2.4) becomes

$$
\mathscr{J}_{\mu}^{q+1}{ }_{\rho}^{0}=\frac{b}{c} \mathscr{J}_{\mu}^{q} \quad{ }_{\rho-1}^{0}-\frac{a}{c} \mathscr{J}_{\mu+1}^{q}{ }_{\rho-1}^{0}
$$

because the last term in the right-hand side cancels out. By recursion again, we get

$$
\mathscr{J}_{\mu}^{q}{ }_{\rho}^{0}=\sum_{m=0}^{q} C_{q}^{m}(-)^{m}\left(\frac{b}{c}\right)^{q-m}\left(\frac{a}{c}\right)^{m} \mathscr{J}_{\mu+m}^{0}{\underset{\rho-q}{0} .}_{0} .
$$

This allows us to write $\mathscr{J}_{\mu}^{q}{ }_{\rho}^{k}$ as a finite linear combination of known integrals $\mathscr{J}_{\mu^{\prime}}^{0}{ }_{\rho^{\prime}}$ [5]

$$
\begin{equation*}
\mathscr{J}_{\mu}^{q}{ }_{\rho}^{k}=\sum_{p=0}^{k} C_{k}^{p}\left(\frac{2}{c}\right)^{k-p}(-)^{p} \frac{\Gamma(\rho-p)}{\Gamma(\rho-k)} \sum_{m=0}^{q} C_{q}^{m}(-)^{m}\left(\frac{b}{c}\right)^{q-m}\left(\frac{a}{c}\right)^{m} \mathscr{J}_{\mu^{\prime}}^{0} \rho^{\prime} \tag{2.6a}
\end{equation*}
$$

with

$$
\begin{equation*}
\mu^{\prime}=\mu+m \quad(m=0,1, \cdots, q), \quad \rho^{\prime}=\rho-k-p-q \quad(p=0,1, \cdots, k) \tag{2.6b}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{J}_{\mu^{\prime} \rho^{\prime}}^{0} \equiv \int_{0}^{\infty} t^{1-\rho^{\prime}} J_{\mu^{\prime}}(a t) J_{\mu^{\prime}}(b t) H_{\rho^{\prime}}^{(1)}(c t) d t \tag{2.7}
\end{equation*}
$$

Note that $\rho^{\prime}=(k-p)+(\rho-2 k-q)$ is positive for $k>p$. Indeed, the convergence condition at $t=\infty$ implies $\rho-q-2 k>-\frac{1}{2}$.
2.2. New integrals. The general expression (1.6) for $I(\lambda, \mu, \nu, \rho)$ is of particular interest when $F_{4}$ factorizes into functions of one variable (in general, ${ }_{2} F_{1}$ functions). These factorizations [5a], [5b] roughly fall into three cases:
(i) $\lambda=1$, any $\mu, \nu, \rho$.
(ii) $\lambda=\nu+2, \mu= \pm \rho$ (and $\lambda=\mu+2, \nu= \pm \rho$ ).
(iii) $\lambda=2 \pm \rho, \mu=\nu$.

Some of the corresponding integrals may be found in the usual table handbooks [8], [9]. We calculate others in recent papers [6a], [6b], [7a], [7b]. In case (i) $F_{4}$ is the product of two ${ }_{2} F_{1}$ functions in intermediate variables and recurrence relations (2.4)-(2.6) then simply say that when $\lambda$ is a (strictly) positive integer the integral $I(\lambda, \mu, \nu, \rho)$-or the corresponding $F_{4}$ function-is now a finite sum of such products of ${ }_{2} F_{1}$ functions in the same variable. However, up to now, there is no simple close formula for such integrals in the more general case; we have seen some peculiar cases in previous publications [10].

Cases (ii) and (iii) are partially the same. In the following, we will drop the configuration of indices $\lambda=2+\nu, \mu=-\rho$ although the same technique probably works in that case too. For the remaining possibilities, without any restriction, we may assume $\lambda=2-\rho, \mu=\nu$ and we get then precisely the integral $\mathscr{F}_{\mu}^{0}{ }_{\rho}^{0}$ of definition (2.7). Here we recall the corresponding factorization for $F_{4}$ :

$$
\begin{gathered}
F_{4}\left(\mu+1, \mu+1-\rho, \mu+1, \mu+1 ;-\frac{X}{(1-X)(1-Y)},-\frac{Y}{(1-X)(1-Y)}\right) \\
=[(1-X)(1-Y)]^{\mu+1-\rho} \rho_{2} F_{1}(\mu+1-\rho, 1-\rho, \mu+1 ; X Y)
\end{gathered}
$$

which yields for $\mathscr{J}_{\mu}^{0}{ }_{\rho}^{0}$ the final expression [6a]:

$$
\begin{equation*}
\mathscr{J}_{\mu^{\prime}}^{0}{ }^{0}{ }_{\rho^{\prime}}=\frac{i}{\pi} \sqrt{\frac{2}{\pi}} \frac{(a b)^{\rho^{\prime}-1}}{c^{\rho^{\prime}}}\left(\operatorname{sh} \tilde{U}_{c}\right)^{\rho^{\prime}-1 / 2} e^{i \pi\left(\rho^{\prime}-1 / 2\right)} \mathscr{Q}_{\mu^{\prime}-1 / 2}^{-\rho^{\prime}+1 / 2}\left(\operatorname{ch} \tilde{U}_{c}\right), \tag{2.8a}
\end{equation*}
$$

$$
c<|a-b|
$$

$$
\begin{equation*}
=\frac{i}{\pi} \sqrt{\frac{2}{\pi}} \frac{(a b)^{\rho^{\prime}-1}}{c^{\rho^{\prime}}}\left(\operatorname{sh} U_{c}\right)^{\rho^{\prime}-1 / 2} e^{i \pi\left(\mu^{\prime}-1 / 2\right)} \mathscr{Q}_{\mu^{\rho^{\prime}-1 / 2}}^{-\rho^{\prime} / 2}\left(\operatorname{ch} U_{c}\right), \tag{2.8b}
\end{equation*}
$$

$$
c>a+b
$$

$$
\begin{array}{r}
=\frac{1}{\pi} \sqrt{\frac{2}{\pi}} \frac{(a b)^{\rho^{\prime}-1}}{c^{\rho^{\prime}}}\left(\sin \varphi_{c}\right)^{\rho^{\prime}-1 / 2}\left\{\frac{\pi}{2} P_{\mu^{\prime}-1 / 2}^{-\rho^{\prime}+1 / 2}\left(\cos \varphi_{c}\right)-i Q_{\mu^{\prime}-1 / 2}^{-\rho^{\prime}+1 / 2}\left(\cos \varphi_{c}\right)\right\}  \tag{2.8c}\\
|a-b|<c<a+b .
\end{array}
$$

The hyperbolic angles $\tilde{U}_{c}, U_{c}$ relative to $c$ when $a, b, c$ do not form a triangle are defined by

$$
\begin{array}{ll}
c^{2}=a^{2}+b^{2}-2 a b \operatorname{ch} \tilde{U}_{c} & \text { if } c<|a-b|, \\
c^{2}=a^{2}+b^{2}+2 a b \operatorname{ch} U_{c} & \text { if } c>a+b . \tag{2.9b}
\end{array}
$$

In the triangle configuration, $\varphi_{c}$ is the true angle:

$$
\begin{equation*}
c^{2}=a^{2}+b^{2}-2 a b \cos \varphi_{c}, \quad|a-b|<c<a+b \tag{2.9c}
\end{equation*}
$$

and similar relations hold for the angles or hyperbolic angles relative to $a$ and $b$. The $\mathscr{P}_{\sigma}^{\tau}, \mathscr{Q}_{\sigma}^{\tau}$ (respectively, $P_{\sigma}^{\tau}, Q_{\sigma}^{\tau}$ ) are the Legendre functions outside the cut ( $(2.8 \mathrm{a})$ and (2.8b)) (respectively, on the cut ((2.8c)) (see, for example, [11]). We must point out that $\mathscr{Q}^{\tau}$ is not defined when $\sigma+\tau$ is a negative integer; however, a definition by continuation is possible when $\tau=-r$ is an integer too, using relation $\mathscr{2}_{\sigma}^{-r}=$ $(-)^{r}(\Gamma(\sigma-r+1) / \Gamma(\sigma+r+1)) \mathscr{Q}_{\sigma}^{r}$. This will be useful later. Note that $e^{i \pi \tau} \mathscr{Q}_{\sigma}^{-\tau}$ is real when $z$ is real and greater than one, so that (2.8a) is pure imaginary and $\int t^{1-\rho^{\prime}} J_{\mu^{\prime}} J_{\mu^{\prime}} J_{\rho^{\prime}}$ is zero when $c<|a-b|$ and this holds by analytic continuation when $\mu^{\prime}-\rho^{\prime}$ is a negative integer. If $c>a+b$ and $\mu^{\prime}-\rho^{\prime}$ is a nonnegative integer, $\int t^{1-\rho^{\prime}} J_{\mu^{\prime}} J_{\mu^{\prime}} J_{\rho^{\prime}}$ is also zero because of the $\sin \left(\mu^{\prime}-\rho^{\prime}\right) \pi$ factor. When $\mu^{\prime}-\rho^{\prime}$ is a negative integer, the limit exists but is not zero. This will be seen in more detail in the next section.

Now, any integral $\mathscr{F}_{\mu}^{q}{ }_{\rho}^{k}$ where the indices differ by integer number is rewritten as a finite sum of such Legendre functions using summation (2.6). We give here some examples ( Re is the real part).
(i) Sine transforms (or cosine transforms)

$$
\int_{0}^{\infty} t^{q+2 k} J_{\mu}(a t) J_{\mu+q}(b) \operatorname{sinct} d t=\sqrt{\pi c / 2} \operatorname{Re}\left(\mathscr{J}_{\mu}^{q} \quad k / 2\right) .
$$

(ii) For $\rho=\nu-\mu$ and $k=0$, we recover results calculated by another method in [10] for $\lambda=2$ and any real $\mu, \nu$.
(iii) Bessel $J_{0}$ (or $J_{1} \cdots$ ) transforms

$$
\int_{0}^{\infty} t^{1+q+2 n} J_{\nu}(a t) J_{\nu+q}(b t) J_{0}(c t) d t=\operatorname{Re}\left(\mathscr{J}_{\nu}^{q} \begin{array}{l}
n \\
0
\end{array}\right)
$$

(iv) Integrals with fractional indices such as that involving the Airy function $J_{1 / 3}$, for instance,

$$
\int_{0}^{\infty} t^{2 n+1} J_{1 / 3}(a t) J_{1 / 3}(b t) J_{0}(c t) d t=\operatorname{Re}\left(\mathscr{F}_{1 / 3}^{0} \begin{array}{l}
n \\
0
\end{array}\right)
$$

or

$$
\int_{0}^{\infty} t^{2 / 3+q} J_{1 / 3}(c t) J_{\mu}(a t) J_{\mu+q}(b t) d t=\operatorname{Re}\left(\mathscr{J}_{\mu}^{q} \quad 0 \quad 1 / 3\right) .
$$

2.3. Application to spherical Bessel functions. Let us come back to integrals (1.1). We assume without any loss of generality that $l_{3} \geqq l_{2} \geqq l_{1}$ and we set $l_{2}=l_{1}+q$. The correspondence with integrals $I(\lambda, \mu, \nu, \rho)$ or $\mathscr{F}_{\mu}^{q}{ }_{\rho}^{k}$ obviously gives $\mu=l_{1}+\frac{1}{2}, \nu=l_{2}+\frac{1}{2}$, $\rho=l_{3}+\frac{1}{2}, \lambda=2-\rho+q+2 k=n-\frac{1}{2}$, and

$$
\begin{align*}
\int_{0}^{\infty} & t^{n} j_{l_{1}}(a t) j_{l_{2}}(b t) j_{3}(c t) d t \\
& =\left(\frac{\pi}{2}\right)^{3 / 2} \frac{1}{\sqrt{a b c}} \int_{0}^{\infty} t^{n-3 / 2} J_{l_{1}+1 / 2}(a t) J_{l_{2}+1 / 2}(b t) J_{l_{3}+1 / 2}(c t) d t  \tag{2.10}\\
& =\left(\frac{\pi}{2}\right)^{3 / 2} \frac{1}{\sqrt{a b c}} \operatorname{Re}\left\{\mathscr{F}_{l_{1}+1 / 2,-l_{3}+1 / 2}^{l_{2}-l_{1},\left(n-2+l_{3}-l_{2}+l_{1}\right) / 2}\right\}
\end{align*}
$$

where $\operatorname{Re}$ denotes the real part, provided

$$
\begin{align*}
& n+l_{1}+l_{2}+l_{3} \quad \text { is even, }  \tag{2.11a}\\
& n-2+l_{3}-l_{2}+l_{1} \geqq 0 \tag{2.11b}
\end{align*}
$$

The first condition is actually fulfilled in nuclear physics problems and is related to the conservation of parity. Condition (2.11b) is automatically satisfied for $n=2$ or $n=1$ as $l_{3} \geqq l_{2} \geqq l_{1}$ and $l_{1}+l_{2}+l_{3}$ has a given parity. For $n=0$, cases $l_{1}=0, l_{2}=l_{3}=l$ cannot be treated directly by this method. A derivation in the spirit of this paper is given in Appendix A. Note then, that the integral is a pure Fourier transform, and the result when $a, b, c$ do not form a triangle may be found in handbooks of tables (see, for instance, [8]).

Now, when conditions (2.11) are fulfilled, using (2.6)-(2.8) with $2 k=$ $n-2+l_{3}-l_{2}+l_{1}, q=l_{2}-l_{1}$, we get the result as a sum of integrals (2.8) with $\mu^{\prime}, \rho^{\prime}$ half integers $\left(\mu^{\prime}=l_{1}+m+\frac{1}{2}=l_{1}^{\prime}+\frac{1}{2}, \rho^{\prime}=l_{3}+\frac{1}{2}-k-p-q=l_{3}^{\prime}+\frac{1}{2}\right)$. Note that $l_{3}^{\prime} \geqq 0$,
although it is not clear in this form. For the sake of completeness, we rewrite (2.10) when using (2.6):

$$
\int_{0}^{\infty} t^{n} j_{l_{1}}(a t) j_{l_{2}}(b t) j_{l_{3}}(b t) d t
$$

$$
\begin{gather*}
=\left(\frac{\pi}{2}\right)^{3 / 2} \frac{1}{\sqrt{a b c}} \sum_{p=0}^{k} C_{k}^{p}\left(\frac{2}{c}\right)^{k-p}(-)^{p} \frac{\Gamma\left(l_{3}+\frac{1}{2}-p\right)}{\Gamma\left(l_{3}+\frac{1}{2}-k\right)}  \tag{2.12a}\\
\cdot \sum_{m=0}^{q} C_{q}^{m}(-)^{m}\left(\frac{b}{c}\right)^{q-m}\left(\frac{a}{c}\right)^{m} \operatorname{Re} \mathscr{F}_{l_{1}^{\prime}+1 / 2}^{0}, l_{3}^{\prime}+1 / 2, \\
l_{3} \geqq l_{2} \geqq l_{1}, \quad q=l_{2}-l_{1}, \quad 2 k=n-2+l_{3}-l_{2}+l_{1},  \tag{2.12b}\\
l_{1}^{\prime}=l_{1}+m, \quad l_{3}^{\prime}=l_{3}-k-p-q, \tag{2.12c}
\end{gather*}
$$

and

$$
\begin{aligned}
\operatorname{Re} \mathscr{I}_{l_{1}+1 / 2}^{0},{ }_{l_{3}^{\prime}+1 / 2}^{0} & \equiv \int_{0}^{\infty} t^{1 / 2-l_{3}^{\prime}} J_{l_{1}+1 / 2}(a t) J_{l_{1}+1 / 2}(b t) J_{l_{3}^{\prime}+1 / 2}(c t) d t \\
& =0 \quad \text { if } c<|a-b| \\
& =\frac{1}{\sqrt{2 \pi}} \frac{1}{a b}\left(\frac{a b}{c}\right)^{l_{3}^{\prime}+1 / 2}\left(\sin \varphi_{c}\right)^{l_{3}^{\prime}} P_{l_{1}}^{-l_{3}^{\prime}}\left(\cos \varphi_{c}\right)
\end{aligned}
$$

$$
\begin{equation*}
|a-b|<c<a+b \tag{2.13}
\end{equation*}
$$

$$
=0 \quad \text { for } c>a+b \text { and } l_{1}^{\prime} \geqq l_{3}^{\prime}
$$

$$
=(-)^{l_{3}^{\prime}} \sqrt{\frac{2}{\pi}} \frac{1}{a b}\left(\frac{a b}{c}\right)^{l_{3}^{\prime}+1 / 2} \frac{\left(\operatorname{sh} U_{c}\right)^{l_{3}^{\prime}}}{\Gamma\left(l_{1}^{\prime}+l_{3}^{\prime}+1\right) \Gamma\left(l_{3}^{\prime}-l_{1}^{\prime}\right)} 2^{l_{1}^{\prime}}\left(\operatorname{ch} U_{c}\right)
$$

$$
\text { for } c>a+b \text { and } l_{1}^{\prime}<l_{3}^{\prime} .
$$

As $l_{1}^{\prime}, l_{3}^{\prime}$ are positive integers, $\left(\sin \varphi_{c}\right)^{l_{3}^{\prime}} P_{l_{1}}^{-l_{3}^{\prime}}\left(\cos \varphi_{c}\right)$ is a polynomial in $\cos \varphi_{c}$ of degree $l_{1}^{\prime}+l_{3}^{\prime}$ whereas $\left(\operatorname{sh} U_{c}\right)^{l_{3}} \mathscr{l}_{l_{1}^{\prime}}^{l_{3}^{\prime}}\left(\operatorname{ch} U_{c}\right)$ is a polynomial in $\operatorname{ch} U_{c}$ of degree $l_{1}^{\prime}+l_{3}^{\prime}-1$ when $l_{3}^{\prime}>l_{1}^{\prime}$ (see Appendix B).

At this stage, some comments are in order.
(i) It is worth noting that there is a shorter way to get the integrals of type (2.10) when $a, b$, and $c$ do not obey the triangular inequalities.

Indeed if $c>a+b$

$$
\begin{aligned}
& \operatorname{Re} I\left(n-\frac{1}{2} ; l_{1}+\frac{1}{2}, l_{2}+\frac{1}{2}, l_{3}+\frac{1}{2}\right) \\
& =\frac{\frac{1}{2}\left(\frac{2}{c}\right)^{n-1 / 2}\left(\frac{a}{c}\right)^{l_{1}+1 / 2}\left(\frac{b}{c}\right)^{l_{2}+1 /(2 \times \Gamma)}\left(\frac{l_{1}+l_{2}+l_{3}+n+1}{2}\right)}{\Gamma\left(l_{1}+\frac{3}{2}\right) \Gamma\left(l_{2}+\frac{3}{2}\right) \Gamma\left(1-\left(\frac{l_{1}+l_{2}+n-l_{3}}{2}\right)\right)} \\
& \quad \times F_{4}\left(\frac{l_{1}+l_{2}+l_{3}+n+1}{2}, \frac{l_{1}+l_{2}+n-l_{3}}{2}, l_{1}+\frac{3}{2}, l_{2}+\frac{3}{2} ; \frac{a^{2}}{c^{2}}, \frac{b^{2}}{c^{2}}\right)
\end{aligned}
$$

and similar formulae for $a>c+b\left(c \leftrightarrow a\right.$ and $\left.l_{3} \leftrightarrow l_{1}\right)$ or $b>a+c\left(c \leftrightarrow b\right.$ and $\left.l_{3} \leftrightarrow l_{2}\right)$. Then for $n+l_{1}+l_{2}+l_{3}$ even, $\left(l_{1}+l_{2}+n-l_{3}\right) / 2$ is an integer and the integral vanishes
if $l_{1}+l_{2}+n-l_{3} \geqq 2$. In the other configuration $\left(l_{1}+l_{2}+n-l_{3} \leqq 0\right)$ the $F_{4}$ function is a polynomial of degree $\left(l_{3}-\left(l_{1}+l_{2}+n\right)\right) / 2=p$ in the variable $a^{2} / c^{2}$ and $b^{2} / c^{2}$ of the form

$$
F_{4}\left(\alpha,-p, \gamma, \gamma^{\prime}, \frac{a^{2}}{c^{2}}, \frac{b^{2}}{c^{2}}\right)=\sum_{k=0}^{p}(\alpha)_{k}(-p)_{k} \sum_{m=0}^{k} \frac{\left(\frac{a^{2}}{c^{2}}\right)^{m}\left(\frac{b^{2}}{c^{2}}\right)^{k-m}}{(\gamma)_{m}\left(\gamma^{\prime}\right)_{k-m} m!(k-m)!}
$$

where $(\beta)_{q}=\Gamma(\beta+q) / \Gamma(\beta)$ is the Pochammer symbol.
For instance, the case $l_{1}+l_{2}+n=l_{3}$ leads to a very simple formula since the $F_{4}$ function reduces to one (for reasons of convergence $l_{3} \leqq l_{1}+l_{2}+2$ ):

$$
\begin{aligned}
& \int_{0}^{\infty} t^{l_{3}-\left(l_{1}+l_{2}\right)} j_{l_{1}}(a t) j_{l_{2}}(b t) j_{3}(c t) d t \\
& \quad=\frac{\pi^{3 / 2}}{2^{3+l_{1}+l_{2}-l_{3}}} \frac{a^{l_{1}} b^{l_{2}}}{c^{l_{3}+1}} \times \frac{\Gamma\left(l_{3}+\frac{1}{2}\right)}{\Gamma\left(l_{1}+\frac{3}{2}\right) \Gamma\left(l_{2}+\frac{3}{2}\right)}, \quad c>a+b
\end{aligned}
$$

Note that this result is valid in the general case when $(\lambda+\mu+\nu-\rho) / 2$ is an integer. Thus we have the well-known formula:

$$
\int_{0}^{\infty} t^{\rho-\nu-\mu-1} J_{\mu}(a t) J_{\nu}(b t) J_{\rho}(c t) d t=\frac{1}{2} \frac{\left(\frac{a}{2}\right)^{\mu}\left(\frac{b}{2}\right)^{\nu} \Gamma(\rho)}{\left(\frac{c}{2}\right)^{\rho} \Gamma(\nu+1) \Gamma(\mu+1)}, \quad c>a+b
$$

Unfortunately, this method does not apply when $a, b, c$ obey the triangular inequalities because, as emphasized before, the analytic continuation of the $F_{4}$ function is unknown in the general case.
(ii) The proof above holds when $n \geqq 0$ and is still valid when $n<0$, provided $n-2+l_{3}-l_{2}+l_{1} \geqq 0$.

It is easy to show now that it also holds when $n-2+l_{3}-l_{2}+l_{1}<0$, i.e., for any negative integer $n$ provided the convergence condition at $t=0\left(n+l_{1}+l_{2}+l_{3}\right) \geqq 0$ holds.

Let us show it briefly. We set $m=|n|=-n$. As $m \leqq l_{1}+l_{2}+l_{3}$, we may split $m$ into three terms $m=m_{1}+m_{2}+m_{3}$ such that $m_{i}$ is an integer and $0 \leqq m_{i} \leqq l_{i}$. Now, using $m_{i}$ times the recurrence relation (2.1), we replace $j_{l_{i}} / t^{m_{i}}$ by a linear combination of $m_{i}+1$ spherical Bessel functions $j_{l_{i}^{\prime}}\left(l_{i}^{\prime}=l_{i}+m_{i}, l_{i}+m_{i}-2, \cdots, l_{i}-m_{i}+2, l_{i}-m_{i}\right)$ and the whole integrand is now a sum of products of spherical Bessel functions with no power term. For example, when we use

$$
\begin{gathered}
\frac{j_{1}(a t)}{t}=\frac{a}{3}\left[j_{2}(a t)+j_{0}(a t)\right], \quad \frac{j_{1}(b t)}{t}=\frac{b}{3}\left[j_{2}(b t)+j_{0}(b t)\right], \\
\frac{j_{2}(c t)}{t^{2}}=c^{2}\left[\frac{j_{4}(c t)}{35}+\frac{2 j_{2}(c t)}{21}+\frac{j_{0}(c t)}{15}\right]
\end{gathered}
$$

the integral

$$
\int_{0}^{\infty} \frac{j_{1}(a t) j_{1}(b t) j_{2}(c t)}{t^{4}} d t
$$

is a sum of known integrals $\int_{0}^{\infty} j_{l_{1}}(a t) j_{l_{2}}(b t) j_{l_{3}}(c t) d t$ with $l_{1}^{\prime}, l_{2}^{\prime}=0,2 ; l_{3}^{\prime}=0,2,4$.
To summarize, we have enlarged the conditions (1.3) that were necessary in the proof of [2] to the case where $a, b$, and $c$, respectively ( $l_{1}, l_{2}$, and $l_{3}$ ) do not obey the triangular inequalities and where $n$ is no longer restricted to be equal to two. The result is given in terms of a linear combination of Legendre functions of one angle or
pseudo-angle $\varphi_{c}, U_{c}$, or $\hat{U}_{c}$ instead of products of Legendre polynomials in $\varphi_{a}$ and $\varphi_{b}$ in the triangular case (see Table 1). The method is general and applies also when the index of the Bessel functions is noninteger.

TABLE 1
Expression of the integral with three spherical Bessel functions in terms of the Legendre functions when $n+l_{1}+l_{2}+l_{3}$ is even.

$$
I=\int_{0}^{\infty} d t t^{n} j_{l_{1}}(a t) j_{l_{2}}(b t) j_{l_{3}}(c t), \quad n \leqq 2, \quad n+l_{1}+l_{2}+l_{3} \geqq 0
$$

For $n<0$, we come back to integrals with $n=0$ using recurrence (2.1). For $n=l_{1}=0$ and $l_{2}=l_{3}=l$ see Appendix equations (A1)-(A2). In all other cases, if $l_{3} \geqq l_{2} \geqq l_{1}$

$$
I=\left(\frac{\pi}{2}\right)^{3 / 2} \frac{1}{\sqrt{a b c}} \operatorname{Re} \mathscr{J}_{l_{1}+1 / 2}^{q} \underset{l_{3}+1 / 2}{k}
$$

where $q=l_{2}-l_{1}, k=\left(n-2+l_{3}-l_{2}+l_{1}\right) / 2$ are positive or zero integers,

$$
\begin{gathered}
\mathscr{J}_{l_{1}+1 / 2}^{q}{ }_{l 3+1 / 2}^{k}=\sum_{p=0}^{k} C_{k}^{p}\left(\frac{2}{c}\right)^{k-p}(-)^{p} \frac{\Gamma\left(l_{3}+\frac{1}{2}-p\right)}{\Gamma\left(l_{3}+\frac{1}{2}-k\right)} \sum_{m=0}^{q} C_{q}^{m}(-)^{m}\left(\frac{b}{c}\right)^{q-m}\left(\frac{a}{c}\right)^{m} \mathscr{L}_{l_{1}+1 / 2}^{0}{ }_{l_{3}+1 / 2}^{0} \\
l_{1}^{\prime}=l_{1}+m, \quad l_{3}^{\prime}=l_{3}-k-p-q, \quad\left(l_{3}^{\prime} \geqq 0\right)
\end{gathered}
$$

and

$$
\begin{aligned}
\mathscr{J}_{l_{1}^{\prime}+1 / 2}^{0} i_{3}^{\prime}+1 / 2 & =0 \quad \text { if } c<|a-b| \\
& =0 \quad \text { if } c>a+b \text { and } l_{1}^{\prime} \geqq l_{3}^{\prime} \\
& =(-)^{l_{3}^{\prime}} \sqrt{\frac{2}{\pi}} \frac{1}{a b}\left(\frac{a b}{c}\right)^{l_{3}^{\prime+1 / 2}} \frac{\left(s h U_{c}\right)^{l_{3}^{\prime}}}{\Gamma\left(l_{1}^{\prime}+l_{3}^{\prime}+1\right) \Gamma\left(l_{3}^{\prime}-l_{1}^{\prime}\right)} 2_{l_{1}^{\prime}}^{l_{3}^{\prime}}\left(c h U_{c}\right) \quad \text { if } c>a+b \text { and } l_{1}^{\prime}<l_{3}^{\prime} \\
& =\frac{1}{\sqrt{2 \pi}} \frac{1}{a b}\left(\frac{a b}{c}\right)^{l_{3}^{\prime}+1 / 2}\left(\sin \varphi_{c}\right)^{l_{3}^{\prime}} P_{l_{1}^{-}}^{-l_{3}^{\prime}}\left(\cos \varphi_{c}\right) \quad \text { if }|a-b|<c<a+b .
\end{aligned}
$$

N.B. If $|a-b|<c<a+b, c^{2}=a^{2}+b^{2}-2 a b \cos \varphi_{c}$; if $c>a+b, c^{2}=a^{2}+b^{2}+2 a b c h U_{c}$.

However, the method fails to work when $n+l_{1}+l_{2}+l_{3}$ is odd. This case corresponds to a case of factorization $\lambda=\nu+2, \mu=-\rho$ and the $F_{4}$ function reduces to an $F_{1}$ function [4] with a positive integer index that yields a logarithmic singularity while for even parity this index is a negative integer and the corresponding $F_{1}$ is thus a polynomial. For these reasons, we give another method that is specific to the spherical Bessel functions.
3. Second method (spherical Bessel functions only). The method holds for any positive (or zero) integers $l_{1}, l_{2}, l_{3}\left(-\left(l_{1}+l_{2}+l_{3}\right) \leqq n \leqq 2\right)$ and any real positive parameters $a, b, c$ and it is specific to half-integer Bessel functions. Contrary to the preceding section, the final expression is not written as a sum of Legendre functions changing when going from a triangle to a nontriangle configuration: it appears as a finite sum of simple rational functions of $a, b, c$ directly with a singularity that depends on the parity of the quantity $n+l_{1}+l_{2}+l_{3}$.

Integrals

$$
\begin{equation*}
A_{l_{1}, l_{2}, l_{3}, n}=\int_{0}^{\infty} t^{n} j_{l_{1}}(a t) j_{l_{2}}(b t) j_{3}(c t) d t \tag{3.1}
\end{equation*}
$$

may be calculated directly, using the expansion of the spherical Bessel functions. Following [1] we write

$$
\begin{equation*}
j_{l}(\rho)=\frac{e^{i \rho}}{2 \rho} \sum_{m=0}^{l} \frac{\exp (i \pi / 2(l-m+1))}{m!} \frac{(l+m)!}{(l-m)!}\left(\frac{1}{2 \rho}\right)^{m}+\text { c.c. } \tag{3.2}
\end{equation*}
$$

where c.c. denotes the complex conjugate. The integrand is rewritten as follows:

$$
\begin{align*}
& \sum_{\left\{m_{i}\right\}} \sum \sum \sum \sum_{ \pm} \prod_{i} \frac{\left(l_{i}+m_{i}\right)!}{m_{i}!\left(l_{i}-m_{i}\right)!} \exp \left(\mp \frac{i \pi}{2}\left(l_{i}-m_{i}+1\right)\right) \\
& \cdot \frac{e^{i t( \pm a \pm b \pm c)}}{(2 a)^{m_{1}+1}(2 b)^{m_{2}+1}(2 c)^{m_{3}+1}} t^{n-3-m_{1}-m_{2}-m_{3}}  \tag{3.3}\\
& \quad 0 \leqq m_{i} \leqq l_{i}, \quad i=1,2,3 .
\end{align*}
$$

The integral

$$
\begin{equation*}
\int_{0}^{\infty} e^{i t( \pm a \pm b \pm c)} t^{n-3-m_{1}-m_{2}-m_{3}} d t=\lim _{\varepsilon \rightarrow 0^{+}} \int_{0}^{\infty} e^{i t( \pm a \pm b \pm c)}(t+\varepsilon)^{n-3-m_{1}-m_{2}-m_{3}} d t \tag{3.4}
\end{equation*}
$$

is divergent, but the whole sum (3.3) is convergent. Then, we first calculate $\int_{0}^{\infty} e^{i t( \pm a \pm b \pm c)}(t+\varepsilon)^{n-3-m_{1}-m_{2}-m_{3}}$, which exists for $\varepsilon>0$ and retain only its finite part when $\varepsilon \rightarrow 0^{+}$, as it gives the only contribution to the final result. The basic integral

$$
\begin{equation*}
I_{p}=\int_{0}^{\infty} \frac{e^{i \lambda t}}{(t+\varepsilon)^{p}} d t \tag{3.5}
\end{equation*}
$$

$\lambda= \pm a \pm b \pm c$, real, is a polynomial in $1 / \varepsilon$ plus a singular part $I_{1}$ :

$$
I_{p}=\frac{(i \lambda)^{p-1}}{(p-1)!} I_{1}+\frac{1}{(p-1)!} \sum_{l=0}^{p-2} \frac{(p-2-l)!(i \lambda)^{p}}{\varepsilon^{p-1-l}}
$$

and when $\varepsilon \rightarrow 0^{+}, I_{1}$ has a logarithmic behavior

$$
\begin{equation*}
I_{1}=\int_{0}^{\infty} \frac{e^{i \lambda t}}{t+\varepsilon} d t=-\ln |\lambda|-\ln \left(e^{\gamma} \cdot \varepsilon\right)+\frac{i \pi}{2} \operatorname{sgn}(\lambda)+O(\varepsilon) \tag{3.6}
\end{equation*}
$$

where $\gamma$ is the Euler constant and $\operatorname{sgn}(x)=x /|x|$ is the sign function.
From (3.5)-(3.6), we get

$$
\begin{equation*}
\text { finite part } I_{p}=-\frac{(i \lambda)^{p-1}}{(p-1)!}\left[\ln |\lambda|+\ln e^{\gamma}-\frac{i \pi}{2} \operatorname{sgn}(\lambda)\right] \tag{3.7}
\end{equation*}
$$

but $\ln \left(e^{\gamma}\right)$ will not appear in the final result as it cancels together with the $\ln \varepsilon$ terms. Using (3.7) and (3.3)-(3.4), we get all the integrals (3.1).

For example, we calculate integrals that escape the method of § 2.3:

$$
\begin{aligned}
\int_{0}^{\infty} j_{0}(a t) j_{0}(b t) j_{0}(c t) d t & =\frac{\pi}{2 \sup (a, b, c)} \text { outside the triangle } \\
& =\frac{\pi}{8 a b c} \Lambda(\sqrt{a}, \sqrt{b}, \sqrt{c}), \quad|a-b|<c<a+b
\end{aligned}
$$

where $\Lambda(\sqrt{x}, \sqrt{y}, \sqrt{z})=x^{2}+y^{2}+z^{2}-2 x y-2 y z-2 z x$.

$$
\begin{aligned}
\int_{0}^{\infty} j_{1}(a t) j_{1}(b t) j_{0}(c t) d t & =0 \quad \text { if } c>a+b \\
& =\frac{\pi}{96 a^{2} b^{2} c}[c-(a+b)]^{2}\left\{c^{2}+2 c(a+b)-3(a-b)^{2}\right), \\
& =\frac{\pi}{3!} \frac{\inf (a, b)}{[\sup (a, b)]^{2}}, \quad c<|a-b|
\end{aligned}
$$

to be checked with the result in [1].

Both integrals are for $n+l_{1}+l_{2}+l_{3}$ even but $l_{3}+l_{1}-l_{2}+n-2$ negative. Note that a nonzero contribution appears outside the triangle. For odd $n+l_{1}+l_{2}+l_{3}$ we calculate

$$
\begin{aligned}
& 4 a b c \int_{0}^{\infty} t j_{0}(a t) j_{0}(b t) j_{0}(c t) d t \\
& \quad=c \ln \left|\frac{c^{2}-(a-b)^{2}}{c^{2}-(a+b)^{2}}\right|+a \ln \left|\frac{a^{2}-(b-c)^{2}}{a^{2}-(b+c)^{2}}\right|+b \ln \left|\frac{b^{2}-(c-a)^{2}}{b^{2}-(c+a)^{2}}\right|,
\end{aligned}
$$

which is symmetrical in $a, b, c$.
More generally, using expansion (3.3), we get for integrals (3.1) the final result:

$$
\begin{align*}
A_{l_{1} l_{2} l_{n} n}= & (-)^{q} \pi\left[F_{l_{1} l_{2} l_{n}}(a, b, c) \operatorname{sgn}(c+a+b)\right. \\
& +(-)^{l_{2}} F_{l_{1} l_{2} l_{3} n}(a,-b, c) \operatorname{sgn}(c+a-b)  \tag{3.8}\\
& +(-)^{l_{1}} F_{l_{1} l_{1} l_{3} n}(-a, b, c) \operatorname{sgn}(c-a+b) \\
& \left.+(-)^{l_{1}+l_{2}} F_{l_{1} l_{2} l_{3} n}(-a,-b, c) \operatorname{sgn}(c-a-b)\right]
\end{align*}
$$

when $l_{1}+l_{2}+l_{3}+n=2 q$ is even ( $\operatorname{sgn}(x)$ is again the sign function), and

$$
\begin{align*}
A_{l_{1} l_{2} l_{3} n}= & (-)^{q^{\prime}+1} 2\left[F_{l_{1} l_{2} l_{3} n}(a, b, c) \ln |c+a+b|\right. \\
& +(-)^{l_{2}} F_{l_{1} l_{2} l_{n} n}(a,-b, c) \ln |c+a-b|  \tag{3.9}\\
& +(-)^{l_{1}} F_{l_{1} l_{2} l_{n} n}(-a, b, c) \ln |c-a+b| \\
& \left.+(-)^{l_{1}+l_{2}} F_{l_{1} l_{l} l_{3} n}(-a,-b,+c) \ln |c-(a+b)|\right]
\end{align*}
$$

when $l_{1}+l_{2}+l_{3}+n=2 q^{\prime}-1$ is odd. The function $F$ includes all the combinatory coefficients of expansion (3.3):

$$
\begin{align*}
F_{l_{1} l_{3} n}(a, b, c)= & \sum_{\left\{m_{i}\right\}} \frac{(-)^{m_{1}+m_{2}+m_{3}}}{(2 a)^{m_{1}+1}(2 b)^{m_{2}+1}(2 c)^{m_{3}+1}} \prod_{i=1}^{3} \frac{\left(l_{i}+m_{i}\right)!}{\left(l_{i}-m_{i}\right)!m_{i}!}  \tag{3.10}\\
& \times \frac{(c+a+b)^{m_{1}+m_{2}+m_{3}+2-n}}{\left(m_{1}+m_{2}+m_{3}+2-n\right)!}
\end{align*}
$$

Table 2
Expression of the integrals with three spherical Bessel functions in terms of rational functions of $a, b, c$ and of the singularity.

$$
\begin{aligned}
& \int_{0}^{\infty} t^{n} j_{l_{1}}(a t) j_{j_{2}}(b t) j_{l_{3}}(c t) d t \\
& =(-)^{q} \pi\left[F_{l_{12} / 3 n}(a, b, c) \operatorname{sgn}(c+a+b)+(-)^{2} F_{l_{1} l_{2 / 3 n}}(a,-b, c) \operatorname{sgn}(c+a-b)\right. \\
& \left.+(-)^{l_{1}} F_{l_{1} l_{23 n}}(-a, b, c) \operatorname{sgn}(c-a+b)+(-)^{l_{1}+l_{2}} F_{l_{1} l_{1 / 3 n}}(-a,-b, c) \operatorname{sgn}(c-a-b)\right] \\
& \text { if } n+l_{1}+l_{2}+l_{3}=2 q \\
& =(-)^{q^{\prime}+1} 2\left[F_{l_{1} l_{2 / 3 n}}(a, b, c) \ln |c+a+b|\right. \\
& +(-)^{2} F_{l_{1} l_{23 n}}(a,-b, c) \ln |c+a-b|+(-)^{l_{1}} F_{l_{12} l_{3}}(a, b, c) \ln |c-a+b| \\
& \left.+(-)^{l_{1}+l_{2}} F_{l_{1} l_{12 n}}(-a,-b, c) \ln |c-a-b|\right] \\
& \text { if } n+l_{1}+l_{2}+l_{3}=2 q^{\prime}-1
\end{aligned}
$$

with

$$
\operatorname{sgn}(x)=\frac{x}{|x|},
$$

$$
F_{1,12 l_{3} n}(a, b, c)=\sum_{\left\{m_{i}\right\}} \frac{(-)^{m_{1}+m_{2}+m_{3}}}{(2 a)^{m_{1}+1}(2 b)^{m_{2}+1}(2 c)^{m_{3}+1}} \prod_{i=1}^{3} \frac{\left(l_{i}+m_{i}\right)!}{\left(l_{i}-m_{i}\right)!m_{i}!} \frac{(c+a+b)^{m_{1}+m_{2}+m_{3}+2-n}}{\left(m_{1}+m_{2}+m_{3}+2-n\right)!} .
$$

Results (3.8), (3.9) are not expressed in terms of special functions as in the previous section. Nevertheless, they are not too difficult to handle for practical purposes, both because functions $F_{l_{1} l_{2} l_{3} n}$ are simple rational functions and because the different behavior when $a, b, c$ form or do not form a triangle appears through a unique singular multiplicative factor, i.e., the logarithmic term when $n+l_{1}+l_{2}+l_{3}$ is odd, the sign function when it is even.

Note once again that it is by no means necessary to assume that $n+l_{1}+l_{2}+l_{3}$ is even, nor that $n \geqq 0$ as the proof holds for any integer $n$ such that $2-n \geqq 0$ and $n+l_{1}+l_{2}+l_{3} \geqq 0$. The results of this section are summarized in Table 2 .

Appendix A. Solution when $\boldsymbol{n}=\mathbf{0}, \boldsymbol{l}_{\mathbf{1}}=\mathbf{0}, \boldsymbol{l}_{\mathbf{2}}=\boldsymbol{l}_{\mathbf{3}}=\boldsymbol{l}$. We rewrite, using integration by parts,

$$
I=\int_{0}^{\infty} t^{-3 / 2} J_{1 / 2}(a t) J_{\nu}(b t) J_{\nu}(c t) d t \quad\left(\nu=l+\frac{1}{2}\right)
$$

as

$$
\begin{aligned}
2 \nu I= & a \int_{0}^{\infty} t^{-1 / 2} J_{3 / 2}(a t) J_{\nu}(b t) J_{\nu}(c t) d t \\
& +\int_{0}^{\infty} t^{-1 / 2} J_{1 / 2}(a t)\left[b J_{\nu-1}(b t) J_{\nu}(c t)+c J_{\nu}(b t) J_{\nu-1}(c t)\right] d t \\
= & -a \operatorname{Re} \mathscr{\mathscr { L }}_{\nu}^{0}{ }_{3 / 2}^{0}(b, c, a)+b \operatorname{Re} \mathscr{J}_{1 / 2}^{\nu-1-1 / 2}{ }_{\nu}^{0}(a, b, c) \\
& +c \operatorname{Re} \mathscr{J}_{1 / 2}^{\nu-1-1 / 2}{ }_{\nu}(a, c, b) .
\end{aligned}
$$

Thus
where the dependence on parameters $a, b, c$ is made explicit. Now, from (2.6) and (2.13), we get easily the (known) result when $a, b, c$ do not form a triangle [8]. We have

$$
\int_{0}^{\infty} j_{0}(a t) j_{l}(b t) j_{l}(c t) d t=\left(\frac{\pi}{2}\right)^{3 / 2} \frac{1}{\sqrt{a b c}} I
$$

$$
\begin{array}{ll}
=0 & \text { if } a>(b+c) \\
=(2 l+1)^{-1} \frac{\pi}{2}\left(\frac{b}{c}\right)^{l} \frac{1}{c} & \text { if } c>a+b  \tag{A1}\\
=(2 l+1)^{-1} \frac{\pi}{2}\left(\frac{c}{b}\right)^{l} \frac{1}{b} & \text { if } b>a+c .
\end{array}
$$

In the triangle case $|a-b|<c<a+b$, the result is a more complicated sum, namely

$$
\begin{aligned}
& (2 l+1) I=\left\{-a \operatorname{Re} \mathscr{F}_{l+1 / 2}^{0} \underset{3 / 2}{0}(b, c, a)\right. \\
& \left.+\sum_{m=0}^{l-1}(-)^{m} C_{l-1}^{m}\left[\left(\frac{b}{c}\right)^{l-1-m}\left(\frac{a}{c}\right)^{m} b \operatorname{Re} \mathscr{\mathscr { F }}_{m+1 / 2}^{0}{ }_{3 / 2}^{0}(a, b, c)+b \leftrightarrow c\right]\right\} .
\end{aligned}
$$

Now, from (2.6)
(A2)

$$
\begin{aligned}
& \operatorname{Re} \mathscr{L}_{m+1 / 2}^{0}{ }_{3 / 2}^{0}(a, b, c)=\frac{1}{\sqrt{2 \pi}} \sqrt{\frac{a b}{c}} \cdot \frac{1}{c} P_{m}^{-1}\left(\cos \varphi_{c}\right) \sin \varphi_{c}, \\
& \operatorname{Re} \mathscr{L}_{l+1 / 2}^{0}{ }_{3 / 2}^{0}(b, c, a)=\frac{1}{\sqrt{2 \pi}} \sqrt{\frac{c b}{a}} \cdot \frac{1}{a} P_{l}^{-1}\left(\cos \varphi_{a}\right) \sin \varphi_{a},
\end{aligned}
$$

$$
\begin{aligned}
\int_{0}^{\infty} j_{0}(a t) j_{l}(b t) j_{l}(c t) d t=(2 l+1)^{-1} & \frac{\pi}{4}\left\{-\frac{\sin \varphi_{a}}{a} P_{l}^{-1}\left(\cos \varphi_{a}\right)+\sum_{m=0}^{l-1}(-)^{m} C_{l-1}^{m}\right. \\
& \left.\times\left[\left(\frac{b}{c}\right)^{l-m}\left(\frac{a}{c}\right)^{m} \frac{\sin \varphi_{c}}{c} P_{m}^{-1}\left(\cos \varphi_{c}\right)+b \leftrightarrow c\right]\right\} .
\end{aligned}
$$

Note the functional relation

$$
\mathscr{J}_{3 / 2}^{l-1}{ }_{l+1 / 2}^{0}(a, b, c) \equiv \mathscr{J}_{l+1 / 2}^{0}{ }_{3 / 2}^{0}(b, c, a)
$$

where the sum of $l-1$ Legendre polynomials in variable $\cos \varphi_{c}$ is expressed as a unique Legendre polynomial in $\cos \varphi_{a}$.

Appendix B. The proof goes as follows:

$$
\mathscr{Q}_{l}^{m}(Z)=\left(Z^{2}-1\right)^{m / 2} \frac{d^{m}}{d Z^{m}} \mathscr{Q}_{l}(Z)
$$

with

$$
\mathscr{2}_{l}(Z)=\left\{\frac{1}{2} \mathscr{P}_{l}(Z) \ln \frac{Z+1}{Z-1}+W_{l-1}(Z)\right\}
$$

where $\mathscr{P}_{l}(Z)$ is the usual Legendre polynomial and $W_{l-1}(Z)$ is a polynomial of degree $l-1$ in $Z$. Thus

$$
\text { for } m>l \frac{d^{m}}{d Z^{m}} W_{l-1}(Z)=\frac{d^{m}}{d Z^{m}} \mathscr{P}_{l}(Z)=0
$$

which implies that there is no logarithmic term in $\mathscr{2}_{l}^{m}(Z)$. Furthermore,

$$
\frac{d^{p}}{d Z^{p}} \ln \left\{\frac{(Z+1)}{(Z-1)}\right\}=\frac{V_{p-1}(Z)}{\left(Z^{2}-1\right)^{p}}
$$

where $V_{p-1}(Z)$ is a polynomial of degree $p-1$. The Leibniz formula yields

$$
\begin{aligned}
\left(Z^{2}-1\right)^{m / 2} \mathscr{Q}_{l}^{m}(Z) & =\frac{1}{2}\left(Z^{2}-1\right)^{m} \sum_{p=0}^{l} \frac{d^{p} \mathscr{P}_{l}(Z)}{d Z^{p}} \times \frac{V_{m-p-1}(Z)}{\left(Z^{2}-1\right)^{m-p}} C_{m}^{p} \\
& =\frac{1}{2} \sum_{p=0}^{l} \frac{d^{p} \mathscr{P}_{l}(Z)}{d Z^{p}} \times V_{m-p-1}(Z) C_{m}^{p}\left(Z^{2}-1\right)^{p} \\
& =\frac{1}{2} \sum_{p=0}^{l}\left(Z^{2}-1\right)^{p / 2} \mathscr{P}_{l}^{p}(Z) \times V_{m-p-1}(Z) C_{m}^{p} .
\end{aligned}
$$

Since $\left(Z^{2}-1\right)^{p / 2} \mathscr{P}_{l}^{p}(Z)$ is a polynomial of degree $l+p,\left(Z^{2}-1\right)^{m / 2} \mathscr{Q}_{l}^{m}(Z)$ is a polynomial of degree $l+m-1$.
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#### Abstract

A $q$-extension of the terminating form of Clausen's ${ }_{3} F_{2}$ series representation for the square of a ${ }_{2} F_{1}(a, b ; a+b+1 / 2 ; z)$ series is derived. It is used to prove the nonnegativity of certain basic hypergeometric series and to derive $q$-extensions of the inequalities and differential equations de Branges used in his proof of the Bieberbach, Robertson, and Milin conjectures.
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1. Introduction. In 1828 Clausen [15] used second- and third-order differential equations to prove the formula

$$
\left\{{ }_{2} F_{1}\left[\begin{array}{c}
a, b  \tag{1.1}\\
a+b+1 / 2
\end{array} ; z\right]\right\}^{2}={ }_{3} F_{2}\left[\begin{array}{c}
2 a, 2 b, a+b \\
2 a+2 b, a+b+1 / 2
\end{array} ; z\right], \quad|z|<1
$$

The above ${ }_{2} F_{1}$ and ${ }_{3} F_{2}$ are special cases of ${ }_{r} F_{s}$ hypergeometric series defined by

$$
{ }_{r} F_{s}\left[\begin{array}{l}
\left.a_{1}, \cdots, a_{r} ; z\right]=\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n} \cdots\left(a_{r}\right)_{n}}{n!\left(b_{1}\right)_{n} \cdots\left(b_{s}\right)_{n}} z^{n}, ~, ~, ~, ~ b_{s} \\
\left.b_{1}, \cdots\right]
\end{array}\right.
$$

where $(a)_{n}$ is the shifted factorial defined by

$$
(a)_{n}=\prod_{k=0}^{n-1}(a+k)
$$

Almost 150 years later, Clausen's formula was used in Askey and Gasper [4] to prove that

$$
{ }_{3} F_{2}\left[\begin{array}{c}
-n, n+\alpha+2,(\alpha+1) / 2  \tag{1.2}\\
\alpha+1,(\alpha+3) / 2
\end{array} ; \frac{1-x}{2}\right] \geq 0, \quad-1 \leq x \leq 1,
$$

when $\alpha>-2$ and $n=0,1,2, \cdots$, and then this inequality was used to prove the positivity of certain important kernels involving sums of Jacobi polynomials (also see Askey [3, Lecture 8] and the extensions in Gasper [18], [19]). In 1984 the special cases $\alpha=2,4,6, \cdots$ of (1.2) were used by de Branges [11], [12] to complete the last part of his proof of the Milin [30, p. 55] conjecture that if $f$ is in the class $S$ of functions

$$
f(z)=z+c_{2} z^{2}+c_{3} z^{3}+\cdots
$$

that are analytic and univalent in the unit disk $|z|<1$ and if

$$
\log \frac{f(z)}{z}=2 \sum_{k=1}^{\infty} \gamma_{k} z^{k}
$$

[^71]then
\[

$$
\begin{equation*}
\sum_{k=1}^{n} k(n+1-k)\left|\gamma_{k}\right|^{2} \leq \sum_{k=1}^{n} \frac{n+1-k}{k}, \quad n=1,2, \cdots \tag{1.3}
\end{equation*}
$$

\]

It was already known that Milin's conjecture implied Robertson's [33] conjecture that if $f$ is an odd function in $S$, then

$$
\begin{equation*}
\sum_{k=1}^{n}\left|c_{2 k-1}\right|^{2} \leq n, \quad n=2,3, \cdots \tag{1.4}
\end{equation*}
$$

and that Robertson's conjecture implied Bieberbach's [9] conjecture that if $f$ is in $S$, then

$$
\begin{equation*}
\left|c_{n}\right| \leq n, \quad n=2,3, \cdots \tag{1.5}
\end{equation*}
$$

Since ${ }_{r} F_{s}$ series are limit cases of ${ }_{r} \phi_{s}$ basic hypergeometric series [25], [38]

$$
{ }_{r} \phi_{s}\left[\begin{array}{l}
a_{1}, \cdots, a_{r}  \tag{1.6}\\
b_{1}, \cdots, b_{s}
\end{array} ; q, z\right]=\sum_{n=0}^{\infty} \frac{\left(a_{1}, \cdots, a_{r} ; q\right)_{n}}{\left(q, b_{1}, \cdots, b_{s} ; q\right)_{n}}\left[(-1)^{n} q^{\binom{n}{2}}\right]^{1+s-r} z^{n},
$$

where $\binom{n}{2}=n(n-1) / 2$,

$$
\left(a_{1}, a_{2}, \cdots, a_{r} ; q\right)_{n}=\left(a_{1} ; q\right)_{n}\left(a_{2} ; q\right)_{n} \cdots\left(a_{r} ; q\right)_{n}
$$

and $(a ; q)_{n}$ is the $q$-shifted factorial defined by

$$
(a ; q)_{n}=\prod_{k=0}^{n-1}\left(1-a q^{k}\right)
$$

it is natural to search for $q$-extensions (also called $q$-analogues and, in the terminology of [10], quantum generalizations) of Clausen's formula (1.1), the inequalities (1.2), and of the other parts of de Branges' proof of the Milin conjecture.

In this paper we will derive a $q$-extension of Clausen's formula (1.1) for terminating series and various $q$-extensions of the inequalities (1.2) and of some other inequalities. In addition, since the existence of decreasing solutions of de Branges' differential equations

$$
\begin{equation*}
\sigma_{n}(t)+\frac{t}{n} \sigma_{n}^{\prime}(t)=\sigma_{n+1}(t)-\frac{t}{n+1} \sigma_{n+1}^{\prime}(t), \quad 1 \leq t<\infty \tag{1.7}
\end{equation*}
$$

played a crucial role in his proof of the Milin conjecture, we derive $q$-extensions of (1.7) and show that they have solutions which have negative first $q$-derivatives. Some prospects for further research are pointed out.
2. $q$-Extensions of Clausen's formula (1.1). In 1940 Jackson [27] derived a general theorem about solutions of $q^{\theta}$ equations, where $q^{\theta}$ is the operator $\exp ((\log q)$ $\cdot x \frac{d}{d x}$ ), which gives [28, p. 171] the product formula

$$
\begin{align*}
& { }_{2} \phi_{1}\left[\begin{array}{c}
q^{2 a}, q^{2 b} \\
q^{2 a+2 b+1}
\end{array} ; q^{2}, z\right]{ }_{2} \phi_{1}\left[\begin{array}{c}
q^{2 a}, q^{2 b} \\
q^{2 a+2 b+1}
\end{array} ; q^{2}, q z\right]  \tag{2.1}\\
& ={ }_{4} \phi_{3}\left[\begin{array}{c}
q^{2 a}, q^{2 b}, q^{a+b},-q^{a+b} \\
q^{2 a+2 b}, q^{a+b+1 / 2},-q^{a+b+1 / 2}
\end{array} ; q, z\right], \quad|z|<1,|q|<1 .
\end{align*}
$$

Since

$$
\begin{equation*}
\lim _{q \uparrow 1} \frac{\left(q^{a} ; q\right)_{n}}{(1-q)^{n}}=(a)_{n}, \quad \lim _{q \uparrow 1}\left(-q^{a} ; q\right)_{n}=2^{n} \tag{2.2}
\end{equation*}
$$

Clausen's formula (1.1) is a limit case of Jackson's product formula (2.1). However, unlike in (1.1), the left side of (2.1) is not a square and so (2.1) cannot be used to write sums of basic hypergeometric series as sums of squares of basic hypergeometric series as was done in [4], [18] for hypergeometric series to prove the nonnegativity of certain sums of hypergeometric series. Also, by considering negative integer values of $a$, we find that the series on the right side of (2.1) can assume negative values. It is natural to consider replacing the left side of (1.1) by

$$
\left\{{ }_{2} \phi_{1}\left[\begin{array}{c}
q^{a}, q^{b}  \tag{2.3}\\
q^{a+b+1 / 2} ; q, z
\end{array}\right]\right\}^{2}
$$

but, unfortunately, this square of $\mathrm{a}_{2} \phi_{1}$ series does not equal a basic hypergeometric series of the type in (1.6) as can be easily seen by computing the coefficient of $z^{2}$ in its power series expansion. Thus, in order to find a basic hypergeometric series which is the square of a basic hypergeometric series we are forced to look for another $q$-extension of (1.1).

One way to proceed is to recall that in [4] Clausen's formula was used to write (1.2) as a sum of squares of ultraspherical polynomials

$$
\begin{align*}
C_{n}^{\lambda}(x) & =\frac{(2 \lambda)_{n}}{n!}{ }_{2} F_{1}\left[\begin{array}{c}
-n, n+2 \lambda \\
\lambda+1 / 2
\end{array} ; \frac{1-x}{2}\right]  \tag{2.4}\\
& =\frac{(\lambda)_{n}}{n!} e^{i n \theta}{ }_{2} F_{1}\left[\begin{array}{c}
-n, \lambda \\
1-n-\lambda
\end{array} ; e^{-2 i \theta}\right], \quad x=\cos \theta
\end{align*}
$$

and to recall that in his work [34]-[36] during the 1890's on the now famous RogersRamanujan identities, Rogers [36] considered the $q$-extension

$$
C_{n}(x ; \beta \mid q)=\frac{(\beta ; q)_{n}}{(q ; q)_{n}} e^{i n \theta}{ }_{2} \phi_{1}\left[\begin{array}{c}
q^{-n}, \beta  \tag{2.5}\\
q^{1-n} \beta^{-1}
\end{array} ; q, q \beta^{-1} e^{-2 i \theta}\right], \quad x=\cos \theta
$$

of (2.4). Askey and Ismail [6] showed that these polynomials were orthogonal on $(-1,1)$ with respect to an absolutely continuous weight function and called them the continuous $q$-ultraspherical polynomials to distinguish them from the (discrete) $q$-ultraspherical polynomials

$$
C_{n}^{\lambda}(x ; q)=\frac{\left(q^{2 \lambda} ; q\right)_{n}}{(q ; q)_{n}}{ }_{2} \phi_{1}\left[\begin{array}{c}
q^{-n}, q^{n+2 \lambda}  \tag{2.6}\\
q^{\lambda+1 / 2}
\end{array} ; q, q x\right]
$$

which are orthogonal $[2,(3.8)]$ with respect to a discrete measure with point
masses at $x=q^{k}, k=0,1,2, \cdots$. They also showed that

$$
\begin{equation*}
C_{n}^{\lambda}(x)=\lim _{q \uparrow 1} C_{n}\left(x ; q^{\lambda} \mid q\right) \tag{2.7}
\end{equation*}
$$

and

$$
C_{n}(\cos \theta ; \beta \mid q)=\frac{\left(\beta^{2} ; q\right)_{n}}{\beta^{n / 2}(q ; q)_{n}}{ }^{4} \phi_{3}\left[\begin{array}{c}
q^{-n}, \beta^{2} q^{n}, \beta^{1 / 2} e^{i \theta}, \beta^{1 / 2} e^{-i \theta}  \tag{2.8}\\
\beta q^{1 / 2},-\beta q^{1 / 2},-\beta
\end{array} ; q, q\right]
$$

In 1895 Rogers [36, p. 29] employed an induction argument to prove the linearization formula

$$
\begin{align*}
C_{m}(x ; \beta \mid q) C_{n}(x ; \beta \mid q) & =\sum_{k=0}^{\min (m, n)} \frac{(q ; q)_{m+n-2 k}(\beta ; q)_{m-k}(\beta ; q)_{n-k}}{(q ; q)_{k}(q ; q)_{m-k}(q ; q)_{n-k}}  \tag{2.9}\\
\cdot & \frac{(\beta ; q)_{k}\left(\beta^{2} ; q\right)_{m+n-k}\left(1-\beta q^{m+n-2 k}\right)}{(\beta q ; q)_{m+n-k}\left(\beta^{2} ; q\right)_{m+n-2 k}(1-\beta)} C_{m+n-2 k}(x ; \beta \mid q) .
\end{align*}
$$

A simple computational proof of (2.9) was given by the author in [20]. For additional proofs, see Bressoud [14] and Rahman [31]. Note that if we use (2.5) or (2.8) on the right side of (2.9), we get a double sum that does not reduce to a single sum when $n=m$, even after changing the order of summation and trying to apply known summation formulas. This is also true when (2.8) is replaced by the formulas obtained by applying Sears' transformation formula [37, (8.3)]

$$
{ }_{4} \phi_{3}\left[\begin{array}{c}
a, b, c, q^{-n}  \tag{2.10}\\
d, e, f
\end{array} ; q, q\right]=\frac{(d e / a b, d f / a b ; q)_{n}}{(e, f ; q)_{n}}\left(\frac{a b}{d}\right)^{n}{ }_{4} \phi_{3}\left[\begin{array}{l}
d / a, d / b, c, q^{-n} \\
d, d e / a b, d f / a b
\end{array} q, q\right]
$$ where $\operatorname{def}=a b c q^{1-n}$ and $n=0,1,2, \cdots$, to the ${ }_{4} \phi_{3}$ series in (2.8).

The right side of (2.8) suggests that we should still look at expansions involving $e^{i \theta}$ and $e^{-i \theta}$ among the parameters. Since the polynomials on the right side of (2.9) are of even degree in $x$ when $n=m$, we could try to use the expansion [7, p. 41]

$$
\begin{align*}
C_{2 n}(\cos \theta ; \beta \mid q) & =\frac{\left(\beta^{2} ; q\right)_{2 n}\left(-q,-q^{1 / 2} ; q\right)_{n}}{(q ; q)_{2 n}\left(-\beta,-\beta q^{1 / 2} ; q\right)_{n}} q^{-n / 2}  \tag{2.11}\\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-n}, \beta q^{n}, q^{1 / 2} e^{2 i \theta}, q^{1 / 2} e^{-2 i \theta} \\
\beta q^{1 / 2},-q^{1 / 2},-q
\end{array} ; q, q\right],
\end{align*}
$$

in which the ${ }_{4} \phi_{3}$ series terminates after $n+1$ terms, even though $C_{2 n}(x ; \beta \mid q)$ is a polynomial of degree $2 n$ in $x$. But, by using (2.11) in the right side of (2.9) and changing the order of summation we get a sum of terminating very well poised ${ }_{8} \phi_{7}$ series that are not balanced and hence not summable by Jackson's formula [38, (3.3.1.1)].

However, if we apply (2.10) to (2.11) to get

$$
C_{2 n}(\cos \theta ; \beta \mid q)=\frac{\left(\beta^{2} ; q\right)_{2 n}}{\beta^{n}(q ; q)_{2 n}}{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-n}, \beta q^{n}, \beta e^{2 i \theta}, \beta e^{-2 i \theta}  \tag{2.12}\\
\beta q^{1 / 2},-\beta q^{1 / 2},-\beta
\end{array} ; q, q\right]
$$

and use (2.12) in the right side of (2.9) we obtain

$$
\begin{aligned}
&\left\{C_{n}(\cos \theta ; \beta \mid q)\right\}^{2} \\
&= \sum_{k=0}^{n} \frac{(\beta, \beta ; q)_{n-k}(\beta ; q)_{k}\left(\beta^{2} ; q\right)_{2 n-k}\left(1-\beta q^{2 n-2 k}\right)}{(q, q ; q)_{n-k}(q ; q)_{k}(\beta q ; q)_{2 n-k}(1-\beta)} \\
&2.13) \quad \cdot \beta^{k-n} \sum_{j=0}^{n-k} \frac{\left(q^{k-n}, \beta q^{n-k}, \beta e^{2 i \theta}, \beta e^{-2 i \theta} ; q\right)_{j}}{\left(q, \beta q^{1 / 2},-\beta q^{1 / 2},-\beta ; q\right)_{j}} q^{j} \\
&= \frac{\left(\beta^{2} ; q\right)_{2 n}(\beta, \beta ; q)_{n}}{\beta^{n}(\beta ; q)_{2 n}(q, q ; q)_{n}} \sum_{j=0}^{n} \frac{\left(q^{-n}, \beta q^{n}, \beta e^{2 i \theta}, \beta e^{-2 i \theta} ; q\right)_{j}}{\left(q, \beta q^{1 / 2},-\beta q^{1 / 2},-\beta ; q\right)_{j}} q^{j} \\
& \cdot 6 \phi_{5}\left[\begin{array}{c}
\beta^{-1} q^{-2 n}, \beta^{-1 / 2} q^{1-n},-\beta^{-1 / 2} q^{1-n}, \beta, q^{j-n}, q^{-n} \\
\left.\beta^{-1 / 2} q^{-n},-\beta^{-1 / 2} q^{-n}, \beta^{-2} q^{1-2 n}, \beta^{-1} q^{1-n-j}, \beta^{-1} q^{1-n} ; q, \beta^{-2} q^{1-j}\right]
\end{array}\right.
\end{aligned}
$$

in which, fortunately, the ${ }_{6} \phi_{5}$ series is summable by the summation formula [38, (3.3.1.4)]

$$
\begin{array}{r}
{ }_{6} \phi_{5}\left[\begin{array}{c}
a, q a^{1 / 2},-q a^{1 / 2}, b, c, q^{-n} \\
a^{1 / 2},-a^{1 / 2}, a q / b, a q / c, a q^{n+1}
\end{array} ; q, \frac{a q^{n+1}}{b c}\right]  \tag{2.14}\\
\quad=\frac{(a q, a q / b c ; q)_{n}}{(a q / b, a q / c ; q)_{n}}, \quad n=0,1,2, \cdots
\end{array}
$$

where four misprints have been corrected. Using (2.14) to sum the ${ }_{6} \phi_{5}$ series in (2.13) gives

$$
\left\{C_{n}(\cos \theta ; \beta \mid q)\right\}^{2}=\frac{\left(\beta^{2}, \beta^{2} ; q\right)_{n}}{(q, q ; q)_{n}} \beta^{-n_{5} \phi_{4}}\left[\begin{array}{c}
q^{-n}, \beta^{2} q^{n}, \beta, \beta e^{2 i \theta}, \beta e^{-2 i \theta}  \tag{2.15}\\
\beta^{2}, \beta q^{1 / 2},-\beta q^{1 / 2},-\beta
\end{array} ; q, q\right]
$$

and hence, by (2.8), we have the following $q$-extension of the terminating case of Clausen's formula (1.1)
(2.16)
$\left\{{ }_{4} \phi_{3}\left[\begin{array}{c}q^{-n}, \beta^{2} q^{n}, \beta^{1 / 2} e^{i \theta}, \beta^{1 / 2} e^{-i \theta} \\ \beta q^{1 / 2},-\beta q^{1 / 2},-\beta\end{array} ; q, q\right]\right\}^{2}={ }_{5} \phi_{4}\left[\begin{array}{c}q^{-n}, \beta^{2} q^{n}, \beta, \beta e^{2 i \theta}, \beta e^{-2 i \theta} \\ \beta^{2}, \beta q^{1 / 2},-\beta q^{1 / 2},-\beta\end{array} ; q, q\right]$,
where $n=0,1,2, \cdots$. This formula was derived independently by Mizan Rahman. He and the author independently observed that it can be derived by using (2.8) inside the Rahman and Verma [32, (1.20)] integral representation for the product of two continuous $q$-ultraspherical polynomials and then integrating termwise to get (2.15) and hence (2.16).

By setting $a=\beta^{1 / 2} e^{i \theta}, b=\beta^{1 / 2} e^{-i \theta}$ and $z=\beta q^{n}$, formula (2.16) can be written in the form

$$
\left\{{ }_{4} \phi_{3}\left[\begin{array}{c}
a, b, a b z, a b / z  \tag{2.17}\\
a b q^{1 / 2},-a b q^{1 / 2},-a b
\end{array} ; q, q\right]\right\}^{2}={ }_{5} \phi_{4}\left[\begin{array}{c}
a^{2}, b^{2}, a b, a b z, a b / z \\
a^{2} b^{2}, a b q^{1 / 2},-a b q^{1 / 2},-a b
\end{array} ; q, q\right],
$$

which holds when the series on both sides terminate. For, by (2.16), (2.17) holds when $a b z$ or $a b / z$ is a negative integer power of $q$ and, if $a$ or $b$ is a negative integer power of $q$, then both sides of (2.17) are rational functions of $z$ which are equal for $z=a b q^{n}$, $n=0,1,2, \cdots$, and hence must be equal for all (complex) values of $z$. Notice that by replacing $a, b, z$ in (2.17) by $q^{a}, q^{b}, e^{i \theta}$ with $x=\cos \theta$ and letting $q \uparrow 1$, we get Clausen's formula (1.1) with $z=(1-x) / 2$ for the terminating case when $a$ or $b$ is a negative integer.

To see that (2.17) does not hold in the nonterminating case, it suffices to observe that if, e.g., (2.17) held for $b=0$, then it would follow fromthe $q$-binomial theorem $[38,(3.2 .2 .11)]$ that $\left((a q ; q)_{\infty}\right)^{2}=\left(a^{2} q ; q\right)_{\infty}(q ; q)_{\infty}$, which is clearly false for, e.g., $a=q^{-1 / 2}$. A nonterminating $q$-extension of (1.1) containing the square of an ${ }_{8} \phi_{7}$ series and the sum of two ${ }_{5} \phi_{4}$ series will be given in [26].

Note that, in addition to the formulas that follow when (2.10) is applied to the ${ }_{4} \phi_{3}$ in (2.17), we can apply the quadratic transformation formula [7, (3.2)]

$$
{ }_{4} \phi_{3}\left[\begin{array}{c}
a^{2}, b^{2} q, c, d  \tag{2.18}\\
a b q,-a b q,-c d
\end{array} ; q, q\right]={ }_{4} \phi_{3}\left[\begin{array}{c}
a^{2}, b^{2} q, c^{2}, d^{2} \\
a^{2} b^{2} q^{2},-c d,-c d q
\end{array} ; q^{2}, q^{2}\right],
$$

which holds when both series terminate, to obtain that (2.17) is equivalent to the formula

$$
\left\{{ }_{4} \phi_{3}\left[\begin{array}{c}
a^{2}, b^{2}, a b z, a b / z  \tag{2.19}\\
a^{2} b^{2} q,-a b,-a b q
\end{array} q^{2}, q^{2}\right]\right\}^{2}={ }_{5} \phi_{4}\left[\begin{array}{c}
a^{2}, b^{2}, a b, a b z, a b / z \\
a^{2} b^{2}, a b q^{1 / 2},-a b q^{1 / 2},-a b
\end{array} ; q, q\right]
$$

when both series terminate. Also, if we replace $a, b, z, q$ in (2.17) by their squares and apply (2.18), we obtain that

$$
\left\{{ }_{4} \phi_{3}\left[\begin{array}{c}
a^{2}, b^{2}, a b z, a b / z  \tag{2.20}\\
a b q^{1 / 2},-a b q^{1 / 2},-a^{2} b^{2}
\end{array} ; q, q\right]\right\}^{2}={ }_{5} \phi_{4}\left[\begin{array}{c}
a^{4}, b^{4}, a^{2} b^{2}, a^{2} b^{2} z^{2}, a^{2} b^{2} / z^{2} \\
a^{4} b^{4}, a^{2} b^{2} q,-a^{2} b^{2} q,-a^{2} b^{2} ; q^{2}, q^{2}
\end{array}\right]
$$

when both series terminate.
Another proof of (2.17) can be given by observing that from the product formulas (2.8) or (2.10) in Gasper and Rahman [24] it follows that if $a, b, a b z$, or $a b / z$ is a negative integer power of $q$, then

$$
\begin{align*}
& \left\{\begin{array}{l}
\left.{ }_{4} \phi_{3}\left[\begin{array}{c}
a b z, a b / z, a, b \\
-a b, a b q^{1 / 2},-a b q^{1 / 2} ; q, q
\end{array}\right]\right\}^{2} \\
\quad
\end{array} \quad \sum_{r \geq 0} \sum_{s \geq 0} \frac{(a b z, a b / z ; q)_{r+s}(a, b,-a,-b ; q)_{r}}{(-a b,-a b ; q)_{r+s}\left(q,-q, a b q^{1 / 2},-a b q^{1 / 2} ; q\right)_{r}}\right.  \tag{2.21}\\
& \quad \cdot \frac{(a, b,-a,-b ; q)_{s}}{\left(q,-1, a b q^{1 / 2},-a b q^{1 / 2} ; q\right)_{s}} \frac{1+q^{r-s}}{1+q^{s}} q^{r+s} \\
& \quad=\sum_{k \geq 0} \frac{(a b z, a b / z, a,-a, b,-b ; q)_{k}}{\left(q,-1, a b q^{1 / 2},-a b q^{1 / 2},-a b,-a b ; q\right)_{k}} q^{k} \\
& \quad \cdot \sum_{s=0}^{k} \frac{\left(q^{-k},-q^{-k}, a,-a, b,-b, a^{-1} b^{-1} q^{1 / 2-k},-a^{-1} b^{-1} q^{1 / 2-k} ; q\right)_{s}}{\left(q,-q, a^{-1} q^{1-k},-a^{-1} q^{1-k}, b^{-1} q^{1-k},-b^{-1} q^{1-k}, a b q^{1 / 2},-a b q^{1 / 2} ; q\right)_{s}} \frac{1+q^{2 s-k}}{1+q^{-k}} q^{2 s} \\
& \quad=\sum_{k \geq 0} \frac{(a b z, a b / z, a, b,-a,-b ; q)_{k}}{\left(q,-1, a b q^{1 / 2},-a b q^{1 / 2},-a b,-a b ; q\right)_{k}} q^{k} \\
& \quad \cdot{ }_{5} \phi_{4}\left[\begin{array}{c}
q^{-2 k},-q^{2-k}, a^{2}, b^{2}, a^{-2} b^{-2} q^{1-2 k} \\
\left.-q^{-k}, a^{-2} q^{2-2 k}, b^{-2} q^{2-2 k}, a^{2} b^{2} q^{2} ; q^{2}, q^{2}\right]
\end{array}\right. \\
& \left.\quad{ }_{5} \phi_{4}\left[\begin{array}{c}
a^{2}, b^{2}, a b, a b z, a b / z \\
a^{2} b^{2}, a b q^{1 / 2}, a b q^{1 / 2},-a b
\end{array}\right], q\right],
\end{align*}
$$

since it can be shown that

$$
\begin{gather*}
{ }_{5} \phi_{4}\left[q^{-2 k},-q^{2-k}, a^{2}, b^{2}, a^{-2} b^{-2} q^{1-2 k}-q^{-k}, a^{-2} q^{2-2 k}, b^{-2} q^{2-2 k}, a^{2} b^{2} q ; q^{2}, q^{2}\right]  \tag{2.22}\\
=\frac{\left(-1, a^{2}, b^{2}, a b,-a b ; q\right)_{k}}{\left(a^{2} b^{2}, a,-a, b,-b ; q\right)_{k}}, \quad k=0,1,2, \cdots,
\end{gather*}
$$

by using the case $d=e q^{1 / 2}=(a q)^{1 / 2}$ of Jackson's summation formula [38, (3.3.1.1)]. A slightly more direct proof of (2.17) can be given by starting with the expansion [24, (2.2)] used to derive [24, (2.8)].
3. $q$-Extensions of (1.2). At the last step in his proof of the Milin conjecture, de Branges [12] used the fact that for any positive integer $r$ the functions

$$
\sigma_{n}(t)=\frac{n \Gamma(n+r+2)}{\Gamma(2 n+2) \Gamma(r+1-n)} \int_{t}^{\infty}{ }_{3} F_{2}\left[\begin{array}{c}
n-r, n+r+2, n+1 / 2  \tag{3.1}\\
2 n+1, n+3 / 2
\end{array} s^{-1}\right] s^{-n-1} d s
$$

when $n=1, \cdots, r$ and $\sigma_{n}(t)=0$ when $n>r$, satisfy the differential equations (1.7) and

$$
\left.\sigma_{n}^{\prime}(t)\right)=-\frac{n \Gamma(n+r+2) t^{-n-1}}{\Gamma(2 n+2) \Gamma(r+1-n))} 3 F_{2}\left[\begin{array}{c}
n-r, n+r+2, n+1 / 2 ; t^{-1}  \tag{3.2}\\
2 n+1, n+3 / 2
\end{array}\right] \leq 0
$$

for $t \geq 1$ when $n=1, \cdots, r$. In [13], to estimate the coefficients of powers of unbounded Riemann mapping functions, he used the fact that the more general functions

$$
\begin{align*}
\sigma_{n}(t)= & \frac{\Gamma(n+1) \Gamma(n+r+2 \nu+2 \lambda+1) 4^{-n} t^{2 \nu}}{\Gamma(n+\nu+1) \Gamma(n+2 \nu) \Gamma(n+\nu+\lambda+1) \Gamma(r+1-n)}  \tag{3.3}\\
& \quad \int_{t}^{\infty}{ }_{3} F_{2}\left[\begin{array}{c}
n-r, n+r+2 \nu+2 \lambda+1, n+\nu+1 / 2 \\
2 n+2 \nu+1, n+\nu+\lambda+1
\end{array} ; s^{-1}\right] s^{-n-2 \nu-1} d s
\end{align*}
$$

when $n=1, \cdots, r$ and $\sigma_{n}(t)=0$ when $n>r$, satisfy the differential equations

$$
\begin{equation*}
\frac{n}{n+2 \nu} \sigma_{n}(t)+\frac{t \sigma_{n}^{\prime}(t)}{n+2 \nu}=\frac{n+2 \nu+1}{n+1} \sigma_{n+1}(t)-\frac{t \sigma_{n+1}^{\prime}(t)}{n+1} \tag{3.4}
\end{equation*}
$$

and

$$
\begin{align*}
& \frac{d}{d t}\left[t-2 \nu \sigma_{n}(t)\right]=-\frac{\Gamma(n+1) \Gamma(n+r+2 \nu+2 \lambda+1) 4^{-n}}{\Gamma(n+\nu+1) \Gamma(n+2 \nu) \Gamma(n+\nu+\lambda+1) \Gamma(r+1-n)}  \tag{3.5}\\
& \cdot{ }_{3} F_{2}\left[\begin{array}{c}
n-r, n+r+2 \nu+2 \lambda+1, n+\nu+1 / 2 ; t^{-1} \\
2 n+2 \nu+1, n+\nu+\lambda+1
\end{array}\right] \leq 0
\end{align*}
$$

for $t \geq 1$ when $\nu>-1 / 2, \lambda \geq 0$, and $n=1, \cdots, r$.
Since (3.5) reduces to (3.2) when $\nu=\lambda+1 / 2=0$, in addition to deriving $q$ extensions of (1.2) we will derive $q$-extensions of the inequalities

$$
{ }_{3} F_{2}\left[\begin{array}{c}
-n, n+a, b  \tag{3.6}\\
2 b,(a+1) / 2
\end{array} ; \frac{1-x}{2}\right] \geq 0, \quad-1 \leq x \leq 1,
$$

where $a \geq 2 b>-1$ and $n=0,1, \cdots$, which imply the inequalities in (3.5) and reduce to (1.2) when $a=\alpha+2$ and $b=(\alpha+1) / 2$.

Let $0<q<1, n=0,1,2, \cdots$, and let $a, b, \alpha, \beta, \gamma, \delta, \theta$ be real parameters. Then

$$
\begin{array}{r}
\left.\lim _{q \rightarrow 1}{ }_{5} \phi_{4}\left[\begin{array}{c}
q^{-n}, q^{n+a}, q^{b}, q^{\alpha} e^{i \theta}, q^{\beta} e^{-i \theta} \\
q^{2 b}, q^{(a+1) / 2},-q^{\gamma},-q^{\delta}
\end{array} ; q, q\right]={ }_{3} F_{2}\left[\begin{array}{c}
-n, n+a, b \\
2 b,(a+1) / 2
\end{array}\right] \frac{1-x}{2}\right]  \tag{3.7}\\
x=\cos \theta,
\end{array}
$$

and so, in order to derive a $q$-extension of (3.6), it suffices to find values of $\alpha, \beta, \gamma, \delta$ for which the ${ }_{6} \phi_{5}$ series in (3.7) are nonnegative when $a \geq 2 b>-1$.

Observe that from (2.16)

$$
\left.\begin{array}{rl}
{ }_{5} \phi_{4}\left[\begin{array}{c}
q^{-n}, q^{n+2 b}, q^{b}, q^{b} e^{i \theta}, q^{b} e^{-i \theta} \\
q^{2 b}, q^{b+1 / 2},-q^{b+1 / 2},-q^{b}
\end{array} ; q, q\right.
\end{array}\right] \quad \begin{gathered}
=\left\{{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-n}, q^{n+2 b}, q^{b / 2} e^{i \theta / 2}, q^{b / 2} e^{-i \theta / 2} \\
q^{b+1 / 2},-q^{b+1 / 2},-q^{b}
\end{array} q, q\right]\right\}^{2} \geq 0 \tag{3.8}
\end{gathered}
$$

which shows that the ${ }_{5} \phi_{4}$ series in (3.7) are nonnegative when $a=2 b, \alpha=\beta=\delta=b$, and $\gamma=b+1 / 2$. In view of the "sums of squares" method [ $18, \S 8$ ], we will consider sums of the nonnegative ${ }_{5} \phi_{4}$ series in (3.8).

The author showed in $[18, \S 8]$ that besides the sum of squares of ultraspherical polynomials used in [4, (1.16)] to prove (1.2) we could also use the sum of squares in [18, (8.17)] and observed that these two expansions are special cases of the expansion [18, (8.18)]

$$
\left.\begin{array}{rl}
{ }_{3} F_{2}\left[\begin{array}{c}
-n, n+\alpha+2,(\alpha+1) / 2 \\
\alpha+1,(\alpha+3) / 3
\end{array}\left(1-x^{2}\right)\left(1-y^{2}\right)\right.
\end{array}\right] \quad \begin{aligned}
& =\sum_{j=0}^{n} \frac{n!(n+\alpha+2)_{j}\left(\frac{\alpha+2}{2}\right)_{j}}{j!(n-j)!\left(\frac{\alpha+3}{2}\right)_{j}(j+\alpha+1)_{j}}\left(1-y^{2}\right)^{j} \\
&  \tag{3.9}\\
& \quad \cdot\left\{\frac{j!(n-j)!}{(\alpha+1)_{j}(2 j+\alpha+2)_{n-j}} C_{j}^{(\alpha+1) / 2}(x) C_{n-j}^{j+(\alpha+2) / 2}(y)\right\}^{2},
\end{aligned}
$$

which can be derived from the Fields and Wimp [17] expansion formula

$$
\begin{align*}
&{ }_{r+t} F_{s+u}\left[\begin{array}{l}
a_{R}, c_{T} \\
b_{S}, d_{U}
\end{array} ; x w\right]=\sum_{j=0}^{\infty} \frac{\left(a_{R}\right)_{j}(\alpha)_{j}(\beta)_{j}}{\left(b_{S}\right)_{j}(\gamma+j)_{j}} \frac{(-x)^{j}}{j!} \\
&\left.\cdot_{r+2} F_{s+1}\left[\begin{array}{c}
j+\alpha, j+\beta, j+a_{R} \\
1+2 j+\gamma, j+b_{S}
\end{array}\right]\right]_{t+2} F_{u+2}\left[\begin{array}{c}
-j, j+\gamma, c_{T} \\
\alpha, \beta, d_{U}
\end{array} ; w\right] \tag{3.10}
\end{align*}
$$

where we used the contracted notation of representing $a_{1}, a_{2}, \cdots, a_{r}$ by $a_{R},\left(a_{1}\right)_{j}\left(a_{2}\right)_{j}$ $\cdots\left(a_{r}\right)_{j}$ by $\left(a_{R}\right)_{j}$, and $j+a_{1}, j+a_{2}, \cdots, j+a_{r}$ by $j+a_{R}$. Recently the author derived a bibasic extension [22, (4.5)] of (3.10) which contained Verma's [40] $q$-analogues and gave the general expansion [22, (4.7)]

$$
\left.\begin{array}{l}
r+t \phi_{s+u}\left[\begin{array}{l}
a_{R}, c_{T} \\
\left.b_{S}, d_{U} ; q, x w\right]
\end{array}\right.  \tag{3.11}\\
=\sum_{j=0}^{\infty} \frac{\left(c_{T}, e_{K}, \sigma, \gamma q^{j+1} / \sigma ; q\right)_{j}}{\left(q, d_{U}, f_{M}, \gamma q^{j} ; q\right)_{j}}\left(\frac{x}{\sigma}\right)^{j}\left[(-1)^{j} q^{\left(\frac{j}{2}\right)}\right]^{u+m-t-k} \\
\quad \cdot t+k+4 \phi_{u+m+3}\left[\begin{array}{c}
\gamma q^{2 j} / \sigma, q^{j+1} \sqrt{\gamma / \sigma},-q^{j+1} \sqrt{\gamma / \sigma}, \sigma^{-1}, c_{T} q^{j}, e_{K} q^{j} \\
q^{j} \sqrt{\gamma / \sigma},-q^{j} \sqrt{\gamma / \sigma}, \gamma q^{2 j+1}, d_{U} q^{j}, f_{M} q^{j}
\end{array} ; q, x q^{j(u+m-t-k)}\right] \\
\quad \cdot{ }_{r+m+2} \phi_{s+k+2}\left[\begin{array}{c}
q^{-j}, \gamma q^{j}, a_{R}, f_{M} \\
\gamma q^{j+1} / \sigma, q^{1-j} / \sigma, b_{S}, e_{K}
\end{array} ; q, w q\right]
\end{array}\right] .
$$

where we used a contracted notation analogous to that used in (3.10). Formulas (3.10) and (3.11) hold when the series terminate and when the parameters and variables are such that the series converge absolutely.

In this section we will use the following $\sigma \rightarrow \infty$ limit case of the $m=2, f_{1}=$ $f_{2}=0$ case of (3.11)

$$
\begin{align*}
&{ }_{r+t} \phi_{s+u}\left[\begin{array}{l}
a_{R}, c_{T} \\
b_{S}, d_{U} ; q, x w
\end{array}\right] \\
&= \sum_{j=0}^{\infty} \frac{\left(c_{T}, e_{K} ; q\right)_{j}}{\left(q, d_{U}, \gamma q^{j} ; q\right)_{j}} x^{j}\left[(-1)^{j} q^{\left(\frac{j}{2}\right)}\right]^{u+3-t-k} \\
& \cdot{ }_{t+k} \phi_{u+1}\left[\begin{array}{c}
c_{T} q^{j}, e_{K} q^{j} \\
\gamma q^{2 j+1}, d_{U} q^{j}
\end{array} ; q, x q^{j(u+3-t-k)}\right]  \tag{3.12}\\
& \cdot{ }_{r+2} \phi_{s+k}\left[\begin{array}{c}
q^{-j}, \gamma q^{j}, a_{R} \\
b_{S}, e_{K}
\end{array} ; q, w q\right],
\end{align*}
$$

which is equivalent to [39, (3.1)]. Set

$$
\begin{gathered}
\gamma=q^{2 b}, a_{1}=q^{b}, a_{2}=q^{b} e^{i \theta}, a_{3}=q^{b} e^{-i \theta}, b_{1}=q^{2 b}, b_{2}=-q^{b} \\
c_{1}=q^{-n}, c_{2}=q^{n+a}, d_{1}=q^{(a+1) / 2}=-d_{2}, e_{1}=q^{b+1 / 2}=-e_{2}, x=q, w=1
\end{gathered}
$$

in the $r=3, s=t=u=k=2$ case of (3.12) to obtain

$$
\begin{align*}
& { }_{5} \phi_{4}\left[\begin{array}{c}
q^{-n}, q^{n+a}, q^{b}, q^{b} e^{i \theta}, q^{b} e^{-i \theta} \\
q^{2 b}, \\
q^{(a+1) / 2},-q^{(a+1) / 2},-q^{b}
\end{array} q, q\right] \\
& = \\
& \quad \sum_{j=0}^{n} \frac{\left(q^{-n}, q^{n+a}, q^{b+1 / 2},-q^{b+1 / 2} ; q\right)_{j}}{\left(q, q^{(a+1) / 2},-q^{(a+1) / 2}, q^{j+2 b} ; q\right)_{j}}(-1)^{j} q^{j+\binom{j}{2}}  \tag{3.13}\\
& \quad \cdot{ }_{4} \phi_{3}\left[\begin{array}{l}
q^{j-n}, q^{j+n+a}, q^{j+b+1 / 2},-q^{j+b+1 / 2} \\
q^{2 j+2 b+1}, q^{j+(a+1) / 2},-q^{j+(a+1) / 2} ; q, q
\end{array}\right] \\
& \quad \cdot{ }_{5} \phi_{4}\left[\begin{array}{c}
q^{-j}, q^{j+2 b}, q^{b}, q^{b} e^{i \theta}, q^{b} e^{-i \theta} \\
\left.q^{2 b}, q^{b+1 / 2},-q^{b+1 / 2},-q^{b} ; q, q\right] .
\end{array}\right.
\end{align*}
$$

By Andrews' [1, Thm. 1] $q$-analogue of Watson's ${ }_{3} F_{2}$ summation formula

$$
{ }_{4} \phi_{3}\left[\begin{array}{c}
a, b, c^{1 / 2},-c^{1 / 2}  \tag{3.14}\\
c,(a b q)^{1 / 2},-(a b q)^{1 / 2}
\end{array} q, q\right]=\frac{a^{n / 2}\left(a q, b q, c q / a, c q / b ; q^{2}\right)_{\infty}}{\left(q, a b q, c q, c q / a b ; q^{2}\right)_{\infty}},
$$

where $b=q^{-n}$ and $n$ is a nonnegative integer, the ${ }_{4} \phi_{3}$ series in (3.13) equals zero when $n-j$ is odd and equals

$$
\frac{\left(q, q^{a-2 b} ; q^{2}\right)_{k}}{\left(q^{2 n-4 k+a+1}, q^{2 n-4 k+2 b+2} ; q^{2}\right)_{k}} q^{2 k(n-2 k+b+1 / 2)}
$$

when $n-j=2 k$ and $k=0,1, \cdots$. Hence, from (3.13) and (3.8),

$$
\begin{aligned}
&{ }_{5} \phi_{4}\left[\begin{array}{c}
q^{-n}, q^{n+a}, q^{b}, q^{b} e^{i \theta}, q^{b} e^{-i \theta} \\
q^{2 b},
\end{array} q^{(a+1) / 2},-q^{(a+1) / 2},-q^{b} ; q, q\right] \\
&= \sum_{k=0}^{[n / 2]} \frac{(-1)^{n}\left(q^{-n}, q^{n+a}, q^{b+1 / 2},-q^{b+1 / 2} ; q\right)_{n-2 k}}{\left(q, q^{(a+1) / 2},-q^{(a+1) / 2}, q^{n-2 k+2 b} ; q\right)_{n-2 k}} \\
& \cdot \frac{\left(q, q^{a-2 b} ; q^{2}\right)_{k}}{\left(q^{2 n-4 k+a+1}, q^{2 n-4 k+2 b+2} ; q^{2}\right)_{k}} q^{2 k(n-2 k+b+1 / 2)+(n-2 k)(n-2 k+1) / 2} \\
& \cdot\left\{{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{2 k-n}, q^{n-2 k+2 b}, q^{b / 2} e^{i \theta / 2}, q^{b / 2} e^{-i \theta / 2} \\
q^{b+1 / 2},-q^{b+1 / 2},-q^{b}
\end{array} ; q, q\right]\right\}^{2}
\end{aligned}
$$

Since $(-1)^{n}\left(q^{-n} ; q\right)_{n-2 k} \geq 0$, it is clear from (3.15) that

$$
{ }_{5} \phi_{4}\left[\begin{array}{c}
q^{-n}, q^{n+a}, q^{b}, q^{b} e^{i \theta}, q^{b} e^{-i \theta}  \tag{3.16}\\
q^{2 b}, q^{(a+1) / 2},-q^{(a+1) / 2},-q^{b}
\end{array} q, q\right] \geq 0
$$

when $a \geq 2 b>-1$ and $0<q<1$, which gives a $q$-extension of (3.6) and hence of the inequalities (1.2) used by de Branges in his proof of the Bieberbach, Robertson, and Milin conjectures.

Another $q$-extension of (3.6) can be derived by observing that from (3.12) we have

$$
\begin{align*}
&{ }_{6} \phi_{5}\left[\begin{array}{c}
q^{-n}, q^{n+a}, q^{b},-q^{b}, q^{a / 2} e^{i \theta}, q^{1 / 2} a e^{-i \theta} \\
q^{2 b}, \\
,
\end{array} q^{(a+1) / 2},-q^{(a+1) / 2},-q^{a / 2},-q^{a / 2} ; q, q\right]  \tag{3.17}\\
&= \sum_{j=0}^{n} \frac{\left(q^{-n}, q^{n+a}, q^{a / 2}, q^{a / 2} e^{i \theta}, q^{a / 2} e^{-i \theta} ; q\right)_{j}}{\left(q, q^{(a+1) / 2},-q^{(a+1) / 2},-q^{a / 2}, q^{j+a-1} ; q\right)_{j}}(-1)^{j} q^{j+\binom{j}{2}} \\
& \cdot{ }_{5} \phi_{4}\left[\begin{array}{c}
q^{j-n}, q^{n+j+a}, q^{j+a / 2}, q^{j+a / 2} e^{i \theta}, q^{j+a / 2} e^{-i \theta} \\
q^{2 j+a}, q^{j+(a+1) / 2},-q^{j+(a+1) / 2},-q^{j+a / 2}
\end{array} ; q, q\right] \\
& \cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
q^{-j}, q^{j+a-1}, q^{b},-q^{b} \\
q^{2 b}, q^{a / 2},-q^{a / 2}
\end{array} ; q, q\right] \\
&= \sum_{k=0}^{[n / 2]} \frac{\left(q^{-n}, q^{n+a}, q^{a / 2}, q^{a / 2} e^{i \theta}, q^{a / 2} e^{-i \theta} ; q\right)_{2 k}}{\left(q, q^{(a+1) / 2},-q^{(a+1) / 2},-q^{\frac{1}{2} a}, q^{2 k+a-1} ; q\right)_{2 k}} \\
& \cdot \frac{\left(q, q^{a-2 b} ; q^{2}\right)_{k}}{\left(q^{a}, q^{2 b+1} ; q^{2}\right)_{k} k^{2}+k+2 k b} \\
& \cdot\left\{\begin{array}{l}
\left.4 \phi_{3}\left[\begin{array}{c}
q^{2 k-n}, q^{n+2 k+a}, q^{k+a / 4} e^{i \theta / 2}, q^{k+a / 4} e^{-i \theta / 2} \\
q^{2 k+(a+1) / 2},-q^{2 k+(a+1) / 2},-q^{2 k+a / 2}
\end{array} ; q, q\right]\right\}
\end{array}\right.
\end{align*}
$$

by (3.14) and (3.8). Hence,

$$
{ }_{6} \phi_{5}\left[\begin{array}{c}
q^{-n}, q^{n+a}, q^{b},-q^{b}, q^{a / 2} e^{i \theta}, q^{a / 2} e^{-i \theta}  \tag{3.18}\\
\left.q^{2 b}, q^{(a+1) / 2},-q^{(a+1) / 2},-q^{a / 2},-q^{a / 2} ; q, q\right] \geq 0
\end{array}\right.
$$

when $a \geq 2 b>-1$ and $0<q<1$, which is a $q$-extension of (3.6) that is different from (3.16). The expansions (8.12) and (8.17) in [18] are special cases of the $q \uparrow 1$ limit cases of (3.15) and (3.17), respectively, when (2.15) and [18, (8.10)] are used.

A $q$-extension of (3.9) can be derived by using (3.12) and (2.15) to obtain the expansion

$$
\begin{align*}
&{ }_{7} \phi_{6}\left[\begin{array}{c}
q^{-n}, q^{n+\alpha+2}, q^{(\alpha+1) / 2}, q^{(\alpha+1) / 2} e^{2 i \theta}, q^{(\alpha+1) / 2} e^{-2 i \theta}, q^{(\alpha+2) / 2} e^{2 i \tau}, q^{(\alpha+2) / 2} e^{-2 i \tau} \\
q^{\alpha+1}, q^{(\alpha+3) / 2},-q^{(\alpha+3) / 2},-q^{(\alpha+2) / 2},-q^{(\alpha+2) / 2},-q^{(\alpha+1) / 2}
\end{array}\right]  \tag{3.19}\\
&= \sum_{j=0}^{n} \frac{\left(q^{-n}, q^{n+\alpha+2}, q^{(\alpha+2) / 2}, q^{(\alpha+2) / 2} e^{2 i \tau}, q^{(\alpha+2) / 2} e^{-2 i \tau} ; q\right)_{j}}{\left(q, q^{(\alpha+3) / 2},-q^{(\alpha+3) / 2},-q^{(\alpha+2) / 2}, q^{j+\alpha+1} ; q\right)_{j}}(-1)^{j} q^{j+\binom{j}{2}} \\
& \cdot\left\{\frac{(q ; q)_{j}(q ; q)_{n-j}}{\left(q^{\alpha+1} ; q\right)_{j}\left(q^{2 j+\alpha+2} ; q\right)_{n-j}} q^{1 / 2(j+\alpha+3 / 2)}\right. \\
&\left.\cdot C_{j}\left(\cos \theta ; q^{(\alpha+1) / 2} \mid q\right) C_{n-j}\left(\cos \tau ; q^{j+(\alpha+2) / 2} \mid q\right)\right\}^{2},
\end{align*}
$$

which is clearly nonnegative for real $\theta$ and $\tau$ when $\alpha>-2$. The case $\alpha=-2$ can be handled as a limit case of $\left(q^{\alpha+2} ; q\right)_{n}$ times the ${ }_{7} \phi_{6}$ series in (3.19); see [4, p. 720] for the hypergeometric case.

Additional nonnegative sums and, in particular, the nonnegativity of $q$-extensions of the sums of Jacobi polynomials in [18, (8.19), (8.20), (8.22)] will be considered in [23].
4. $q$-Extensions of de Branges' differential equations. From (3.3) and the identity $(a)_{n}=\Gamma(n+a) / \Gamma(a)$ it follows that

$$
\left.\begin{array}{rl}
\sigma_{n}(t)= & c \frac{n!(2 \nu+2 \lambda+1)_{n+r} 4^{-n} t^{-n}}{(r-n)!(\nu+1)_{n}(2 \nu+1)_{n}(\nu+\lambda+1)_{n}}  \tag{4.1}\\
& ={ }_{4} F_{3}\left[\begin{array}{c}
n-r, n+r+2 \nu+2 \lambda+1, n+\nu+1 / 2, n+2 \nu \\
2 n+2 \nu+1, n+\nu+\lambda+1, n+2 \nu+1
\end{array} ; t^{-1}\right.
\end{array}\right]
$$

for $n=1, \cdots, r$ with $c=\Gamma(2 \nu+2 \lambda+1) /[\Gamma(\nu+1) \Gamma(2 \nu+1) \Gamma(\nu+\lambda+1)]$. In view of the limit (3.7), we set $t=2 /(1-x)$ and consider the functions

$$
\begin{equation*}
\tau_{n}(x)=c^{-1} \sigma_{n}\left(\frac{2}{1-x}\right) \tag{4.2}
\end{equation*}
$$

Then de Branges' differential equation (3.4) is equivalent to

$$
\begin{equation*}
\frac{n}{n+2 \nu} \tau_{n}(x)+\frac{1-x}{n+2 \nu} \tau_{n}^{\prime}(x)=\frac{n+2 \nu+1}{n+1} \tau_{n+1}(x)-\frac{1-x}{n+1} \tau_{n+1}^{\prime}(x) \tag{4.3}
\end{equation*}
$$

which can be rewritten in the form

$$
\begin{equation*}
\frac{d}{d x}\left[(1-x)^{-n} \tau_{n}(x)\right]=-\frac{n+2 \nu}{n+1}(1-x)^{-2 n-2 \nu-1} \frac{d}{d x}\left[(1-x)^{n+2 \nu+1} \tau_{n+1}(x)\right] \tag{4.4}
\end{equation*}
$$

Let $0<q<1, x=\cos \theta$ and let $a, \alpha, \lambda, \nu, \theta$ be real numbers. A $q$-extension of $(1-x)^{\alpha}$ can be obtained by extending the definition of the $q$-shifted factorial to

$$
\begin{equation*}
(a ; q)_{\alpha}=\frac{(a ; q)_{\infty}}{\left(a q^{\alpha} ; q\right)_{\infty}} \tag{4.5}
\end{equation*}
$$

and observing that, by the $q$-binomial theorem [38, (3.2.2.11)],

$$
\begin{equation*}
\lim _{q \rightarrow 1} 2^{-\alpha}\left(q^{a} e^{i \theta}, q^{a} e^{-i \theta} ; q\right)_{\alpha}=(1-x)^{\alpha} \tag{4.6}
\end{equation*}
$$

Hence, if we define

$$
\begin{align*}
& u_{n}(x)=A_{n, r}\left(q^{\nu+1} e^{i \theta}, q^{\nu+1} e^{-i \theta} ; q\right)_{n}  \tag{4.7}\\
& \quad{ }_{6} \phi_{5}\left[\begin{array}{c}
q^{n-r}, q^{n+r+2 \nu+2 \lambda+1}, q^{n+\nu+1 / 2}, q^{n+2 \nu}, q^{n+\nu+1} e^{i \theta}, q^{n+\nu+1} e^{-i \theta} \\
q^{2 n+2 \nu+1}, q^{n+\nu+\lambda+1}, q^{n+2 \nu+1},-q^{n+\nu+\lambda+1},-q^{n+\nu+1 / 2}
\end{array} ; q, q\right]
\end{align*}
$$

with

$$
\begin{equation*}
A_{n, r}=\frac{(q ; q)_{n}\left(q^{2 \nu+2 \lambda+1} ; q\right)_{n+r} 4^{-2 n}}{(q ; q)_{r-n}\left(q^{\nu+1}, q^{2 \nu+1}, q^{\nu+\lambda+1} ; q\right)_{n}}, \quad n=1, \cdots, r \tag{4.8}
\end{equation*}
$$

and $A_{n, r}=0$ when $n>r$, then

$$
\begin{equation*}
\lim _{q \rightarrow 1} u_{n}(x)=\tau_{n}(x) \tag{4.9}
\end{equation*}
$$

To obtain a $q$-extension of differentiation that plays the same role for ( $a e^{i \theta}$, $\left.a e^{-i \theta} ; q\right)_{n}$ as $d / d x$ does for $x^{n}$, Askey and Wilson [7, p. 33] defined the operators $\delta_{q}$ and $D_{q}$ by

$$
\begin{gather*}
\delta_{q} f\left(e^{i \theta}\right)=f\left(q^{1 / 2} e^{i \theta}\right)-f\left(q^{-1 / 2} e^{i \theta}\right),  \tag{4.10}\\
D_{q} h(x)=\frac{\delta_{q} h(x)}{\delta_{q} x} \tag{4.11}
\end{gather*}
$$

where $x=\left(e^{i \theta}+e^{-i \theta}\right) / 2=\cos \theta$, and observed that

$$
\begin{equation*}
\delta_{q}\left(a e^{i \theta}, a e^{-i \theta} ; q\right)_{n}=a q^{-1 / 2}\left(1-q^{n}\right)\left(e^{i \theta}-e^{-i \theta}\right)\left(a q^{1 / 2} e^{i \theta}, a q^{1 / 2} e^{-i \theta} ; q\right)_{n-1} \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\delta_{q} \prod_{k=0}^{n-1}\left(1-2 a x q^{k}+a^{2} q^{2 k}\right)}{\delta_{q} x}=\frac{-2 a\left(1-q^{n}\right)}{1-q} \prod_{k=0}^{n-2}\left(1-2 a x q^{k+1 / 2}+a^{2} q^{2 k+1}\right) \tag{4.13}
\end{equation*}
$$

They noted that when $q \rightarrow 1$ formula (4.13) becomes

$$
\begin{equation*}
\frac{d}{d x}\left(1-2 a x+a^{2}\right)^{n}=-2 a n\left(1-2 a x+a^{2}\right)^{n-1} \tag{4.14}
\end{equation*}
$$

and more generally,

$$
\begin{equation*}
\lim _{q \rightarrow 1} D_{q} h(x)=\lim _{q \rightarrow 1} \frac{\delta_{q} h(x)}{\delta_{q} x}=\frac{d f(x)}{d x} . \tag{4.15}
\end{equation*}
$$

To derive a $q$-extension of (4.4) and the inequalities (3.5), first observe that (4.12) extends to

$$
\begin{equation*}
\delta_{q}\left(a e^{i \theta}, a e^{-i \theta} ; q\right)_{\alpha}=a q^{-1 / 2}\left(1-q^{\alpha}\right)\left(e^{i \theta}-e^{-i \theta}\right)\left(a q^{1 / 2} e^{i \theta}, a q^{1 / 2} e^{-i \theta} ; q\right)_{\alpha-1}, \tag{4.16}
\end{equation*}
$$

which gives

$$
\begin{equation*}
D_{q}\left(a e^{i \theta}, a e^{-i \theta} ; q\right)_{\alpha}=\frac{-2 a\left(1-q^{\alpha}\right)}{1-q}\left(a q^{1 / 2} e^{i \theta}, a q^{1 / 2} e^{-i \theta} ; q\right)_{\alpha-1} \tag{4.17}
\end{equation*}
$$

Hence, corresponding to the inequality (3.5), we have that

$$
\begin{align*}
& D_{q}\left[\left(q^{1-\nu} e^{i \theta}, q^{1-\nu} e^{-i \theta} ; q\right)_{2 \nu} u_{n}(x)\right]  \tag{4.18}\\
&= A_{n, r} \sum_{k=0}^{r-n} \frac{\left(q^{n-r}, q^{n+r+2 \nu+2 \lambda+1}, q^{n+\nu+1 / 2}, q^{n+2 \nu} ; q\right)_{k} q^{k}}{\left(q, q^{2 n+2 \nu+1}, q^{n+\nu+\lambda+1}, q^{n+2 \nu+1},-q^{n+\nu+\lambda+1},-q^{n+\nu+1 / 2} ; q\right)_{k}} \\
& \cdot D_{q}\left[\left(q^{1-\nu} e^{i \theta}, q^{1-\nu} e^{-i \theta} ; q\right)_{n+k+2 \nu}\right] \\
&=-\frac{2\left(1-q^{n+2 \nu}\right)}{1-q} q^{1-\nu} A_{n, r}\left(q^{3 / 2-\nu} e^{i \theta}, q^{3 / 2-\nu} e^{-i \theta} ; q\right)_{n+2 \nu-1} \\
& \cdot{ }_{5} \phi_{4}\left[\begin{array}{c}
q^{n-r}, q^{n+r+2 \nu+2 \lambda+1}, q^{n+\nu+1 / 2}, q^{n+\nu+1 / 2} e^{i \theta}, q^{n+\nu+1 / 2} e^{-i \theta} \\
q^{2 n+2 \nu+1}, q^{n+\nu+\lambda+1},-q^{n+\nu+\lambda+1},-q^{n+\nu+1 / 2}
\end{array} ; q\right] \leq 0
\end{align*}
$$

by (3.16), when $\nu>-\frac{1}{2}, \lambda \geq 0$ and $n=1, \cdots, r$. This explains why we chose the ${ }_{6} \phi_{5}$ in (4.7).

To derive a $q$-extension of (4.4) notice that, corresponding to the left side of (4.4), we have

$$
\left.\begin{array}{l}
D_{q}\left[\left(q^{n+\nu+1} e^{i \theta}, q^{n+\nu+1} e^{-i \theta} ; q\right)_{-n} u_{n}(x)\right]=A_{n, r}  \tag{4.19}\\
\quad \cdot D_{q}\left({ }_{6} \phi_{5}\left[\begin{array}{c}
q^{n-r}, q^{n+r+2 \nu+2 \lambda+1}, q^{n+\nu+1 / 2}, q^{n+2 \nu}, q^{n+\nu+1} e^{i \theta}, q^{n+\nu+1} e^{-i \theta} \\
q^{2 n+2 \nu+1}, q^{n+\nu+\lambda+1}, q^{n+2 \nu+1},-q^{n+\nu+\lambda+1},-q^{n+\nu+1 / 2}
\end{array} q, q\right]\right) \\
\left.=\frac{\left(1-q^{n-r}\right)\left(1-q^{n+r+2 \nu+2 \lambda+1}\right)\left(1-q^{n+\nu+1 / 2}\right)\left(1-q^{n+2 \nu}\right)(-2) q^{n+\nu+2}}{}\right] \\
(1-q)\left(1-q^{2 n+2 \nu+1}\right)\left(1-q^{n+\nu+\lambda+1}\right)\left(1-q^{n+2 \nu+1}\right)\left(1+q^{n+\nu+\lambda+1}\right)\left(1+q^{n+\nu+1 / 2}\right)
\end{array} A_{n, r}\right) \quad . \quad \begin{gathered}
{ }_{6} \phi_{5}\left[\begin{array}{c}
q^{n+1-r}, q^{n+r+2 \nu+2 \lambda+2}, q^{n+\nu+3 / 2}, q^{n+2 \nu+1}, q^{n+\nu+3 / 2} e^{i \theta}, q^{n+\nu+3 / 2} e^{-i \theta} \\
q^{2 n+2 \nu+2}, q^{n+\nu+\lambda+2}, q^{n+2 \nu+2},-q^{n+\nu+\lambda+2},-q^{n+\nu+3 / 2}
\end{array}\right] .
\end{gathered}
$$

Similarly,

$$
\begin{align*}
& \left(q^{n+\nu+3 / 2} e^{i \theta}, q^{n+\nu+3 / 2} e^{-i \theta} ; q\right)_{-2 n-2 \nu-1} D_{q}\left[\left(q^{-n-\nu} e^{i \theta}, q^{-n-\nu} e^{-i \theta} ; q\right)_{n+2 \nu+1} u_{n+1}(x)\right]  \tag{4.20}\\
& =-\frac{2\left(1-q^{2 n+2 \nu+2}\right)}{1-q} q^{-n-\nu} A_{n+1, r} \\
& \quad \cdot 6 \phi_{5}\left[\begin{array}{c}
q^{n+1-r}, q^{n+r+2 \nu+2 \lambda+2}, q^{n+\nu+3 / 2}, q^{n+2 \nu+1}, q^{n+\nu+3 / 2} e^{i \theta}, q^{n+\nu+3 / 2} e^{-i \theta} \\
q^{2 n+2 \nu+2}, q^{n+\nu+\lambda+2}, q^{n+2 \nu+2},-q^{n+\nu+\lambda+2},-q^{n+\nu+3 / 2}
\end{array} ; q, q\right],
\end{align*}
$$

which, combined with (4.19), gives the following $q$-extension of (4.4)

$$
\begin{align*}
D_{q}\left[\left(q^{n+\nu+1}\right.\right. & \left.\left.e^{i \theta}, q^{n+\nu+1} e^{-i \theta} ; q\right)_{-n} u_{n}(x)\right]  \tag{4.21}\\
= & -\frac{1-q^{n+2 \nu}}{1-q^{n+1}} B_{n, r}\left(q^{n+\nu+3 / 2} e^{i \theta}, q^{n+\nu+3 / 2} e^{-i \theta} ; q\right)_{-2 n-2 \nu-1} \\
& \cdot D_{q}\left[\left(q^{-n-\nu} e^{i \theta}, q^{-n-\nu} e^{-i \theta} ; q\right)_{n+2 \nu+1} u_{n+1}(x)\right]
\end{align*}
$$

with

$$
\begin{equation*}
B_{n, r}=\frac{16 q^{3 n-r+2 \nu+2}}{\left(1+q^{n+\nu+\lambda+1}\right)\left(1+q^{n+\nu+1}\right)\left(1+q^{n+\nu+1 / 2}\right)^{2}} \tag{4.22}
\end{equation*}
$$

Clearly, $B_{n, r} \rightarrow 1$ and (4.21) tends to (4.4) as $q \rightarrow 1$; but, unlike (4.4), the difference equation (4.21) depends on $r$. However, if we consider following positive multiple of $u_{n}$

$$
\begin{equation*}
U_{n}(x)=\frac{4^{2 n} q^{3 n^{2} / 2+n(2 \nu+1 / 2-r)}}{\left(-q^{\nu+\lambda+1},-q^{\nu+1},-q^{\nu+1 / 2},-q^{\nu+1 / 2} ; q\right)_{n}} u_{n}(x) \tag{4.23}
\end{equation*}
$$

we find that it satisfies the difference equation

$$
\begin{align*}
D_{q}\left[\left(q^{n+\nu+1}\right.\right. & \left.\left.e^{i \theta}, q^{n+\nu+1} e^{-i \theta} ; q\right)_{-n} U_{n}(x)\right]  \tag{4.24}\\
= & -\frac{1-q^{n+2 \nu}}{1-q^{n+1}}\left(q^{n+\nu+3 / 2} e^{i \theta}, q^{n+\nu+3 / 2} e^{-i \theta} ; q\right)_{-2 n-2 \nu-1} \\
& \cdot D_{q}\left[\left(q^{-n-\nu} e^{i \theta}, q^{-n-\nu} e^{-i \theta} ; q\right)_{n+2 \nu+1} U_{n+1}(x)\right]
\end{align*}
$$

which is independent of $r$.

Similarly, setting

$$
\begin{align*}
& V_{n}(x)=C_{n, r}\left(q^{\nu+\lambda+1} e^{i \theta}, q^{\nu+\lambda+1} e^{-i \theta} ; q\right)_{n}  \tag{4.25}\\
& \cdot{ }_{7} \phi_{6}\left[\begin{array}{c}
q^{n-r}, q^{n+r+2 \nu+2 \lambda+1}, q^{n+\nu+1 / 2},-q^{n+\nu+1 / 2}, q^{n+2 \nu}, q^{n+\nu+\lambda+1} e^{i \theta}, q^{n+\nu+\lambda+1} e^{-i \theta} \\
q^{2 n+2 \nu+1}, q^{n+\nu+\lambda+1},-q^{n+\nu+\lambda+1}, q^{n+2 \nu+1},-q^{n+\nu+\lambda+1 / 2},-q^{n+\nu+\lambda+1 / 2}
\end{array} q, q\right.
\end{align*}
$$

with
(4.26)

$$
C_{n, r}=\frac{(q ; q)_{n}\left(q^{2 \nu+2 \lambda+1} ; q\right)_{n+r} q^{3 n^{2} / 2+n(2 \nu+1 / 2-r)}}{(q ; q)_{r-n}\left(q^{\nu+1}, q^{2 \nu+1}, q^{\nu+\lambda+1},-q^{\nu+1},-q^{\nu+\lambda+1},-q^{\nu+\lambda+1 / 2},-q^{\nu+\lambda+1 / 2} ; q\right)_{n}}
$$

when $n=1, \cdots, r$ and $C_{n, r}=0$ when $n>r$, we obtain that $V_{n}(x) \rightarrow \tau_{n}(x)$ as $q \rightarrow 1$, $V_{n}(x)$ satisfies the following $q$-extension of (4.4)

$$
\begin{align*}
& D_{q}\left[\left(q^{n+\nu+\lambda+1} e^{i \theta}, q^{n+\nu+\lambda+1} e^{-i \theta} ; q\right)_{-n} V_{n}(x)\right]  \tag{4.27}\\
&=-\frac{1-q^{n+2 \nu}}{1-q^{n+1}}\left(q^{n+\nu+\lambda+3 / 2} e^{i \theta}, q^{n+\nu+\lambda+3 / 2} e^{-i \theta} ; q\right)_{-2 n-2 \nu-1} \\
& \cdot D_{q}\left[\left(q^{-n-\nu+\lambda} e^{i \theta}, q^{-n-\nu+\lambda} e^{-i \theta} ; q\right)_{n+2 \nu+1} V_{n+1}(x)\right]
\end{align*}
$$

and, by (3.18),

$$
\begin{align*}
& D_{q}\left[\left(q^{1+\lambda-\nu} e^{i \theta}, q^{1+\lambda-\nu} e^{-i \theta} ; q\right)_{2 \nu} V_{n}(x)\right]=-\frac{2\left(1-q^{n+2 \nu}\right)}{1-q} q^{1+\lambda-\nu} C_{n, r}  \tag{4.28}\\
& \quad \cdot\left(q^{\lambda+3 / 2-\nu} e^{i \theta}, q^{\lambda+3 / 2-\nu} e^{-i \theta} ; q\right)_{n+2 \nu-1} \\
& \cdot{ }_{6} \phi_{5}\left[\begin{array}{c}
\left.q^{n-r}, q^{n+r+2 \nu+2 \lambda+1}, q^{n+\nu+1 / 2},-q^{n+\nu+1 / 2}, q^{n+\nu+\lambda+1 / 2} e^{i \theta}, q^{n+\nu+\lambda+1 / 2} e^{-i \theta} ; q, q\right] \leq 0 \\
q^{2 n+2 \nu+1}, q^{n+\nu+\lambda+1},-q^{n+\nu+\lambda+1},-q^{n+\nu+\lambda+1 / 2},-q^{n+\nu+\lambda+1 / 2} ;
\end{array}\right]
\end{align*}
$$

when $\nu>-1 / 2, \lambda \geq 0$ and $n=1, \cdots, r$.
The $q$-extensions of de Branges' inequalities and differential equations contained in this paper suggest that it might be possible to extend some of the other parts of his proof of the Bieberbach, Robertson, and Milin conjectures. Besides (1.2) and (1.7), de Branges also used the fact that if $F(t, z)$ is a Löwner family of Riemann mapping functions, then

$$
\begin{equation*}
t \frac{\partial}{\partial t} F(t, z)=\varphi(t, z) z \frac{\partial}{\partial z} F(t, z) \tag{4.29}
\end{equation*}
$$

where $\varphi(t, z)$ is a power series with constant coefficient equal to 1 , which represents a function with positive real part in the unit disk for every index $t$, and the coefficients of $\varphi(t, z)$ are measurable functions of $t$. $q$-Extensions of the Löwner [29] theory and of the coefficient estimates for Riemann mapping functions in [12] and [13, Thms. 1-4] are still open. In view of the definition of $D_{q}$ in (4.11), a prospect for a $q$-extension of (4.29) is the equation

$$
\begin{equation*}
(1-x) D_{q} G(x, z)=\Phi(x, z) z \frac{\partial}{\partial z} G(x, z) \tag{4.30}
\end{equation*}
$$

or this equation with the partial derivative replaced by a difference operator. For an extremal function that is a $q$-extension of the Koebe function, the ${ }_{1} F_{0}$ series representation for the Koebe function

$$
k(z)=\frac{z}{(1-z)^{2}}=z_{1} F_{0}\left[\begin{array}{l}
2  \tag{4.31}\\
-; z
\end{array}\right]
$$

suggests that a natural choice is the " $q$-Koebe" function

$$
k_{q}(z)=z_{1} \phi_{0}\left[\begin{array}{l}
q^{2} ; q, z  \tag{4.32}\\
-
\end{array}\right]=\frac{z}{(1-z)(1-q z)} .
$$

Note that, just as the Koebe function is starlike, $k_{q}(z)$ is a starlike function when $-1<q<1$, which can be shown by using [16, Thm. 2.10] and the positivity of the Poisson kernel for Fourier series.
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# THE EXISTENCE AND BEHAVIOR OF VISCOUS STRUCTURE FOR PLANE DETONATION WAVES* 

DAVID H. WAGNER ${ }^{\dagger}$


#### Abstract

A necessary condition and a sufficient condition are proved for the existence of steady plane wave solutions to the Navier-Stokes equations for a reacting gas. These solutions represent plane detonation waves, and converge to ZND detonation waves as the viscosity, heat conductivity, and species diffusion rates tend to zero. It is assumed that the Prandtl number is $\frac{3}{4}$, but arbitrary Lewis numbers are permitted. No assumption is made concerning the activation energy

It is shown that the stagnation enthalpy and the entropy flux are always monotone for such solutions, and that the mass density and pressure are nearly always not monotone, as predicted by the ZND theory.

In certain parameter ranges, typically that of large diffusion, many of these waves have the appearance of a weak detonation followed by an inert shock wave. This confirms a phenomenon observed in numerical calculations and in a model system by Colella, Majda, and Roytburd.
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1. Introduction. Detonation waves are compressive, exothermically reacting shock waves. One of the curiosities of combustion theory is that there also exist expansive "shock waves" known as deflagration waves, which will not be discussed in this paper. We will give a mathematically rigorous, but simple, discussion of the viscous structure of plane detonation waves.

We begin with a brief discussion of the inviscid theory, known as the ChapmanJouguet (CJ) theory. By means of a Galilean transformation we may reduce the problem to one of studying steady plane waves. If we assume that the thickness of the reaction zone is zero, if we neglect all diffusion effects such as viscosity, heat conduction, and diffusion of species, and any external forces such as gravity, and if we look for steady plane waves, then we obtain the following system of differential equations:
(a) $\quad(\rho u)_{x}=0$,
(b) $\quad\left[\rho u^{2}+p(\rho, T)\right]_{x}=0$,
(c) $\quad\left(\left(\rho\left(u^{2} / 2+e(\rho, T, Y)\right)+p(\rho, T)\right) u\right)_{x}=0$,
(d) $\quad(\rho u Y)_{x}=-\rho u\left(Y_{-}\right) \delta\left(x-x_{0}\right)$.

Here $x$ is a space coordinate in the direction normal to the wave, $x_{0}$ is the location of the wave, and $\rho, T, u, p, e$, and $Y$ are the mass density, temperature, $x$ component of velocity, pressure, specific internal energy, and mass fraction of the reactant, respectively. $Y_{-}$is the unburned value of $Y$. As is standard practice, we have represented the extremely complicated chemical reaction by a simplified, one-step chemistry: reactant $\rightarrow$ product. From (1.1a) we see that the mass flux, $\rho u$, has a constant value; we denote this value by $m$. The fluxes of momentum (1.1b) and energy (1.1c) are also constant; from this fact we obtain the Rankine-Hugoniot conditions for a shock wave, which

[^72]in the inviscid theory is represented by a jump discontinuity in the unknowns. The difference between inert gas dynamics, and the exothermic reactive theory discussed here, lies in the fact that $Y$ varies from a positive value on the unburned side of the wave, which we take to lie on the left side, to a zero value on the burned, or right side. Because the internal energy $e$ depends on $Y$, the change in $Y$ causes the classical Hugoniot curve (the solution locus of (1.1c)) of gas dynamics to move. As a consequence, we find that, for a given value of $m$, a given shock state on the left may now be connected by a shock wave to two possible states on the right, except for certain critical values of $m$ for which there is a unique burned state - the Chapman-Jouguet point - see Fig. 1. In addition, the curve of possible burned states, parameterized by $m$, has two components. One component, corresponding to compressive waves, is called the detonation branch, and the other component, corresponding to expansive waves, is called the deflagration branch. By way of contrast, in an inert gas, for a given value of $m$, a state is usually connected to only one state on the right, and the curve of possible terminal shock states is usually connected.


Fig. 1. The Chapman-Jouguet diagram.
The combustive shock waves of the CJ theory are classified as follows. A wave connecting the unburned state to the closer detonation point is called a weak detonation wave, and a connection to the farther detonation point is called a strong detonation. A detonation wave terminating at the Chapman-Jouguet point is called a ChapmanJouguet detonation. Deflagration waves are similarly classified. For the exothermic, irreversible reactions considered here, strong deflagrations violate the second law of thermodynamics and are unphysical, and weak detonations are rare. If we permit an endothermic region then strong deflagrations and weak detonations are possible and
perhaps even probable [FD].
The CJ theory for detonation waves is useful for deriving the Rankine-Hugoniot conditions, and for classifying the types of wave. However, this theory is physically flawed, because in reality the reaction zone is much thicker than the shock layer. This is due to the fact that the chemical reaction depends on molecular collisions and requires a distance much longer than the mean free path to achieve significant completion. The shock layer, however, has been experimentally observed to be several mean free paths thick. Consequently the appropriate inviscid model is the one developed independently by Zel'dovich, von Neumann, and Döring [Z], [ZK], [N1], [N2], [D], and which is known as the ZND model. In this model equation (1.1d) is replaced by a similar equation, but with a finite reaction rate:

$$
(\rho u Y)_{x}=-r(\rho, Y, T)
$$

For our purposes it is reasonable to assume that the reaction rate function $r$ is continuous, nonnegative, and monotone in each variable. Our mathematical treatment will require that we assume that $r$ vanishes whenever the temperature $T$ is less than a given ignition temperature $T_{i}$. For a known reaction rate $r$ (1.1a-c, $\mathrm{d}^{\prime}$ ) can be solved explicitly; the only detonation wave solutions are strong or CJ detonations. These waves, which are known as ZND waves, begin with a jump discontinuity which is an inert shock wave. This shock wave heats the gas above the ignition temperature; the reaction proceeds, with the velocity and temperature following a curve of equilibrium states for (1.1b, c), parameterized by $Y$. One of the interesting features of these waves is the peak in the pressure and density which is known as the von Neumann spike. By way of contrast, in inert shock waves the pressure and density are usually monotone [Gi].

The equations of inert, inviscid, non-heat-conducting gas dynamics are an example of a nonlinear hyperbolic system of conservation laws. In the theory for such systems it is standard practice to set admissibility criteria to distinguish physical from unphysical shock waves. One of the criteria in which much faith is put is to accept a shock wave as physical if it is structurally stable. A shock wave is structurally stable if it is the limit of solutions to models which include more physical effects, such as viscosity and heat conduction, as these models tend to the original inviscid model in which these effects are neglected. For steady plane detonation waves the effects of viscosity, heat conduction, and species diffusion may be considered to obtain the (steady) reacting compressible Navier-Stokes equations:
(a) $\quad(\rho u)_{x}=0$,
(b) $\left(\rho u^{2}+p(\rho, T)\right)_{x}=\left(\mu u_{x}\right)_{x}$,
(c) $\left[\left(\rho\left(u^{2} / 2+e(\rho, T, Y)\right)+p(\rho, T)\right) u\right]_{x}=\left(\lambda T_{x}\right)_{x}+\left(\mu u u_{x}\right)_{x}+\left(q \rho D Y_{x}\right)_{x}$,
(d) $\quad(\rho u Y)_{x}=\left(\rho D Y_{x}\right)_{x}-r(\rho, T, Y)$.

Here $\mu$ is the coefficient of viscosity, $\lambda$ is the heat conductivity, $D$ is the diffusion rate for the reactant, and $q$ is the difference in the heats of formation of the reactant and the product [ Wi ].

In this paper we prove a necessary condition and a sufficient condition for the existence of heteroclinic solutions of (1.2) which extend from an unburned state at $x=-\infty$ to the strong detonation point at $x=\infty$. These conditions also apply to the Chapman-Jouguet detonation. See (4.8) and (5.3). For simplicity we restrict our
attention to the case where the Prandtl number is $\frac{3}{4}\left(\mu=\lambda / c_{p}\right)$. In the limit as $\lambda, \mu$, and $D$ tend to zero (with other parameters fixed) these solutions tend to the ZND wave. Thus the ZND wave is structurally stable to this particular perturbation of the model.

For all of these solutions the stagnation enthalpy $H=c_{p} T+u^{2} / 2$ is monotone, as is the entropy flux: $m S-\lambda T_{x} / T$. For most of the strong detonation waves the density and the pressure attain their maxima in the interior of the wave; this corresponds to the von Neumann spike which occurs in the ZND wave. However, for a certain parameter range, namely whenever

$$
\frac{L}{2}\left(1-\sqrt{\frac{1+4 D k \phi\left(T^{*}\right)}{u^{* 2}}}\right)>\frac{1}{\gamma}\left(1-M^{*-2}\right)
$$

where $L=\lambda / \rho D c_{p}$ is the Lewis number, $M^{*}$ and $T^{*}$ are the Mach number and temperature at the strong detonation point, and $k \phi\left(T^{*}\right)$ is the reaction rate as defined in (2.9), there exists a continuum of solutions which look like a weak detonation followed by a gas dynamic shock wave. For these waves the pressure and temperature are monotone. This pathological behavior has been noted before in [Wo2], [FD], [LL], [ HoSt ], and in numerical computations of solutions of the time-dependent NavierStokes equations for a reacting gas [CMR]. In these numerical computations it was observed that the weak detonation-shock wave solutions are dynamically stable as solutions of the time-dependent equations in one space dimension.

Since Zel'dovich, von Neumann, and Döring [Z], [N1], [N2], [D] described the typical plane detonation heuristically as an inert shock wave followed by a deflagration, there have been a number of papers on the structure problem for plane detonations. A common assumption has been that the Prandtl number is $\frac{3}{4}$ and that the Lewis number is 1 . Under these assumptions Hirschfelder and Curtiss gave a good analysis of the behavior of structure profiles [ HC ], and Wood proved the existence of structure for "small" reaction rates [Wo1]. The approach taken here has much in common with Wood's, except that we have been more precise in our analysis, our results are stronger and more general, and we give explicit and fairly sharp statements of just how small the rate parameter must be.

A typical expression for the reaction rate is given by the Arrhenius law:

$$
\begin{equation*}
r(\rho, T, Y)=k \rho \cdot Y e^{-\theta / T} \tag{1.3}
\end{equation*}
$$

where $\theta$ is the activation energy $E / R$. In mathematical combustion theory it is standard practice to simplify models such as (1.2) by taking an appropriate distinguished limit as $k$ and $\theta$ tend to infinity. This has the effect of reducing the thickness of the reaction zone to zero. Bush and Fendell [BF] gave a description of CJ detonations using asymptotic expansions in the limit of infinite activation energy. Stewart and Holmes proved the existence of viscous structure for (1.2), assuming a large, finite activation energy [HoSt]. Lu and Ludford gave a simplified analysis of weak, strong, and CJ detonations in the infinite activation energy limit [LL].

It is desirable to understand the existence of structure for plane detonation waves with no assumptions concerning activation energy, independent of any desire for mathematical generality. Because (under the ZND hypothesis) the reaction zone is much thicker than the shock layer, this problem should be studied for activation energies that are small compared to the reciprocals of the heat conductivity, viscosity, and species diffusion rate.

Gardner proved the existence of travelling plane detonation wave solutions to the Lagrangian reacting compressible Navier-Stokes equations [Ga]. He made no assumption on the Lewis and Prandtl numbers. However, he omitted the species diffusion term from the energy balance equation, and this term is not usually neglected. It may be that the effect of this term on the solution is very small. However, we will demonstrate in this paper that inclusion of this term permits a much more natural treatment of the problem and better bounds on the solution.

The remainder of the paper is organized as follows. In $\S 2$ we explain our assumptions in more detail, and we show that under these assumptions, and the assumption that the Lewis number is 1 , that (1.2) is reduced to a system of three differential equations. This material has been extracted and specialized from [Wi]. It is included for clarity and completeness of exposition. In $\S 3$ we present the simple topological argument that proves the existence of viscous structure for steady plane detonation waves. In $\S 4$ we prove the estimate that makes the topological argument work, and we conclude this section with a sufficient condition for the existence of structure. In §5 we prove, using simple energy estimates on the stagnation enthalpy, a necessary condition for the existence of structure; if this condition is not satisfied then viscous structure does not exist. In $\S 6$ we give the generalization to arbitrary Lewis numbers. In $\S 7$ we discuss the behavior of the solutions for various parameter values. In $\S 8$ we present a rigorous discussion of the ZND limit. We conclude, in $\S 9$, with a proof that the entropy flux is monotone.
2. Reduction to three equations. We make the basic thermodynamic assumption that both the reactant and product satisfy the same ideal gas law, and differ only in their heats of formation. Thus the pressure is independent of $Y$ :

$$
\begin{equation*}
p=R \rho T \tag{2.1}
\end{equation*}
$$

We further assume that the internal energy depends linearly on $Y$, so that we have:

$$
\begin{equation*}
e=c_{v} T+q Y \tag{2.2}
\end{equation*}
$$

where $c_{v}$ is the specific heat at constant volume. These assumptions are probably not essential to the results that follow, and they could probably be replaced with more qualitative conditions similar to Weyl's conditions for the equation of state for an inert gas. However, these assumptions are essential to the simplifications that follow.

Observe that (1.2) can be integrated once to yield $\rho u=m=$ constant. If for any unknown $U$ we let $U_{ \pm}$be the limit of $U$ as $x$ tends to $\pm \infty$, we have:
(a) $\mu u_{x}=m\left(u-u_{ \pm}\right)+p-p_{ \pm}$
(b) $\lambda T_{x}+\mu u u_{x}+q \rho D Y_{x}$

$$
\begin{equation*}
=m\left[c_{v}\left(T-T_{ \pm}\right)+q\left(Y-Y_{ \pm}\right)+\frac{1}{2}\left(u^{2}-u_{ \pm}^{2}\right)+R\left(T-T_{ \pm}\right)\right] \tag{2.3}
\end{equation*}
$$

(c) $\quad\left(\rho D Y_{x}\right)_{x}=m Y_{x}+r(\rho, Y, T)$

Let $H=c_{p} T+u^{2} / 2$ be the stagnation enthalpy. Here $c_{p}=c_{v}+R$ and is the specific heat at constant pressure. Then (2.3b) may be rewritten as:

$$
\begin{equation*}
\left(\lambda / c_{p}\right) H_{x}+\left(\mu-\lambda / c_{p}\right)\left(\frac{u^{2}}{2}\right)_{x}=m\left(H-H_{ \pm}+q\left(\epsilon-\epsilon_{ \pm}\right)\right) \tag{2.4}
\end{equation*}
$$

where $\epsilon=Y-\rho D Y_{x} / m$ is a reaction progress variable. When the Prandtl number is $\frac{3}{4}$, then $\mu=\lambda / c_{p}$ and we have:

$$
\begin{equation*}
\left(\frac{\lambda}{m c_{p}}\right) H_{x}=H-H_{ \pm}+q\left(\epsilon-\epsilon_{ \pm}\right) . \tag{2.5}
\end{equation*}
$$

It is convenient to let $y$ satisfy

$$
\begin{equation*}
\frac{d y}{d x}=\frac{m c_{p}}{\lambda} \tag{2.6}
\end{equation*}
$$

so that the left-hand side of (2.5) becomes $H_{y}$. The system (2.3) reduces to a system of four first-order equations:
(a) $m u_{y}=m\left(u-u_{ \pm}\right)+m R\left(\frac{T}{u}-\frac{T_{ \pm}}{u_{ \pm}}\right)$
(b) $\quad H_{y}=H-H_{ \pm}+q\left(\epsilon-\epsilon_{ \pm}\right)$
(c) $\epsilon_{y}=-\frac{\lambda}{m^{2} c_{p}} r(\rho, Y, T)$
(d) $\quad Y_{y}=\frac{\lambda}{\rho D c_{p}}(Y-\epsilon)$.

Note that

$$
\begin{equation*}
\left(H-H_{+}\right)_{y}+\frac{\rho D c_{p}}{\lambda} q Y_{y}=H-H_{+}+q Y \tag{2.8}
\end{equation*}
$$

Thus if the Lewis number, $L=\lambda / \rho D c_{p}$, is 1 , we see that the quantity $H-H_{+}+$ $q\left(Y-Y_{+}\right)$satisfies the differential equation $f^{\prime}=f$ and can be bounded only if it is identically zero. As we are interested only in bounded solutions, we may, in this case, restrict our attention to the plane $H-H_{+}+q\left(Y-Y_{+}\right)=0$, and (2.7) reduces to a system of three equations: ( $2.7 \mathrm{a}-\mathrm{c}$ ) with $Y$ replaced by $\left(H_{+}-H\right) / q$. We will not actually need to assume that the Lewis number is 1 , however, this case is easier to understand.

Some of the results concerning this system are easier to interpret if we replace $u$ by the specific volume $V=1 / \rho=u / m$. In this case (2.7a) becomes:

$$
V_{y}=V-V_{ \pm}+\frac{R}{m^{2}}\left(\frac{T}{V}-\frac{T_{ \pm}}{V_{ \pm}}\right)
$$

With the exception of our discussion of entropy, we will restrict our attention to the system $\left(2.7 \mathrm{a}^{\prime}, \mathrm{b}-\mathrm{d}\right)=(2.7)$ for the remainder of this paper.

Following standard practice, we will resolve the cold boundary difficulty by means of an ignition temperature assumption. The cold boundary difficulty consists of the fact that the Arrhenius reaction rate (1.3) does not vanish, but is merely very small, at the unburned state. Thus no solution of (2.7) can tend to the unburned state as $x \rightarrow \infty$. Clearly this problem stems more from our unphysical, infinite domain than from any flaw in the reaction rate. However, as is customary, we will resolve this problem by modifying $r$ so that it is zero for $T<T_{i}$, where $T_{i}$ is the ignition temperature, and is chosen to be greater than the unburned temperature $T_{-}$.

Accordingly we will consider reaction rates of the form:

$$
\begin{equation*}
r(\rho, Y, T)=k \rho Y \phi(T) \tag{2.9}
\end{equation*}
$$

where $\phi$ is a nonnegative Lipschitz monotone function of $T$, which vanishes for $T<T_{i}$.
In the next three sections we will usually assume that the Lewis number is 1 , for ease of understanding. In $\S 6$ we will explain how to generalize to arbitrary Lewis numbers.
3. A picture is worth .... We now describe a region in $(V, H, \epsilon)$ space. The topological properties of the flow for (2.7) in this region will imply the existence of the desired structure profiles and will yield other properties as well.

For any bounded solution of (2.7) on which some quantity is strictly monotone, ( $V, H, \epsilon$ ) must tend to a rest state of (2.7) as $y$ tends to $\pm \infty$. From (2.7c) we see that $r(\rho, Y, T)$ must vanish at any rest state. For our modified kinetics this can only happen if $Y=0$ or $T<T_{i}$. Rest states satisfying $Y=0$ are possible burned states; those satisfying $T<T_{i}$ are possible unburned, or fresh gas states. By (2.7d), $\epsilon$ is decreasing, so that the unburned state is at $y=-\infty$ and the burned state is at $y=+\infty$. Thus $Y_{+}=0$ and $\epsilon_{+}=\left(Y-\rho D Y_{x} / m\right)_{+}=0$. Note that our choice of the coordinate $y$, and of $V$, makes the system (2.7) independent of the sign of $m=\rho u$.

At the unburned state, $Y$ has a given value, $Y_{-}$, which, since $Y$ is a mass fraction, is naturally bounded by 1 . Since $\epsilon_{-}=Y_{-}$, we have, by ( 2.7 b ), $H_{+}-H_{-}=q Y_{-}$, which is the total heat per unit mass released by the reaction. Then ( $2.7 \mathrm{a}^{\prime}$ ) yields

$$
\begin{align*}
V_{+}-V_{-} & +\frac{R}{m^{2}}\left(\frac{T_{+}}{V_{+}}-\frac{T_{-}}{V_{-}}\right)  \tag{3.1}\\
& =\left(V_{+}-V_{-}\right)\left(1-\frac{R}{2 c_{p}}\right)+\frac{R}{m^{2} c_{p}}\left(\frac{H_{-}+q Y_{-}}{V_{+}}-\frac{H_{-}}{V_{-}}\right)=0 .
\end{align*}
$$

Let $\gamma$ be the ratio of specific heats, $c_{p} / c_{v}=c_{p} /\left(c_{p}-R\right)$. Then (3.1) becomes:

$$
\begin{equation*}
V_{+}^{2}-\left(V_{-}+\frac{2(\gamma-1) H_{-}}{m^{2}(\gamma+1) V_{-}}\right) V_{+}+\frac{2(\gamma-1)}{m^{2}(\gamma+1)}\left(H_{-}+q Y_{-}\right)=0 . \tag{3.2}
\end{equation*}
$$

If we solve this for $V_{+}$we obtain

$$
\begin{equation*}
V_{+}=\frac{V_{-}}{\gamma+1}\left(\left(\gamma+\frac{1}{M_{-}^{2}}\right) \pm \sqrt{\left(1-\frac{1}{M_{-}^{2}}\right)^{2}-\frac{2\left(\gamma^{2}-1\right) q Y_{-}}{u_{-}^{2}}}\right), \tag{3.3}
\end{equation*}
$$

where

$$
M^{2}=\frac{u^{2}}{c^{2}}=\frac{u^{2}}{(\gamma p / \rho)}
$$

is the square of the Mach number, and $c$ is the sound speed. Note that if

$$
\begin{equation*}
\left(1-\frac{1}{M_{-}^{2}}\right)^{2}<\frac{2\left(\gamma^{2}-1\right) q Y_{-}}{u_{-}^{2}} \tag{3.4}
\end{equation*}
$$

then (3.1) has no solution. The two values of $M^{2}$ where equality holds in (3.4) correspond to exactly one burned state each. These burned states are the ChapmanJouguet points; see Fig. 1.

For values of $M^{2}$ greater than the Chapman-Jouguet detonation value, there are two possible burned states. The flow at the unburned state is supersonic, as is the case for the upstream side of a nonreacting shock wave. At the strong detonation state the flow is subsonic, which corresponds to the downstream side of a nonreacting shock wave. However, at the weak detonation state the flow is supersonic, and this violates the nonreacting shock wave entropy condition.

The effect of the Mach number on the flow pattern for (2.7) at a burned state is as follows. The linearization of (2.7) at a burned state has the following eigenvalues:

$$
\begin{align*}
& \text { (a) } \sigma_{1}=1-\frac{R}{2 c_{p}}-\frac{R H_{+}}{m^{2} V_{+}^{2} c_{p}}=\frac{2\left(u_{+}^{2}-\gamma p_{+} / \rho_{+}\right)}{2 \gamma u_{+}^{2}}=\frac{1}{\gamma M_{+}^{2}}\left(M_{+}^{2}-1\right) \\
& \text { (b) } \sigma_{2}=1  \tag{3.5}\\
& \text { (c) } \sigma_{3,4}=\frac{L}{2}\left[1 \pm \sqrt{1+4 D k \phi\left(T_{+}\right) u_{+}^{2}}\right]
\end{align*}
$$

Thus, the strong detonation state has a two-dimensional stable manifold, and the weak detonation state has a one-dimensional stable manifold. From this simple fact it is already clear that although a weak detonation may be possible, a strong detonation is much more likely. The eigenvectors corresponding to $\sigma_{1}, \sigma_{2}, \sigma_{3}, \sigma_{4}$ are as follows.

$$
\begin{array}{ll}
\sigma_{1}: & X_{1}=(1,0,0,0) \\
\sigma_{2}: & X_{2}=\left((\gamma-1), m^{2} \gamma V_{+}\left(1-\sigma_{1}\right), 0,0\right) \\
\sigma_{3}: & X_{3}=\left(\frac{q(\gamma-1)}{\gamma m^{2} V_{+}\left(\sigma_{3}-\sigma_{1}\right)}, q, \sigma_{3}-1, \frac{L\left(\sigma_{3}-1\right)}{L-\sigma_{3}}\right), \\
\sigma_{4}: & X_{4}=\left(\frac{q(\gamma-1)}{\gamma m^{2} V_{+}\left(\sigma_{4}-\sigma_{1}\right)}, q, \sigma_{4}-1, \frac{L\left(\sigma_{4}-1\right)}{L-\sigma_{4}}\right) .
\end{array}
$$

From (2.7b) we note that $H_{y}>0$ if $H-H_{+}+q \epsilon>0$. On the surface $H-H_{+}+q \epsilon=$ 0 we have that

$$
\begin{equation*}
\left(H-H_{+}+q \epsilon\right)_{y}=-\frac{q \lambda}{m^{2} c_{p}} r \leq 0 \tag{3.6}
\end{equation*}
$$

Therefore the region where $H_{y} \geq 0$ is negatively invariant, that is, the flow for (2.7) can only exit this region; it cannot enter. On the surface $V_{y}=0$ (or $u_{y}=0$ ) we have

$$
\begin{equation*}
V_{y y}=\frac{\gamma-1}{m^{2} \gamma V_{+}} H_{y} \tag{3.7}
\end{equation*}
$$

Thus, inside the region $H_{y} \geq 0$, the region $V_{y} \leq 0$ is negatively invariant. Also the region $H \leq H_{+}$is negatively invariant within $H_{y} \geq 0$.

All of the solutions that we find will lie in the region $H_{y} \geq 0, H \leq H_{+}$. However, detonation waves that are close to ZND waves will exit the region $V_{y} \leq 0$, attain a minimum value of $V$ (or $u$ ) and maximum values of $p$ and $\rho$, and then tend to the strong detonation state. To prove the existence of these waves, we need another boundary of the form $V=$ constant. A natural choice is

$$
\begin{equation*}
V=V_{0}=\frac{(\gamma-1) H_{-}}{(\gamma+1) m^{2} V_{-}} \tag{3.8}
\end{equation*}
$$

$V_{0}$ is the value of $V$ at the end state of a nonreacting shock wave with initial state ( $V_{-}, H_{-}$); this is the minimum value of $V$ for a ZND detonation. The part of this
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surface lying within $H_{y} \geq 0, \epsilon<\epsilon_{-}$, also lies within $V_{y} \geq 0$. Therefore the region $V \geq V_{0}$ is positively invariant within the region $H_{y} \geq 0, \epsilon<\epsilon_{-}$.

Let $\left(V_{*}, T_{*}\right)$ be the value of $(V, T)$ at the weak detonation state, and let $\left(V^{*}, T^{*}\right)$ be the value at the strong detonation state. Consider the region $W$ defined by $H_{y} \geq$ $0, \epsilon \leq \epsilon_{-}, H \leq H_{+}, V_{0} \leq V \leq V_{*}$ (see Fig. 2). The flow for (2.7) enters $W$ through a connected part of the boundary, namely, the union of the surfaces $V=$ $V_{*}, \epsilon=\epsilon_{-}, V=V_{0}$. The flow leaves $W$ through two components, $H_{y}=0$, and $H=H_{+}$, which are separated by the positively invariant set $P$ defined by $H_{y}=0=$ $H-H_{+}, V_{0} \leq V \leq V_{*}$. The following theorem of Wazewski [Wz1], [Wz2], which we quote from [C], implies that the set of all points in $W$ which eventually flow out of $W$ must also have two components.

Definition 1. Let $\Gamma$ be a topological space and let $\mathbb{R}$ denote the real numbers. Let a continuous function from $\Gamma \times R \rightarrow \Gamma$ be denoted by $(\gamma, t) \rightarrow \gamma \cdot t$. This function is called a flow on $\Gamma$ if the following conditions are satisfied for all $\gamma \in \Gamma$ and $s, t \in \mathbb{R}$ :

$$
\begin{aligned}
& \text { (a) } \gamma \cdot 0=\gamma \\
& \text { (b) } \gamma \cdot(s+t)=(\gamma \cdot s) \cdot t .
\end{aligned}
$$

If $\Gamma^{\prime} \subset \Gamma$ and $U \subset \mathbb{R}$, let $\Gamma^{\prime} \cdot U$ be the set of points $\gamma \cdot t$ such that $\gamma \in \Gamma^{\prime}$ and $t \in U$.
Definition 2. If $W \subset \Gamma$, let $W^{\circ}$ be the set of points $\gamma \in W$ such that, for some positive $t, \gamma \cdot t \notin W$. Let $W^{-}$be the set of points $\gamma \in W$ such that for any positive $t,(\gamma \cdot(0, t)) \not \subset W$. The set $W^{-}$is contained in $W$ and is called the exit set of $W$. The set $W$ is called a Wazewski set if the following conditions are satisfied:
(a) If $\gamma \in W$ and $(\gamma \cdot[0, t]) \subset c l(W)$ then $(\gamma \cdot[0, t]) \subset W$,
(b) $W^{-}$is closed relative to $W^{\circ}$.

Theorem. (Wazewski). If $W$ is a Wazewski set then $W^{-}$is a strong deformation retract of $W^{\circ}$ and $W^{\circ}$ is open relative to $W^{-}$.

The set $W$ that we have described above is a Wazewski set, as is the union of $W$ with the set $Q$ described in the next section. Since $W^{\circ}$ is homotopic to $W$, which has two components, $W^{\circ}$ must also have two components.

What separates these two components is $S$, the stable manifold for the strong detonation state, because any point which is not in one of these components must stay in $W$ as $y$ tends to infinity. Because $H$ is always increasing within $W$, this solution must tend to a rest state, namely the strong detonation state. One boundary of this stable manifold is $P$; another is $F$, the stable manifold for the weak detonation state.

If there is a connected set in $W$ consisting of points that tend to an unburned state $U$, as $y$ tends to $-\infty$, and this set intersects both components of the exit set of $W$, then at least one of these points must be in $S$. The orbit of such a point is a viscous structure profile for a strong detonation wave.

In the next section we give sufficient conditions for the existence of such a set of points.
4. Some simple estimates. Orbits leaving an unburned state $U$ which lies in $T<T_{i}$ will stay in the plane $\epsilon=\epsilon_{-}$until the surface $T=T_{i}$ is reached. Consider the curve $G$ given by $H_{y} \geq 0, T=T_{i}, \epsilon=\epsilon_{-}$, and $V_{y} \leq 0$. All of the points of $G$ flow towards $U$ as $y$ tends to $-\infty$. The endpoints of $G$ flow out of $H_{y} \geq 0, V_{y} \leq 0$, immediately. Our strategy is to add a tunnel from $W$ to $G$ so that the exit set of the extended set is still disconnected. The existence of such a tunnel will imply the existence of a viscous structure profile from $U$ to the strong detonation state. The tunnel is:

$$
Q=\left\{(V, H, \epsilon): V \geq V_{*}, H_{y} \geq 0, V_{y} \leq 0, \epsilon_{-} \geq \epsilon \geq g(T), \text { and } T \geq T_{i}\right\}
$$

The function $g$ will be chosen so that the flow enters $Q$ through the boundary $\epsilon=g(T)$, and so that $g(T) \geq \epsilon_{i}$ for $T_{i} \leq T \leq T_{*}$, where

$$
\epsilon_{i}=\min \left\{\begin{array}{l|l}
\epsilon & \left.\begin{array}{l}
\text { There exist } H \text { and } V \text { such that } \\
H_{y}(H, V, \epsilon)=V_{y}(H, V, \epsilon)=\phi(T)=\phi\left(\frac{\left(H-m^{2} V^{2} / 2\right)}{c_{p}}\right)=0
\end{array}\right\} . ~ . ~ . ~
\end{array}\right.
$$

so that

$$
\begin{align*}
q\left(\epsilon_{-}-\epsilon_{i}\right) & =\left(c_{p}-\frac{R}{2}\right)\left(T_{i}-T_{-}\right) \\
& +\frac{u_{-}^{2}}{4 \gamma^{2} M_{-}^{4}}\left(1-\gamma^{2} M_{-}^{4}+\left(\gamma M_{-}^{2}+1\right) \sqrt{\left(\gamma M_{-}^{2}+1\right)^{2}-4 \gamma M_{-}^{2} \frac{T_{i}}{T_{-}}}\right) \tag{4.1}
\end{align*}
$$

See Fig. 3. Note that $\epsilon_{-}-\epsilon_{i}>0$ whenever $T_{i}>T_{-}$. Also note that the flow enters $Q$ through $\epsilon=\epsilon_{-}$and $T=T_{i}$, while it exits through $H_{y}=0$ and $V_{y}=0$. The two components of the exit set are separated by the point $H_{y}=V_{y}=0, T=T_{i}$. In order to choose the function $g$, we note that within $Q$, we have that

$$
\begin{equation*}
\frac{d \epsilon}{d T}=\frac{\epsilon_{y}}{T_{y}}=\frac{-\lambda \rho K\left(c_{p}\left(T_{*}-T\right)+m^{2} \frac{\left(V_{*}^{2}-V^{2}\right)}{2}\right) \phi(T)}{q m^{2}\left(c_{p}\left(T-T_{*}\right)-m^{2} \frac{\left(V-V_{*}^{2}\right)}{2}+q \epsilon-R\left(T-T_{*} \frac{V}{V_{*}}\right)\right)} \tag{4.2}
\end{equation*}
$$

The right-hand side of (4.2) is monotone in $V$ within $Q$. To see that the denominator is monotone in $V$ for $V_{*} \leq V \leq V_{-}$, replace $\left(V_{*}, T_{*}\right)$ by ( $V_{-}, T_{-}$) and differentiate with respect to $V$, holding $T$ constant. This denominator is also monotone in $H$ as a function of $(H, V)$. In the numerator, we decrease $V$ to $V_{*}$. In the denominator, we decrease $V$, holding $T$ constant, until we reach a value $V_{1}$ which satisfies either $H=H_{+}-q \epsilon$ or $V_{1}=V_{*}$. In the first case we obtain:

$$
\begin{equation*}
\left|\frac{d \epsilon}{d T}\right| \leq \frac{\lambda K c_{p}\left(T_{*}-T\right) \phi(T)}{-m^{2} q V_{*}\left(m^{2}\left(V_{1}^{2}-V_{1} V_{*}\right)-R\left(T-T_{*} V_{1} / V_{*}\right)\right)} \tag{4.3}
\end{equation*}
$$

Then $T=\left(H_{+}-q \epsilon-m^{2} V_{1}^{2} / 2\right) / c_{p}$, and we have that:

$$
\begin{equation*}
\left|\frac{d \epsilon}{d T}\right| \leq \frac{\lambda k c_{p}^{2}\left(T_{*}-T\right) \phi(T)}{R m^{2} q^{2} V_{*}\left(\epsilon-f\left(V_{1}\right)\right)} \tag{4.4}
\end{equation*}
$$



Fig. 3. The plane $H_{y}=H-H_{+}+q \epsilon=0$.
In the second case, we decrease the denominator further by decreasing $H$ while holding $V=V_{*}$, until we reach $H=H_{+}-q \epsilon$. This again yields (4.3), with $V_{1}=$ $V_{*}$ and a smaller value of $T$ in the denominator; however, this value of $T$ equals $\left(H_{+}-q \epsilon-m^{2} V_{*}^{2} / 2\right) / c_{p}$. We still obtain (4.4), with $V_{1}=V_{*}$.

Suppose $g(T) \geq \epsilon_{i}$ for $T_{i} \leq T \leq T_{*}$. Then $\epsilon \geq \epsilon_{i}$ within $Q$. Furthermore, $f\left(V_{1}\right) \leq \epsilon_{i}$ within $Q$ (see Fig. 3). Let

$$
\begin{equation*}
g^{\prime}(T)=\frac{\lambda k c_{p}^{2}}{R m^{2} q^{2} V_{*}} \frac{\left(T_{*}-T\right) \phi(T)}{g(T)-\epsilon_{i}}, \quad g\left(T_{i}\right)=\epsilon_{-} \tag{4.5}
\end{equation*}
$$

Then the flow enters $Q$ through $\epsilon=g(T)$ as long as $g(T) \geq \epsilon_{i}$. If we solve (4.4), we find that along $\epsilon=g(T)$ we have:

$$
\begin{equation*}
\left(\epsilon-\epsilon_{i}\right)^{2}=\left(\epsilon_{-}-\epsilon_{i}\right)^{2}-\frac{2 \gamma c_{p}}{(\gamma-1) m^{2} q^{2} V_{*}} \int_{T_{i}}^{T} \lambda k\left(T_{*}-T\right) \phi(T) d T . \tag{4.6}
\end{equation*}
$$

Since we need to have $\epsilon>\epsilon_{i}$ for $T_{i} \leq T \leq T_{*}$, we require

$$
\begin{equation*}
\epsilon_{-}>\epsilon_{i}+\left(\frac{2 \gamma c_{p}}{(\gamma-1) m^{2} q^{2} V_{*}} \int_{T_{i}}^{T_{*}} \lambda k\left(T_{*}-T\right) \phi(T) d T\right)^{1 / 2} . \tag{4.7}
\end{equation*}
$$

Thus, (4.7) is a sufficient condition for the existence of a strong detonation structure profile. Since both $\lambda$ and $k$ can depend on $T$ [Wi], it is important to keep them inside the integral.

For a CJ detonation wave, $\left(V_{*}, T_{*}\right)=\left(V^{*}, T^{*}\right)$. Condition (4.7) still implies the existence of a structure profile.

As $\lambda$ tends to zero, with the other parameters held constant, condition (4.7) must be satisfied. In particular, since $\epsilon_{-}>\epsilon_{i}$ whenever $T_{-}<T_{i}$, we see that the strong and CJ detonations always have viscous structure when $\lambda$ is sufficiently small. This is the limit of the "small rate parameter" considered by Wood [Wo1].

The region $\left(V_{y}<0\right) \cap\left(H_{y}>0\right) \cap\left(V>V_{*}\right) \cap(\epsilon<g(T))$ is negatively invariant, and contains the weak detonation point, and an interval of unburned states, including one corresponding to $\epsilon=\epsilon_{i}, T=T_{i}$, in its boundary. Since the exit set of this region is homotopic to a circle, and the region itself is contractible, another application of Wazewski's theorem shows that the one-dimensional stable manifold for the weak detonation point must be trapped in this region. Consequently one unburned state with $\epsilon=\epsilon_{w}, T=T_{w}, V=V_{w}$, which does not satisfy (4.7) must be connected to the weak detonation. Since this weak detonation is a boundary for the stable manifold of the strong detonation point, all unburned states with $\epsilon_{-}>\epsilon_{w}$ must be connected to the strong detonation point. As $\lambda$ tends to zero, $\left(\epsilon_{w}, T_{w}, V_{w}\right)$ must tend to ( $\left.\epsilon_{i}, T_{i}, V_{i}\right)$.
5. A necessary condition. We obtain a necessary condition for the existence of viscous structure using energy estimates similar to those used in work on premixed laminar flames [BNS], [Ma], [Wg]. Observe that

$$
\begin{equation*}
H_{y y}=H_{y}-\frac{\lambda \rho k}{m^{2} c_{p}}\left(H_{+}-H\right) \phi(T) \tag{5.1}
\end{equation*}
$$

If we multiply (5.1) by $1, H$, and then $H_{y}$, and integrate each equation from $-\infty$ to $+\infty$, we obtain, using the fact that all derivatives tend to zero as $y$ tends to $\pm \infty$ :

$$
\begin{equation*}
H_{+}-H_{-}=q \epsilon_{-}=\int_{-\infty}^{\infty} \frac{\lambda \rho k}{m^{2} c_{p}}\left(H_{+}-H\right) \phi(T) d y \tag{a}
\end{equation*}
$$

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(H_{y}\right)^{2} d y=\int_{-\infty}^{\infty} \frac{\lambda \rho k}{m^{2} c_{p}}\left(H_{+}-H\right) H \phi(T) d y-\frac{H_{+}^{2}-H_{-}^{2}}{2} \tag{b}
\end{equation*}
$$

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(H_{y}\right)^{2} d y=\int_{-\infty}^{\infty} \frac{\lambda \rho k}{m^{2} c_{p}}\left(H_{+}-H\right) \phi(T) H_{y} d y \tag{c}
\end{equation*}
$$

$$
\begin{equation*}
\geq \int_{H_{-}}^{H_{+}} \frac{\lambda k}{m^{2} c_{p} V_{-}}\left(H_{+}-H\right) \phi\left(\left(H-m^{2} V_{-}^{2} / 2\right) / c_{p}\right) d H \tag{d}
\end{equation*}
$$

Here we have used the fact that $V_{-}$is the maximum value of $V$ on any detonation structure profile. Combining (5.2)(a-c) we find that:

$$
\begin{align*}
\left(H_{+}-H_{-}\right)^{2} m^{2} c_{p} V_{-} & =\left(q Y_{-} m\right)^{2} c_{p} V_{-} \\
& \geq \int_{H_{-}}^{H_{+}} 2 \lambda k\left(H_{+}-H\right) \phi\left(\left(H-m^{2} V_{-}^{2} / 2\right) / c_{p}\right) d H  \tag{5.3}\\
& =\int_{T_{-}}^{T_{-}+q Y_{-} / c_{p}} 2 \lambda k c_{p}\left(q Y_{-}-c_{p}\left(T-T_{-}\right)\right) \phi(T) d T
\end{align*}
$$

We may obtain a clearer interpretation of (5.3) with a little rearrangement and change of variables:

$$
m^{2} V_{-} \geq \int_{0}^{1} 2 \lambda k c_{p}(1-\tau) \phi\left(T_{-}+\frac{q Y_{-} \tau}{c_{p}}\right) d \tau
$$

Thus, (5.3') constitutes a necessary condition for the existence of a detonation structure profile. Note that if we replace $V_{-}$by $V_{+}$, then we also obtain a necessary condition for the existence of a deflagration structure profile. Also, (5.3) is satisfied whenever $m^{2} V_{-} \geq \lambda k \phi\left(T_{-}+q Y_{-} / c_{p}\right) / c_{p}$.
6. Arbitrary Lewis numbers. When the Lewis number, $L=\lambda / \rho D c_{p}$, is not identically 1 , then we must work with all four equations of (2.7). Consequently the region $R$ must be extended to a region in $\mathbb{R}^{4}$. We require, therefore, additional boundaries for $R$, that is, upper and lower bounds for $Y$. It is interesting that we can obtain natural bounds for $Y$ in terms of $H$, similar to the bounds that have been obtained for premixed laminar flames.

Lemma. Let

$$
\begin{align*}
\Lambda_{*} & =\inf (L, 1)  \tag{6.1}\\
\Lambda^{*} & =\sup (L, 1)
\end{align*}
$$

Then

$$
\begin{equation*}
\Lambda_{*}\left(H_{+}-H\right) \leq q Y \leq \inf \left(q \epsilon, \Lambda^{*}\left(H_{+}-H\right)\right) \tag{6.2}
\end{equation*}
$$

defines a negatively invariant region for (2.7).
Proof. We proceed exactly as in $[\mathrm{Wg}]$, using (2.8):

$$
\begin{aligned}
\frac{d}{d y}\left(H-H_{+}+\frac{q Y}{\Lambda_{*}}\right) & =\left(H-H_{+}\right)_{y}+\frac{q}{\Lambda_{*}} Y_{y} \\
& \leq\left(H-H_{+}\right)_{y}+\frac{q \rho D c_{p}}{\lambda} Y_{y} \\
& =H-H_{+}+q Y \\
& \leq H-H_{+}+\frac{q}{\Lambda_{*}} Y
\end{aligned}
$$

This last quantity is zero on the boundary of the region defined by

$$
H-H_{+}+\frac{q}{\Lambda_{*}} Y \geq 0
$$

Consequently this region is negatively invariant for (2.7). Similarly, the region defined by

$$
H-H_{+}+\frac{q}{\Lambda^{*}} Y \leq 0
$$

is negatively invariant, within the region $Y \leq \epsilon$. This last condition is required to ensure that $Y_{y} \leq 0$. The region $Y \leq \epsilon$ is negatively invariant because on $Y=\epsilon$,

$$
\begin{aligned}
\frac{d}{d y}(\epsilon-Y) & =\epsilon_{y}-Y_{y} \\
& =\epsilon_{y} \leq 0
\end{aligned}
$$

The topological argument is a little more sophisticated than the one given in $\S 3$. The region $W$ is defined as before, with the additional inequality (6.2). The exit set for $W$ is now connected; using the lemma we see that it is a union of four parts: $\Sigma_{\text {out }}=\Sigma_{1} \cup \Sigma_{2} \cup \Sigma_{3} \cup \Sigma_{4}$, where

$$
\begin{aligned}
& \Sigma_{1}=\left\{(V, H, \epsilon, Y) \mid H=H_{+}, Y=0,0<\epsilon \leq \epsilon_{-}, V_{0}<V<V_{*}\right\} \\
& \Sigma_{2}=\left\{(V, H, \epsilon, Y) \left\lvert\, \begin{array}{l}
q Y=\min \left(q \epsilon, \Lambda^{*}\left(H_{+}-H\right)\right), 0<\epsilon \leq \epsilon_{-}, \\
V_{0}<V<V_{*}, 0 \leq H_{+}-H \leq q \epsilon
\end{array}\right.\right\} \\
& \Sigma_{3}=\left\{(V, H, \epsilon, Y) \left\lvert\, \begin{array}{l}
\left.H_{+}-H=q \epsilon, \Lambda_{*} \epsilon \leq Y \leq \epsilon, 0<\epsilon \leq \epsilon_{-}, V_{0}<V<V_{*}\right\}
\end{array}\right.\right. \\
& \Sigma_{4}=\left\{(V, H, \epsilon, Y) \left\lvert\, \begin{array}{l}
q Y=\Lambda_{*}\left(H_{+}-H\right), 0<\epsilon \leq \epsilon_{-}, \\
V_{0}<V<V_{*}, 0 \leq H_{+}-H \leq q \epsilon
\end{array}\right.\right\} .
\end{aligned}
$$

Note, however, that $\Sigma_{\text {out }}$ is homotopic to a circle. The circle may be visualized as a path from $\Sigma_{1}$ to $\Sigma_{2}$ to $\Sigma_{3}$ to $\Sigma_{4}$ and back to $\Sigma_{1}$. This path cannot be contracted to a point within $\Sigma_{\text {out }}$ because $\Sigma_{\text {out }}$ does not contain the positively invariant line segment

$$
P=\left\{(V, H, \epsilon, Y): q Y=H_{+}-H=q \epsilon=0, V_{0} \leq V \leq V_{*}\right\}
$$

Again, Wazewski's principle implies that the set $W_{\text {out }}$ of all points in $W$ which eventually flow out of $W$ must also be homotopic to a circle. The curve $G$ of $\S 4$, given by $H_{y} \geq 0, T=T_{i}, \epsilon=\epsilon_{-}, V_{y} \leq 0$, is now extended, via (6.2), to a set $G^{*}$ which is homeomorphic to a disk. The tunnel $Q$ is also extended via (6.2). The estimates of $\S 4$ now show that the exit set of $W \cup Q$ is also homotopic to a circle. The boundary of $G^{*}$ is homeomorphic to a circle and intersects the exit set of $W \cup Q$ with nonzero degree. Since a disk is not homotopic to a circle, at least one of the points of $G^{*}$ must not exit $W$. This point must in fact tend to the strong detonation burned state. The sufficient condition (4.7) is now

$$
\begin{equation*}
\epsilon_{-}>\epsilon_{i}+\left(\frac{2 \gamma c_{p}}{(\gamma-1) m^{2} q^{2} V_{*}} \int_{T_{i}}^{T_{*}} \lambda k \Lambda^{*}\left(T_{*}-T\right) \phi(T) d T\right)^{1 / 2} \tag{6.3}
\end{equation*}
$$

7. Behavior. We have shown that strong or CJ detonation structure profiles exist if (4.7) is satisfied. From this we can see that the existence of these profiles depends on the values of $\lambda, \phi$, and $k$, relative to $m, q$, and $\gamma$, between the unburned state and the weak detonation point. We will now show that the behavior of the solution depends strongly on the values of these parameters near the strong detonation point.

At the strong detonation point the linearization of (2.7) has two negative eigenvalues:
(a) $\quad \sigma_{1}=\frac{1}{\gamma}\left(1-M^{*-2}\right)$
(b) $\quad \sigma_{3}=\frac{L}{2}\left(1-\sqrt{1+\frac{4 D k \phi\left(T^{*}\right)}{u^{* 2}}}\right)$.

The relative sizes of $\sigma_{1}$ and $\sigma_{3}$ determine the node structure of the flow for (2.7) at the strong detonation point. If $D k \phi\left(T^{*}\right) / u^{* 2}$ is very small, or if $L$ is very small (which
would be physically unusual), so that $0>\sigma_{3}>\sigma_{1}$, then the flow has a node tangent to the eigenvector

$$
X_{3}=\left[\frac{q(\gamma-1)}{\gamma m^{2} V^{*}\left(\sigma_{3}-\sigma_{1}\right)}, q, \sigma_{3}-1, \frac{L\left(\sigma_{3}-1\right)}{L-\sigma_{3}}\right]
$$

Thus, all but one of the structure profiles approaches the strong detonation state tangent to $X_{3}$. The one orbit that approaches tangent to $X_{1}$ is the purely nonreacting shock profile which connects the weak detonation state to the strong detonation state. The ( $V, H, \epsilon$ ) components of $X_{3}$ have the signs (,,++- ). Thus, at the end of the wave, $V$ and $H$ are increasing and $\epsilon$, which must be monotone, is decreasing. Since $V^{*}<V_{-}, V$ cannot be monotone throughout the entire solution. Once the solution leaves the region $V_{y}<0$, it cannot reenter, because $H$ is monotone increasing. Hence $V$ attains its minimum value at a single point of the solution. This minimum value must be greater than $V_{0}$, the minimum value for a ZND detonation.

The pressure must also attain an extremum in this case:

$$
\begin{aligned}
\frac{d p}{d y} & =\frac{R}{V} \frac{d T}{d y}-\frac{R T}{V^{2}} \frac{d V}{d y} \\
& =\frac{R}{c_{p}}\left(\frac{H_{y}}{V}-m^{2}\left(1+\frac{c_{p} T}{u^{2}} V_{y}\right)\right)
\end{aligned}
$$

Since the flow is tangent to $X_{3}$ at the strong detonation state, we have, as the solution approaches that point,

$$
\begin{aligned}
\frac{d p}{d y} & =\frac{R H_{y}}{c_{p} V^{*}}\left(1-\frac{\gamma-1+M^{*-2}}{\gamma\left(\sigma_{3}-\sigma_{1}\right)}\right) \\
& =\frac{R H_{y}}{c_{p} V^{*}\left(\sigma_{3}-\sigma_{1}\right)}\left(\frac{L}{2}\left(1-\sqrt{1+\frac{4 D k \phi\left(T^{*}\right)}{u^{* 2}}}\right)-1\right) \\
& <0 .
\end{aligned}
$$

Since $p$ is increasing when $V_{y}<0, p$ must attain a maximum in the interior of the wave.

The temperature behaves differently. Near the strong detonation state, we have

$$
\begin{aligned}
\frac{d T}{d y} & =\frac{1}{c_{p}}\left(H_{y}-m^{2} V V_{y}\right) \\
& =\frac{1}{c_{p}}\left(\frac{\gamma m^{2} V^{*}\left(\sigma_{3}-\sigma_{1}\right)}{\gamma-1}-m^{2} V^{*}\right) V_{y} \\
& =\frac{m^{2} V^{*}}{c_{p}(\gamma-1)}\left(\frac{\gamma L}{2}\left(1-\sqrt{1+\frac{4 D k \phi\left(T^{*}\right)}{u^{* 2}}}\right)+M^{*-2}-\gamma\right) V_{y}
\end{aligned}
$$

Thus, if $M^{*-2}$ is less than $\gamma$, we see that $T$ decreases near the burned state. Consequently $T$ must attain a maximum value in the interior of the wave. This is consistent with the behavior of the ZND wave corresponding to this case; see [Wi, pp. 194-197].

If $M^{*-2}$ is greater than $\gamma$, then $T$ decreases near the burned state if $\sigma_{3}-\sigma_{1}$ is sufficiently small, but positive. In the inviscid limit for this case, as $D, \lambda$, and $\mu$ tend to zero, $\sigma_{3}$ tends to zero and $T$ must increase near the burned state. It is a natural
conjecture that $T$ is monotone throughout the wave in this case. We say, therefore, that the flow is strongly subsonic near the burned state if $\gamma M^{* 2}<1$. If this condition is satisfied, then the maximum value of the temperature on the surface $V_{y}=0$ (the Rayleigh line) occurs at a value of $H$ higher than $H_{+}$, for on the surface $V_{y}=0$,

$$
\frac{d T}{d V}=\frac{T}{V}\left(1-\gamma M^{2}\right)
$$

and

$$
\frac{d H}{d V}=\frac{V m^{2}}{\gamma-1}\left(1-M^{2}\right)
$$

whereas

$$
\frac{d\left(M^{2}\right)}{d V}=\frac{M^{2}}{V}\left(1+\gamma M^{2}\right)>0 .
$$

(See [Wi]). As a consequence, the corresponding ZND wave, which follows the intersection of the surface $V_{y}=0$ and the plane $H_{y}=0$, must have a monotone temperature whenever the burned state is strongly subsonic.

This phenomenon may be explained by noting that $M_{*}$ depends on the total heat released per unit mass, $q Y_{-}$, and increases as $q Y_{-}$increases with other parameters, particularly $m$, held constant. Thus the strong detonation burned state is strongly subsonic if the heat release is too weak, relative to the strength of the wave, to create a temperature spike. In experiments (see [Wi, §6.2.1] and references cited therein), strong detonation waves are observed principally when a piston, or other external force, is used to overdrive the wave; in this respect strong detonation waves resemble inert shock waves. Detonation waves that are not overdriven will decay to a ChapmanJouguet detonation. Chapman-Jouguet detonations may be thought of as reacting shock waves that are driven by the reaction with no external force. Thus these waves are "pure" reacting shock waves, and $q Y_{-}$is a parameter between inert shock waves with monotone temperature profiles and Chapman-Jouguet waves with temperature spikes.

As $M^{*}$ tends to $1, \sigma_{1}$ tends to zero, which leads us to the next case. If $D k \phi\left(T^{*}\right) / u^{* 2}$ is very large, or if $L$ is very large, or if $M_{*}$ is very close to 1 , so that $0>\sigma_{1}>\sigma_{3}$, then the flow forms a node tangent to the eigenvector

$$
X_{1}=(1,0,0,0)
$$

In this case the solution may behave in an unusual manner. Detonations with $Y_{-}$ close to $\epsilon_{i}$, ( $T_{-}$close to $T_{i}$ ) will follow the trajectory of the weak detonation, and then turn near the weak detonation burned state, and approach the strong detonation point along the trajectory of the inert shock profile. Thus these structure profiles look like a weak detonation followed by an inert shock wave. See Fig. 4, where a heuristic picture of the flow in the stable manifold is presented. ${ }^{1}$ Similar observations have been made in [Wo2], [FD], [LL], and most recently for numerical calculations and for a simpler model in [CMR], where it was noted that these pathological waves are actually numerically stable as solutions of the time-dependent reacting compressible

[^73]Navier-Stokes equations. These authors also observed (numerically) an interesting phenomenon, namely that if the turning point of these solutions is sufficiently close to the weak detonation state, that is, if the spatial separation between the weak detonation and the inert shock wave is sufficiently large, then a bifurcation occurs wherein these two waves decouple and the inert shock moves slower than the weak detonation as predicted in [Wo2]. In this sense, a weak detonation can be observed. Weak detonations are also observed experimentally [FD], as a consequence of very complicated chemistry, change in equation of state, and endothermic or reversible reactions. A more significant point, made in [CMR], is that since $k \phi\left(T^{*}\right) / u^{* 2}$ can be significantly large, it is important, in making machine calculations, to use an approximation scheme which does not add too much artificial diffusion, because this can radically change the character of the solution.


Fig. 4. The flow in the stable manifold when $0>\sigma_{1}>\sigma_{3}$.
For larger values of $Y_{-}$, there will be one wave which approaches the strong detonation state tangent to $X_{3}$, and others which approach tangent to $X_{1}$ but with $V$ increasing. For the singular wave tangent to $X_{3}$ all quantities will be monotone, but for the others the pressure and density will attain maximum values. Since $H=$ $c_{p} T+(m / \rho)^{2} / 2$ is constant along $X_{1}$, the existence of a density peak in these waves implies the existence of a temperature peak.

For the CJ detonation, the burned state Mach number is 1 , so that the above remarks apply to the behavior of this wave. All but one of the CJ detonation structure profiles must approach tangent to the eigenvector $\pm(1,0,0,0)$. However, solutions cannot approach along $+(1,0,0,0)$ (the right side) because $V_{y}>0$ there. Consequently there is one monotone CJ structure profile (presumably the one with minimum heat release) and the rest have peaks in pressure, density, and temperature.
8. The ZND limit. We have noted that as $\lambda$ tends to zero (or $\lambda$ and $D$, with $L$ constant), then the sufficient condition (4.7), or (6.3), must be satisfied. The structure
profiles satisfy natural a priori bounds, namely

$$
\begin{gathered}
V_{0} \leq V \leq V_{-}, \\
H_{-} \leq H \leq H_{+} \\
0 \leq \Lambda_{*} \epsilon \leq Y \leq \epsilon \leq Y-.
\end{gathered}
$$

Thus, for any sequence $\lambda_{n} \rightarrow 0$, there is a corresponding sequence $\left(V_{n}, H_{n}, \epsilon_{n}, Y_{n}\right)$ of structure profiles with fixed end states, and which are uniformly bounded. Since $H, \epsilon$, and $Y$ are monotone, and $V$ has at most one minimum, these profiles are also uniformly bounded in total variation. By Helly's theorem, some subsequence of this sequence must converge to a limit in $L_{l o c}^{1}$. Taking a further subsequence we obtain convergence almost everywhere. The limit function is therefore a weak solution to ( $1.1 \mathrm{a}-\mathrm{c}, \mathrm{d}^{\prime}$ ). If $T_{-}<T_{i}$ then the limit is a ZND strong or CJ detonation. If $T_{-}=T_{i}$ then the limit is a continuous weak detonation which follows the curve $\left(H_{y}=0\right) \cap\left(V_{y}=0\right) \cap(\epsilon=Y)$ from $\left(V_{i}, H_{i}, \epsilon_{i}, Y_{i}\right)$ to $\left(V_{*}, H_{*}, 0,0\right)$.
9. The second law of thermodynamics. In several shock structure problems, and particularly in MHD [CS1], [CS2], [Ge], the entropy flux has played an important role. In MHD the structure equations take the form

$$
\frac{d u}{d x}=B \nabla P(u)
$$

where $B$ is a positive diagonal matrix and $P$ is the entropy flux. The gradient-like structure that this gives to the problem is essential to our understanding of the solution to this very complicated system. In other areas it is useful to postulate that the entropy flux must be monotone [ HaSe 1$],[\mathrm{HaSe} 2]$; the inequality expressing this monotonicity is called the Clausius-Duhem inequality. We show here, assuming only that the reaction is exothermic and irreversible ( $r(\rho, Y, T) \geq 0$ ), that the entropy flux is monotone along a viscous structure profile for a plane steady detonation or deflagration wave. We have not used this fact in the above discussion, although it would have proved useful if we had not already known that $H$ must be monotone.

The entropy flux is

$$
P=m S-\lambda T_{x} / T
$$

Using Gibb's law: $T d S=d e+p d V-q d Y$ [Wi], we find that

$$
\frac{d P}{d x}=\frac{m}{T}\left(\frac{d e}{d x}+p \frac{d V}{d x}-q \frac{d Y}{d x}\right)+\frac{\lambda T_{x}^{2}}{T^{2}}-\frac{\left(\lambda T_{x}\right)_{x}}{T}
$$

Using (1.2), we have

$$
\begin{aligned}
\frac{d P}{d x}= & \frac{\lambda T_{x}^{2}}{T^{2}}-\frac{1}{T}\left(\left[\left[\rho\left(u^{2} / 2+e(\rho, T, Y)\right)+p(\rho, T)\right] u\right]_{x}-\left(\mu u u_{x}\right)_{x}-\left(q \rho D Y_{x}\right)_{x}\right) \\
& +\frac{m}{T}\left(\frac{d e}{d x}+p \frac{d V}{d x}-q \frac{d Y}{d x}\right) \\
= & \frac{\lambda T_{x}^{2}}{T^{2}}+\frac{\mu u_{x}^{2}}{T}+\frac{q r}{T} \geq 0 .
\end{aligned}
$$

Note that $d P / d x$ only vanishes at rest points of (1.2). However, (1.2) is not gradientlike with respect to $P$, because

$$
d P=-\frac{\lambda T_{x}}{T} d T+\frac{q d \epsilon}{T}-\frac{\mu u_{x}}{T} d u
$$

since $q / T$ does not vanish, neither does the gradient of $P$. This may be an anomaly which is due to the simple representations of the chemistry and the reaction rate which are used here.
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# BERNSTEIN FUNCTIONS AND THE DIRICHLET PROBLEM* 
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#### Abstract

For a nonconvex, symmetric quadrilateral, the nonparametric minimal surface arising from an associated Dirichlet problem can be described in terms of the Weierstrass representation and the stereographic projection of its Gauss map. The Bernstein function-which arises by truncation of the re-entrant corner by a concave arc and by requiring the normal vector to be horizontal there-has the same Gauss map image. This leads to a Riemann-Hilbert problem that can be solved and leads to the existence of this surface.
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Introduction. If $\Omega$ is a nonconvex, planar domain and $\phi$ is a continuous function, defined on $\partial \Omega$, for which the Dirichlet problem for the minimal surface equation does not have a continuous solution, it is natural to ask about the behavior of generalized, "variational" solutions near boundary points where the solution is discontinuous and to determine the geometric nature of the graph. In the particular case of a symmetric, nonconvex quadrilateral with boundary values that are zero on the outer edges and which increase linearly to a positive value on the edges adjacent to the re-entrant corner, these questions have been asked by Finn [F1] and Nitsche [N] and have been studied recently by Elcrat and Lancaster [EL]. If the latter results are combined with the subsequent work of Lancaster [L1], we can assert that this problem is well understood. In fact, an experimental soap film realization of the solution is shown in [EL]. The domain in this case is regular for the minimal surface equation at all but one of its boundary points, and the next step in complexity is a domain whose boundary consists of two arcs, one convex and one concave. In particular we can consider a truncation of the re-entrant quadrilateral by a concave arc. The critical first step in understanding this new problem is the construction of a Bernstein function, a solution of the minimal surface equation whose normal derivative is infinite there. This surface serves as an upper bound for the trace of generalized solutions on the concave arc and can be used as a comparison function for other domains.

In this work we reconsider the solution of the re-entrant quadrilateral problem and, in the process, obtain an existence theorem for a Bernstein function in the truncated quadrilateral. The approach that we use is based on the intuitive observation that for these two surfaces the Gauss maps have the same image. By a stereographic projection we can consider this image as a domain in the complex plane and if we introduce the Weierstrass representation of minimal surfaces in terms of analytic functions $f$ and $g$, using this domain for the complex parameter, the second function $g$ reduces to the identity. Furthermore, $f$ satisfies explicit linear boundary conditions given by properties of the normal vector of the surface sought. This means that our problem reduces to a Riemann-Hilbert problem for the analytic function $f$. The remarkable fact is that the solution of the re-entrant quadrilateral problem and the Bernstein function satisfy conditions that differ only by an inhomogeneous term in one of the boundary conditions. It turns out that, using results for Riemann-Hilbert problems with discontinuous coefficients [M], we can deduce the existence of a solution of the inhomogeneous

[^74]Riemann-Hilbert problem from existence for the homogeneous problem. We must prove, in order to complete the chain of deductions, that the solution of the re-entrant quadrilateral problem is a surface whose Gauss map has the required properties and that the analytic function $f$ solving the inhomogeneous problem leads to a surface of the required type. These tasks demand some effort, which accounts for most of the text of the paper.

The significance of this work derives not only from proving the existence of a useful comparison function, but from its construction using a geometric transformation that changes a nonlinear problem into a linear one, which can be solved by giving the solution of a boundary value problem for an analytic function. This idea currently relates to a variety of problems in applied mathematics-for example, numerical conformal mapping [H], [T] and free boundary problems in fluid mechanics [M], [ET]. Although the idea of reconstructing a surface from its Gauss map has been known for a long time, we are not aware of many examples in which an explicit construction can be given of a surface whose boundary geometry is prescribed. Furthermore, the construction of a new minimal surface from a known one using our procedure is new.

1. The re-entrant quadrilateral problem. In this section, we will specify the geometry, set the notation, and state some required theorems from previous work. Let $\alpha, \beta, \gamma \in(0, \pi / 2)$ with $\alpha+\gamma<\pi / 2$. Set $A_{0}=(0,-\sin (\gamma) / \sin (\alpha)), A_{1}=(-\sin (\alpha+\gamma)$, $\cos (\alpha+\gamma)), A_{2}=A_{3}=(0,0)$, and $A_{4}=(\sin (\alpha+\gamma), \cos (\alpha+\gamma))$ (see Fig. 1). Let $\Omega$ be the region bounded by the nonconvex symmetric quadrilateral $A_{3} A_{4} A_{0} A_{1} A_{2}$. Let $\phi \in C^{0}(\partial \Omega)$ equal zero on $A_{1} A_{0} A_{4}$, increase linearly from 0 at $A_{1}$ to $\tan (\beta)$ at $A_{2}$, and increase linearly from 0 at $A_{4}$ to $\tan (\beta)$ at $A_{3}$.

Set

$$
\begin{aligned}
& \Gamma_{1}=\left\{(x, y, 0) \mid(x, y) \in A_{0} A_{1}\right\}, \\
& \Gamma_{2}=\left\{(x, y, \phi(x, y)) \mid(x, y) \in A_{1} A_{2}\right\}, \\
& \Gamma_{4}=\left\{(x, y, \phi(x, y)) \mid(x, y) \in A_{3} A_{4}\right\}, \\
& \Gamma_{5}=\left\{(x, y, 0) \mid(x, y) \in A_{4} A_{0}\right\},
\end{aligned}
$$



Fig. 1
where, for example, $A_{0} A_{1}$ is the closed line segment between $A_{0}$ and $A_{1}$. Define $\Gamma$ to be $\Gamma_{1} \cup \Gamma_{2} \cup \Gamma_{4} \cup \Gamma_{5}$.

Set

$$
\begin{aligned}
& T_{1}=\{(u, v) \mid v=\tan (\alpha) u\}, \\
& T_{2}=\left\{(u, v) \mid\left(u+u_{0}\right)^{2}+\left(v-v_{0}\right)^{2}=r^{2}\right\}, \\
& T_{3}=\left\{(u, v) \mid u^{2}+v^{2}=1\right\}, \\
& T_{4}=\left\{(u, v) \mid\left(u-u_{0}\right)^{2}+\left(v-v_{0}\right)^{2}=r^{2}\right\}, \\
& T_{5}=\{(u, v) \mid v=-\tan (\alpha) u\},
\end{aligned}
$$

where $\left(u_{0}, v_{0}\right)=\cot (\beta)(\sin (\alpha+\gamma), \cos (\alpha+\gamma))$, and $r=\csc (\beta)$.
Let

$$
\begin{aligned}
& H_{1}=\{(x, y, z) \mid y=\tan (\alpha) x\}, \\
& H_{2}=\{(x, y, z) \mid-\cos (\beta) \sin (\alpha+\gamma) x+\cos (\beta) \cos (\alpha+\gamma) y+\sin (\beta) z=0\}, \\
& H_{3}=\{(x, y, z) \mid z=0\},
\end{aligned}
$$

and

$$
\begin{aligned}
& H_{4}=\{(x, y, z) \mid \cos (\beta) \sin (\alpha+\gamma) x+\cos (\beta) \cos (\alpha+\gamma) y+\sin (\beta) z=0\}, \\
& H_{5}=\{(x, y, z) \mid y=-\tan (\alpha) x\} .
\end{aligned}
$$

Note that $T_{k}$ is the stereographic projection of the great circle $H_{k} \cap S^{2}$, for $k=1, \cdots, 5$, and that $H_{k}$ is orthogonal to $\Gamma_{k}$, for $k=1,2,4,5$. The stereographic projection of any unit vector orthogonal to $\Gamma_{k}$ or to the $z$-axis will be in $T_{k}$ or $T_{3}$ ( $k=1,2,4,5$ ).

Let $w_{0}$ be the origin and let $w_{k}$ be the point of intersection of $T_{k} \cap T_{k+1}$ that lies in the upper half-plane for $k=1, \cdots, 4$. Let $\sigma_{k}$ be the shorter (closed) arc of $T_{k}$ between $w_{k-1}$ and $w_{k}, k=1, \cdots, 5$, where $w_{5}=w_{0}$. Set $\sigma=\sigma_{1} \cup \cdots \cup \sigma_{5}$ and define $D$ $(=D(\alpha, \beta, \gamma))$ to be the open region in the plane bounded by $\sigma$. Note that $D$ is contained in the open unit disc $B$ and $\sigma_{3}=\partial D \cap \partial B$ (see Fig. 2).


Fig. 2

Set $B^{+}=\{(u, v) \in B \mid v>0\}$. We will consider $D, B^{+}$, and $B$ as subsets of $\mathbb{C}$ when this is convenient. When doing so, we will let $w=u+i v$ represent a point of $D$ and $\omega=u+i v$ represent a point of $B^{+}$or $B$. $D$ will be shown to be the image of the Gauss maps for the surfaces discussed in this paper.

Let $F \in B V(\Omega)$ minimize

$$
J(v)=\iint_{\Omega} \sqrt{1+|D v|^{2}}+\int_{\partial \Omega}|v-\phi|
$$

over $v \in B V(\Omega)$. Then $F \in C^{2}(\Omega) \cap C^{0}\left(\bar{\Omega} \backslash\left\{A_{2}\right\}\right)$ and $F=\phi$ on $\partial \Omega \backslash\left\{A_{2}\right\}$. Define $S_{0}$ to be the graph of $F$ over $\Omega$ and $S$ to be the closure of $S_{0}$. The graph of $F$ is the re-entrant quadrilateral surface discussed in [EL] (see the Introduction). From [L1] and [L2] we obtain Proposition 1.

Proposition 1. There exists $Y \in C^{2}\left(B^{+}: \mathfrak{R}^{3}\right) \cap C^{0}\left(\overline{B^{+}}: \mathfrak{R}^{3}\right)$ such that Yis conformal and has harmonic components, and Y maps $B^{+}$homeomorphically onto $S_{0}, \partial^{\prime} B^{+}\left(=\partial B^{+} \cap\right.$ $\partial B)$ strictly monotonically onto $\Gamma$, and $\partial^{\prime \prime} B^{+}\left(=\partial B^{+} \cap B\right)$ into the z-axis. Furthermore, $Y(-1,0)=Y(1,0)=\left(A_{2}, \phi\left(A_{2}\right)\right), Y(-u, v)=\operatorname{diag}(-1,1,1) Y(u, v)$ for $(u, v) \in B^{+}, Y$ has a branchpoint at $(0,0), Y$ maps $\left\{(u, v) \in \partial B^{+} \mid u \geqq 0, v \geqq 0\right\}$ onto $\Gamma_{4} \cup \Gamma_{5}$, and $Y$ extends by reflection across $\overline{\partial^{\prime \prime} B^{+}}$as a parametric minimal surface.

It will be useful for us to transplant this parametrization of $S$ to another domain. Let us define

$$
\frac{d}{d w}=\frac{1}{2}\left(\frac{\partial}{\partial u}-i \frac{\partial}{\partial v}\right), \quad \frac{d}{d \omega}=\frac{1}{2}\left(\frac{\partial}{\partial u}-i \frac{\partial}{\partial v}\right) .
$$

Then $Y_{\omega}(0)=0$. Let $h_{1}$ be the conformal map from $D$ onto $B^{+}$sending $w_{0}$ to $i, w_{2}$ to -1 , and $w_{3}$ to 1 and let $h_{2}$ be the conformal map of $B$ onto $B^{+}$sending $i$ to $i,-1$ to -1 , and 1 to 1 . Define $h: D \rightarrow B$ by $h=h_{2}^{-1} \circ h_{1}$. Note that $h_{1}$ extends analytically across $\partial D \backslash\left\{w_{0}, \cdots, w_{4}\right\}$ and has nonvanishing derivative on $\bar{B} \backslash\left\{w_{0}, \cdots, w_{4}\right\}$ (e.g., [GL]). Similarly, $h_{2}$ extends analytically across $B \backslash\{-1,1\}$ and has nonvanishing derivative on $\bar{B} \backslash\{-1,1\}$. The asymptotic behavior of $h_{1}$ and $h_{2}$ at corners is known (i.e., [H, p. 359]). Set

$$
\begin{array}{ll}
X(w)=Y\left(h_{1}(w)\right) & \text { for } w \in \bar{D}, \\
\tilde{X}(\omega)=Y\left(h_{2}(\omega)\right) & \text { for } \omega \in \bar{B} .
\end{array}
$$

Let $X(w)=(x(w), y(w), z(w))$. The symbols $X, x(w), y(w)$, and $z(w)$ will represent the parametric minimal surface defined above and its components throughout this article.

For $k=0,1,4$, define $\omega_{k} \in \partial B$ so that $\tilde{X}\left(\omega_{k}\right)=\left(A_{k}, \phi\left(A_{k}\right)\right)$ and define $\omega_{2}=-1$ and $\omega_{3}=1$. Note $\omega_{0}=i$ by symmetry. Let $s_{k}$ be the (closed) arc on $\partial B$ between $\omega_{k-1}$ and $\omega_{k}$ that does not contain any of the other $\omega$ 's, for $k=1, \cdots, 5$, where $\omega_{5}=\omega_{0}$. As a consequence of Lemma 1 , we note that $h\left(w_{k}\right)=\omega_{k}, k=0, \cdots, 4$.

Let $g: D \rightarrow \mathbb{C}$ and $\tilde{g}: B \rightarrow \mathbb{C}$ be the stereographic projections (from the north pole) of the Gauss map of $S_{0}$ when $S_{0}$ is parametrized by $X$ and $\tilde{X}$, respectively (see Fig. 3). If we write the components of $\tilde{X}$ as $\tilde{x}, \tilde{y}, \tilde{z}$, then

$$
\begin{array}{ll}
g(w)=z_{w}(w) /\left(x_{w}(w)-i y_{w}(w)\right) & \text { for } w \in D, \\
\tilde{g}(\omega)=\tilde{z}_{\omega}(\omega) /\left(\tilde{x}_{\omega}(\omega)-i \tilde{y}_{\omega}(\omega)\right) & \text { for } \omega \in B .
\end{array}
$$

Further, $g$ and $\tilde{g}$ are meromorphic in $D$ and $B$, respectively. For the parametrizations


Fig. 3
we have chosen, the Gauss map of each point of $S_{0}$ lies in the lower hemisphere, and so $g$ and $\tilde{g}$ are analytic maps from $D$ and $B$, respectively, into $B$. Using continuation by reflection and [B], we see that $g$ and $\tilde{g}$ may be extended to be the stereographic projections of the Gauss map of $S$ and that $g \in C^{0}(\bar{D}), \tilde{g} \in C^{0}(\bar{B})$, and $g(w)=\tilde{g}(h(w))$ for $w \in D$.

Lemma 1. $\tilde{g}(\omega)=h^{-1}(\omega)$ for $\omega \in \bar{B}$ and $g(w)=w$ for $w \in \bar{D}$.
Proof. As noted earlier, the unit normals to $\Gamma_{k}$ lie in the plane $H_{k}, k=1,2,4,5$, and so $\tilde{g}$ maps $s_{k}$ into $T_{k}, k=1, \cdots, 5$. Using [B], we see that $\tilde{g}$ maps $\omega_{k}$ into $\omega_{k}$, $k=0, \cdots, 4$. If we consider various planes and apply the maximum principle (cf. [EL]), we see that $\tilde{g}$ maps $s_{k}$ onto $\sigma_{k}, k=1,2,4,5$. (These planes are the $x y$-plane, the plane through $\Gamma_{1}$ and $\Gamma_{2}$, and the plane through $\Gamma_{3}$ and $\Gamma_{4}$.) From [L1], we see that $\tilde{g}\left(s_{3}\right)=\sigma_{3}$ and $\tilde{g}$ is injective on $s_{3}$. Thus $\tilde{g}$ maps $\partial B$ onto $\partial D$.

Note that the winding number of $\tilde{g}(\partial B)$ about each point of $D$ is 1 . By the argument principle, $\tilde{g}$ takes on each value in $D$ exactly once and does not take any values outside $D$; thus $\tilde{g}$ is a conformal map of $B$ onto $D$. By the Osgood-Carathéodory Theorem [H, p.346], $\tilde{g}$ is a homeomorphism of $\bar{B}$ onto $\bar{D}$. Now $\tilde{\boldsymbol{g}}\left(\omega_{k}\right)=w_{k}, k=$ $0, \cdots, 4$, and $h\left(w_{k}\right)=\omega_{k}$ for $k=0,2,3$, so $\tilde{g}=h^{-1}$. Furthermore, $g(w)=\tilde{g}(h(w))=w$ for $w \in \bar{D}$.

We are interested in the Weierstrass $f$ and $g$ representations of $S$. Define

$$
\begin{array}{ll}
f(w)=x_{w}(w)-i y_{w}(w) & \text { for } w \in D, \\
\tilde{f}(\omega)=\tilde{x}_{\omega}(\omega)-i \tilde{y}_{\omega}(\omega) & \text { for } \omega \in B .
\end{array}
$$

Then $f$ and $\tilde{f}$ are analytic on $\underset{\sim}{x}$ and $B$, respectively, and the Weierstrass $f$ and $g$ representations of $X$ and of $\tilde{X}$, respectively, are $(f, g)$ and $(\tilde{f}, \tilde{g})$. Note $f(w)=$ $\tilde{f}(h(w)) h^{\prime}(w)$ for $w \in D$. Since $X$ and $\tilde{X}$ can be extended by harmonic continuation, we see that $f \in A\left(\bar{D} \backslash\left\{w_{0}, \cdots, w_{4}\right\}\right)$.

In the next two lemmas, we obtain information about $f, \tilde{f}$ that is required for a precise formulation of a Riemann-Hilbert problem for $f$ in the next section.

Lemma 2. $\tilde{f}$ has a simple zero at $-i$ and $f$ has a simple zero at $i$.
Proof. We may extend $Y$ (from Proposition 1) by reflection across $\partial^{\prime \prime} B^{+}$. Since $Y_{\omega}(0)=0, h_{1}(i)=0=h_{2}(-i), X_{w}(w)=Y_{\omega}\left(h_{1}(w)\right) h_{1}^{\prime}(w)$ for $w \in \bar{D} \backslash\left\{w_{0}, \ldots, w_{4}\right\}$, and $\tilde{X}_{\omega}(\omega)=Y_{\omega}\left(h_{2}(\omega)\right) h_{2}^{\prime}(\omega)$ for $\omega \in \bar{B} \backslash\left\{\omega_{0}, \cdots, \omega_{4}\right\}$, we see that $X_{w}(i)=0$ and $\tilde{X}_{\omega}(-i)=0$ and so $f(i)=0$ and $f(-i)=0$.

Let us write $Y(\omega)=\left(x^{*}(\omega), y^{*}(\omega), z^{*}(\omega)\right)$. From [L2], we know that

$$
\left(z^{*}+i x^{*}\right)(\omega)=(H(\omega))^{2},
$$

where $H(0)=0$ and

$$
D H(0)=\operatorname{diag}(e, e), \quad e \in \mathfrak{R} \backslash\{0\} .
$$

If we write $H(\omega)=H_{1}(u, v)+i H_{2}(u, v)$, then $z^{*}(\omega)=\left(H_{1}(u, v)\right)^{2}-\left(H_{2}(u, v)\right)^{2}$ and

$$
\begin{aligned}
\operatorname{Re}\left(z_{\omega \omega}^{*}(\omega)\right)= & \frac{1}{4}\left(z_{u u}^{*}-z_{v v}^{*}\right)(\omega) \\
= & \frac{1}{2}\left\{H_{1} H_{1 u u}+\left(H_{1 u}\right)^{2}-H_{2} H_{2 u u}-\left(H_{2 u}\right)^{2}\right. \\
& \left.\quad-H_{1} H_{1 v v}-\left(H_{1 v}\right)^{2}+H_{2} H_{2 v v}+\left(H_{2 v}\right)^{2}\right\}(\omega) .
\end{aligned}
$$

As $\omega \in B^{+}$approaches $0, \operatorname{Re}\left(z_{\omega \omega}^{*}(\omega)\right)$ approaches $\frac{1}{2}\left\{\left(H_{1 u}(0)\right)^{2}-\left(H_{2 u}(0)\right)^{2}-\left(H_{1 p}(0)\right)^{2}+\right.$ $\left.\left(H_{2 v}(0)\right)^{2}\right\}=e^{2}$ (since in [G, p.279], it is shown that the second partials of $H_{1}, H_{2}$ are $\left.o\left(|\omega|^{-1}\right)\right)$ and so $z_{\omega \omega}^{*}(0) \neq 0$.

Now $z(w)=z^{*}\left(h_{1}(w)\right)$ and so $z_{w w}(w)=z_{w w}^{*}\left(h_{1}(w)\right)\left(h_{1}^{\prime}(w)\right)^{2}+z_{w}^{*}\left(h_{1}(w)\right) h_{1}^{\prime \prime}(w)$. Then $z_{w w}(i) \neq 0$, and similarly $\tilde{z}_{w w}(-i) \neq 0$. Since $f(w) g(w)=z_{w}(w), f_{w}(w) g(w)+$ $f(w) g_{w}(w)=z_{w w}(w)$ and so $f_{w}(i)=z_{w w}(i) \neq 0$. Similarly, $\tilde{f}_{\omega}(-i) \neq 0$.

Let $\lambda_{k} \pi$ be the angle formed by the intersection of $\Gamma_{k}$ and $\Gamma_{k+1}, k=0, \cdots, 4$, where $\Gamma_{0}=\Gamma_{5}$ and $\Gamma_{3}=\left\{(0,0, z) \mid z \leqq \phi\left(A_{2}\right)\right\}$. Let $\delta_{k} \pi$ be the angle at $w_{k}$ formed by the tangent lines to $\sigma_{k}$ and $\sigma_{k+1}$ that $D$ "fills."

Lemma 3. $\tilde{f}$ has an integrable singularity at $\omega_{k}$ for each $k \in\{0, \cdots, 4\}$. In fact, $\tilde{f}(\omega)=O\left(\left|\omega-\omega_{k}\right|^{\lambda_{k}-1}\right)$ and $\left(\omega-\omega_{k}\right)^{1-\lambda_{k}} \tilde{f}(\omega) \rightarrow l_{k} \in \mathbb{C} \backslash\{0\}$ as $\omega \in \bar{B} \backslash\left\{\omega_{k}\right\}$ approaches $\omega_{k}$, for each $k=0, \cdots, 4$.

Proof. Let $T: \mathfrak{R}^{3} \rightarrow \mathfrak{R}^{3}$ be the rigid motion sending $\tilde{X}\left(\omega_{k}\right)$ to the origin that maps the line segments forming the angle $\lambda_{k} \pi$ of $\Gamma_{k}$ and $\Gamma_{k+1}$ at $\tilde{X}\left(\omega_{k}\right)$ into the upper half of the plane $z=0$ as follows: (a) the images of the line segments form equal angles with the $y$-axis and (b) $T \circ \tilde{X}$ maps $s_{k+1}$ into the first quadrant of the $x y$-plane. Let us write $T(\xi)=L_{k}\left(\xi+r_{k}\right)$ for $\xi \in \mathfrak{R}^{3}$, where $r_{k} \in \mathfrak{R}^{3}$ is fixed and $L_{k}$ is a rotation of $\mathfrak{R}^{3}$. For $k=0, r_{0}=\left(-A_{0}, 0\right)$, and, in matrix form, $L_{0}=\operatorname{diag}(-1,1,-1)$.

Let $h_{k}$ be the conformal map of $B^{+}$onto $B(0,1)$ with $h_{k}(0)=\omega_{k}$ and $h_{k}^{\prime}(0)>0$. Let us now fix $k \in\{0, \cdots, 4\}$ and set $Z=T \circ \tilde{X} \circ h_{k}$. Then $Z(\omega)=(\hat{x}(\omega), \hat{y}(\omega), \hat{z}(\omega))$ maps $B^{+}$onto $T(S)$ and sends $0+0 i$ to $(0,0,0)$. Set $\lambda=\lambda_{k}$. By Theorem 3 of [D],

$$
\begin{aligned}
& \hat{x}_{\omega}(\omega)=\omega^{\lambda-1} H_{2}(\omega)+\omega^{-\lambda} H_{3}(\omega), \\
& \hat{y}_{\omega}(\omega)=-i \omega^{\lambda-1} H_{2}(\omega)+i \omega^{-\lambda} H_{3}(\omega), \\
& \hat{z}_{\omega}(\omega)=H_{1}(\omega)
\end{aligned}
$$

for $\omega \in \bar{B}^{+} \backslash\{0\}$ in the neighborhood of zero,

$$
\omega\left(H_{1}(\omega)\right)^{2}+4 H_{2}(\omega) H_{3}(\omega) \equiv 0
$$

$H_{2}(0) \neq 0$, and $H_{3}(0)=0$. If we define $F(\omega)=\left(\tilde{x} \circ h_{k}\right)_{\omega}(\omega)-i\left(\tilde{y} \circ h_{k}\right)_{\omega}(\omega)$, then $F(\omega)=$ $c \omega^{\lambda-1}+o(1)$ for some constant $c \neq 0$. When $k=0$, we remark that $F(\omega)=\omega^{\lambda-1} H_{2}(\omega)$. Since $h_{k}$ maps an analytic portion of $B^{+}$into an analytic portion of $B$, we see that $\tilde{f}(\omega)=0\left(\left|\omega-\omega_{k}\right|^{\lambda_{k}-1}\right)$ and $\tilde{f}(\omega)=l_{k}\left(\omega-\omega_{k}\right)^{\lambda_{k}-1}+O\left(\left|\omega-\omega_{k}\right|^{\lambda_{k}}\right)$ for a constant $l_{k} \neq$ 0 . $\quad$

Now $h$ is the conformal map of $D$ onto $B$ that maps $w_{k}$ to $\omega_{k}, k=0, \cdots, 4$. We see that for $w \in \bar{D} \backslash\left\{w_{k}\right\}$ near $w_{k}, \delta=\delta_{k}, \varepsilon=1 / \delta_{k}$,

$$
\begin{aligned}
& h(w)-\omega_{k}=c_{k}\left(w-w_{k}\right)^{\varepsilon}+o\left(\left|w-w_{k}\right|^{\varepsilon}\right), \\
& h^{\prime}(w)=\frac{c_{k}}{\delta}\left(w-w_{k}\right)^{\varepsilon-1}+o\left(\left|w-w_{k}\right|^{\varepsilon-1}\right)
\end{aligned}
$$

for some $c_{k} \in \mathbb{C} \backslash\{0\}$ (e.g., $[H$, p. 359]). Furthermore,

$$
\begin{aligned}
& \left(h^{-1}\right)(\omega)-w_{k}=e_{k}\left(\omega-\omega_{k}\right)^{\sigma}+O\left(\left|\omega-\omega_{k}\right|^{\sigma}\right), \\
& \left(h^{-1}\right)^{\prime}(\omega)=e_{k} \delta\left(\omega-\omega_{k}\right)^{\delta-1}+o\left(\left|\omega-\omega_{k}\right|^{\delta-1}\right)
\end{aligned}
$$

for $\omega \in \bar{B} \backslash\left\{\omega_{k}\right\}$ near $\omega_{k}$, where $e_{k} \in \mathbb{C} \backslash\{0\}$. Since $f(w)=\tilde{f}(h(w)) h^{\prime}(w)$, Lemma 3 gives, for $v=-1+\lambda_{k} / \delta$,

$$
f(w)=c_{k}\left(w-w_{k}\right)^{v}+o\left(\left|w-w_{k}\right|^{v}\right)
$$

as $w \in \bar{D} \backslash\left\{w_{k}\right\}$ approaches $w_{k}$ and $f\left(h^{-1}(\omega)\right)=c_{k}\left(\omega-\omega_{k}\right)^{\nu \delta}+o\left(\left|\omega-\omega_{k}\right|^{\nu \delta}\right)$ as $\omega \in$ $\bar{B} \backslash\left\{\omega_{k}\right\}$ approaches $\omega_{k}$ for some $c_{k} \in \mathbb{C} \backslash\{0\}$.

Note that $\lambda_{0} \pi=2 \alpha$ and $\delta_{0} \pi=\pi-2 \alpha ; \lambda_{1} \pi=\cos ^{-1}(\cos (\gamma) \cos (\beta))$ and $\delta_{1} \pi>$ $\pi / 2 ; \quad \lambda_{2} \pi=\pi / 2-\beta$ and $\delta_{2} \pi>\pi / 2 ; \quad \lambda_{3} \pi=\pi / 2-\beta$ and $\delta_{3}>\pi / 2 ;$ and $\lambda_{4} \pi=$ $\cos ^{-1}(\cos (\gamma) \cos (\beta))$ and $\delta_{4} \pi>\pi / 2$. Thus $f\left(h^{-1}(\omega)\right)$ has an integrable singularity at $\omega_{1}, \omega_{2}, \omega_{3}$, and $\omega_{4}$. Also, at $\omega_{0}, f\left(h^{-1}(\omega)\right.$ has an integrable singularity if $\alpha<\pi / 4$ and has a "fractional zero" if $\alpha>\pi / 4$.
2. The Hilbert problem. We wish to derive a homogeneous boundary value problem for which $f(w)$ is a solution. Let $f(u+i v)=f_{1}(u, v)+i f_{2}(u, v)$, where $f_{1}$ and $f_{2}$ are real-valued. Since $g(w)=w$,

$$
\begin{aligned}
& x_{w}(w)=f(w)\left(1-w^{2}\right) / 2, \\
& y_{w}(w)=i f(w)\left(1+w^{2}\right) / 2, \\
& z_{w}(w)=w f(w)
\end{aligned}
$$

for $w \in D$. Since $d / d w=\frac{1}{2}((\partial / \partial u)-i(\partial / \partial v))$, taking real and imaginary parts gives us

$$
\begin{aligned}
& x_{u}(u, v)=\left(1-u^{2}+v^{2}\right) f_{1}+2 u v f_{2}, \\
& x_{v}(u, v)=2 u v f_{1}-\left(1-u^{2}+v^{2}\right) f_{2}, \\
& y_{u}(u, v)=-2 u v f_{1}+\left(1+u^{2}-v^{2}\right) f_{2}, \\
& y_{v}(u, v)=-\left(1+u^{2}-v^{2}\right) f_{1}+2 u v f_{2}, \\
& z_{u}(u, v)=2\left(u f_{1}-v f_{2}\right), \\
& z_{v}(u, v)=2\left(-v f_{1}-u f_{2}\right) .
\end{aligned}
$$

Let us set $m_{1}=\cot (\alpha), m_{2}=\cot (\alpha+\gamma), m_{4}=-\cot (\alpha+\gamma), m_{5}=-\cot (\alpha), n_{1}=0$, $n_{2}=-\tan (\beta) \csc (\alpha+\gamma), n_{4}=\tan (\beta) \csc (\alpha+\gamma)$, and $n_{5}=0$. The condition $(x, y, z) \in$ $\Gamma_{k}$ is equivalent to $y=m_{k} x+b_{k}, z=n_{k} x+c_{k}, k=1,2,4,5$, where ( $b_{k}, c_{k}$ ) are constants depending on $\alpha, \beta, \gamma, k$. We know that $X$ maps $\sigma_{k}$ into $\Gamma_{k}, k=1,2,4,5$, and maps $\sigma_{3}$ into the $z$-axis. If we parametrize $\sigma_{k}$ by $w_{k}(t)=\left(u_{k}(t), v_{k}(t)\right)$, then $X\left(w_{k}(t)\right) \in \Gamma_{k}$ and so $y\left(w_{k}(t)\right)=m_{k} x\left(w_{k}(t)\right)+b_{k}, z\left(w_{k}(t)\right)=n_{k} x\left(w_{k}(t)\right)+c_{k}$ for $k=1,2,4,5$ and $x\left(w_{3}(t)\right)=y\left(w_{3}(t)\right)=0$. Differentiating with respect to $t$ yields the two equivalent equations $y_{u} u_{k}^{\prime}+y_{v} v_{k}^{\prime}=m_{k}\left(x_{u} u_{k}^{\prime}+x_{v} v_{k}^{\prime}\right), z_{u} u_{k}^{\prime}+z_{v} v_{k}^{\prime}=n_{k}\left(x_{u} u_{k}^{\prime}+x_{v} v_{k}^{\prime}\right)$ when $k=1,2,4$, 5 and $x_{u} u_{3}^{\prime}+x_{v} v_{3}^{\prime}+y_{v} v_{3}^{\prime}=0$ when $k=3$. If we now write $x_{u}, \cdots, z_{v}$ in terms of $f_{1}, f_{2}$, $u, v$ and rearrange each equation slightly, we obtain

$$
a_{k}(u, v) f_{1}(u, v)+b_{k}(u, v) f_{2}(u, v)=0
$$

when $(u, v) \in \sigma_{k}$, for $k=1, \cdots, 5$, where

$$
\begin{aligned}
& a_{1}(u, v)=-\cos (2 \alpha), \\
& a_{2}(u, v)= 2 u v\left(v-v_{0}\right)-\left(1+u^{2}-v^{2}\right)\left(u-u_{0}\right) \\
& \quad-\cot (\alpha+\gamma)\left(1-u^{2}+v^{2}\right)\left(v-v_{0}\right)+2 \cot (\alpha+\gamma) u v\left(u-u_{0}\right), \\
& a_{3}(u, v)= 2 v\left(u^{2}-v^{2}\right), \\
& a_{4}(u, v)= 2 u v\left(v-v_{0}\right)-\left(1+u^{2}-v^{2}\right)\left(u-u_{0}\right) \\
& \quad+\cot (\alpha+\gamma)\left(1-u^{2}+v^{2}\right)\left(v-v_{0}\right)-2 \cot (\alpha+\gamma) u v\left(u-u_{0}\right), \\
& a_{5}(u, v)= \cos (2 \alpha), \\
& b_{1}(u, v)= \sin (2 \alpha), \\
& b_{2}(u, v)=\left(1+u^{2}-v^{2}\right)\left(v-v_{0}\right)+2 u v\left(u-u_{0}\right) \\
& \quad-2 \cot (\alpha+\gamma) u v\left(v-v_{0}\right)-\cot (\alpha+\gamma)\left(1-u^{2}+v^{2}\right)\left(u-u_{0}\right), \\
& b_{3}(u, v)=-4 u v^{2}, \\
& b_{4}(u, v)=\left(1+u^{2}-v^{2}\right)\left(v-v_{0}\right)+2 u v\left(u-u_{0}\right) \\
& \quad+2 \cot (\alpha+\gamma) u v\left(v-v_{0}\right)+\cot (\alpha+\gamma)\left(1-u^{2}+v^{2}\right)\left(u-u_{0}\right), \\
& b_{5}(u, v)= \sin (2 \alpha) .
\end{aligned}
$$

We point out that if $Z: \bar{D} \rightarrow R^{3}$ is $C^{1}$ on $\bar{D}$ except at a finite number of points of $D$, $Z \in C^{0}(\bar{D})$, and $Z(w)=\left(p(w)\left(1-w^{2}\right) / 2, i p(w)\left(1+w^{2}\right) / 2, w p(w)\right)$, where $p(w)=$ $p_{1}(u, v)+i p_{2}(u, v)$, then the condition $a_{k} p_{1}+b_{k} p_{2}=0$ on $\sigma_{k}$ is equivalent to $Z\left(\sigma_{k}\right)$ being a line segment parallel to $\Gamma_{k}$ if $k \neq 3$ and parallel to the $z$-axis if $k=3$. The forthcoming modification of $a_{2}, a_{4}, b_{2}, b_{4}$ will not change this observation.

In the theory of Hilbert problems with discontinuous coefficients, the coefficient $G=a-i b$ must be bounded away from 0 [M, pp. 42-53]. In our case $a_{2}\left(w_{2}\right)=b_{2}\left(w_{2}\right)=0$ and $a_{4}\left(w_{3}\right)=b_{4}\left(w_{3}\right)=0$ and so some modification is required. If $(u, v) \in \sigma_{2}$, then $u=-u_{0}+r \cos (\theta)$ and $v=v_{0}+r \sin (\theta)$ for some $\theta \in(-\pi / 2, \pi / 2)$. Set $t=\tan (\theta / 2)$ and note that $\cos (\theta)=\left(1-t^{2}\right) /\left(1+t^{2}\right), \sin (\theta)=2 t /\left(1+t^{2}\right), t \in\left[t_{0}, t_{1}\right]$, where $t_{0}=$ $\tan \left(\theta_{0} / 2\right), t_{1}=\tan \left(\theta_{1} / 2\right)$, and $\theta_{0}, \theta_{1}$ are in $(-\pi / 2, \pi / 2)$. Let $c(t)=a_{2}\left(w_{2}(t)\right), d(t)=$ $b_{2}\left(w_{2}(t)\right)$, and $e(t)$ be the greatest common divisor of $c(t)$ and $d(t)$. Let us define new functions $a_{2}(u, v)$ and $b_{2}(u, v)$ for $(u, v) \in \sigma_{2}$ by setting $a_{2}\left(w_{2}(t)\right)=c(t) / e(t)$ and $b_{2}\left(w_{2}(t)\right)=d(t) / e(t)$. We may repeat this process and replace $a_{4}$ and $b_{4}$.

Define $a(u, v)$ and $b(u, v)$ on $\partial D \backslash\left\{w_{0}, \cdots, w_{4}\right\}$ by setting $a=a_{k}$ and $b=b_{k}$ on $\sigma_{k} \backslash\left\{w_{k-1}\right\}$. Note that each $a_{k}$ and $b_{k}$ is continuous on $\sigma_{k}$ and so $a$ and $b$ have one-sided limits at $w_{0}, \cdots, w_{4}$. Also $a$ and $b$ are certainly piecewise Lipschitz continuous on $\partial D$. Now $a$ and $b$ are discontinuous at $w_{1}, \cdots, w_{4}$ and at $w_{0}$ unless $\alpha \geqq \pi / 4$. Set $G(w)=a(w)-i b(w)$.

Let $R$ be defined on $\partial D$ (or almost everywhere on $\partial D$ ). Consider the Hilbert problem $H(\cdot, R)$ of finding a function analytic in $D$ that satisfies $\operatorname{Re}(G \psi)=R$ on $\partial D \backslash\left\{w_{0}, \cdots, w_{4}\right\}$ and that has the "singularity pattern of $f$ " at $w_{0}, \cdots, w_{4}$. The "index" of this problem (with indicated behavior at $w_{k}, k=0, \cdots, 4$ ) is 1 and the general solution can be found using [M, pp. 42-53]. If $\psi_{0}$ denotes a solution of $H(\cdot, 0)$, then $\psi(w)=\psi_{0}(w)(c+H(w))$, where $H$ is the analytic function in $D$ whose imaginary part on $\partial D$ is $R /\left(i G \psi_{0}\right)$. This is true since $\operatorname{Re}(G \psi)=c \operatorname{Re}\left(G \psi_{0}\right)+\operatorname{Re}\left(G \psi_{0} H\right)=$ $0+\operatorname{Im}(H)=R$ on $\partial D$ (recall that $\operatorname{Re}\left(G \psi_{0}\right)=0$ on $\partial D$ ). The analytic function $H$ can be found by using the Schwarz formula; formally,

$$
H^{*}(\omega)=\frac{1}{2 \pi i} \int_{|t|=1} \frac{R^{*}(t)(t+\omega) d t}{G^{*}(t) \psi_{0}^{*}(t) t(t-\omega)}
$$

for $\omega \in \partial B$, where $H^{*}(\omega)=H\left(h^{-1}(\omega)\right)$ and similarly for $R^{*}, G^{*}, \psi^{*}$. For later use, set $\alpha_{k}=\lambda_{k}-\delta_{k}$ for $k=0, \cdots, 4$ and note $\alpha_{k}<0$ if $k=1, \cdots, 4$.
3. Bernstein functions. We will now formulate a boundary value problem that will lead to the surfaces to be constructed. Let $A_{3}^{*}=\left(x_{3}^{*}, y_{3}^{*}\right)$ be a point on $\partial \Omega$ strictly between $A_{3}$ and $A_{4}$. Set $A_{2}^{*}=\left(x_{2}^{*}, y_{2}^{*}\right)=\left(-x_{3}^{*}, y_{3}^{*}\right) \in \partial \Omega$. Let $K$ be a $C^{2}$ curve in $\mathfrak{R}^{2}$ between $A_{2}^{*}$ and $A_{3}^{*}$ such that $K$ is symmetric with respect to the $y$-axis, $K$ and $\partial \Omega$ are tangent at $A_{2}^{*}$ and $A_{3}^{*}$, and $K$ is strictly concave with respect to $\{(x, y+t) \mid(x, y) \in$ $K, t \leqq 0\}$. Let us parametrize $K$ by $(x, k(x)), x_{2}^{*} \leqq x \leqq x_{3}^{*}$. We know that $k^{\prime \prime}(x)>0$ unless $x \in E=\left\{x \in\left(x_{2}^{*}, x_{3}^{*}\right) \mid k^{\prime \prime}(x)=0\right\}$, which we assume is finite, and possibly at $x_{2}^{*}$ and $x_{3}^{*}$. We require $0 \notin E$. We will impose additional restrictions on $k$ near $E \cup\left\{x_{2}^{*}, x_{3}^{*}\right\}$.

We wish to parametrize $K$ in a special way. Since $K$ is strictly concave and is tangent to $\partial \Omega$ at $A_{2}^{*}$ and $A_{3}^{*}$, we see that for each $e^{i \theta} \in \sigma_{3}$ there is a unique point ( $A(\theta), B(\theta)$ ) on $K$ such that the tangent line to $K$ at $(A(\theta), B(\theta))$ is orthogonal to $(\cos (\theta), \sin (\theta))$, and conversely. The parametrization $(A(\theta), B(\theta)), \alpha+\gamma \leqq \theta \leqq$ $\pi-(\alpha+\gamma)$, is continuous, is $C^{1}$ on $N=\{\theta \in(\alpha+\gamma, \pi-(\alpha+\gamma)) \mid A(\theta) \notin E\}$, and satisfies

$$
\left(A^{\prime}(\theta), B^{\prime}(\theta)\right) \cdot(\cos (\theta), \sin (\theta))=0
$$

and so $B^{\prime}(\theta)=-\cot (\theta) A^{\prime}(\theta)$, for $\theta \in N$. The symmetry of $K$ implies $A^{\prime}(\pi-\theta)=A^{\prime}(\theta)$ and $B^{\prime}(\pi-\theta)=-B^{\prime}(\theta)$. We can easily check that $k^{\prime}(A(\theta))=-\cot (\theta)$, which could be taken as a definition of $A(\theta)$, and $A^{\prime}(\theta)=\csc ^{2}(\theta) / k^{\prime \prime}(A(\theta))$.

Let us assume that there exists $\beta \in(0,1)$ and $C_{1}>0$ such that $k^{\prime \prime}(x) \geqq C_{1}|x-\bar{x}|^{\beta}$, whenever $x$ is sufficiently close to $\bar{x}$, for each $\bar{x} \in E$. If $k^{\prime \prime}\left(x_{2}^{*}\right)=k^{\prime \prime}\left(x_{3}^{*}\right)=0$, let us assume that there exist $\gamma \in\left(0,-\alpha_{3} / \delta_{3}\right)$ and $C_{2}>0$ such that $k^{\prime \prime}(x) \geqq C_{2}\left|x-x_{3}^{*}\right|^{\gamma}$ whenever $x \leqq x_{3}^{*}$ is sufficiently near $x_{3}$. Let us examine $A(\theta)$ and $A^{\prime}(\theta)$. If $k^{\prime \prime}\left(A\left(\theta^{*}\right)\right)=0$, then $A^{\prime}(\theta) \rightarrow \infty$ as $\theta \rightarrow \theta^{*}$ and so $\left|A(\theta)-A\left(\theta^{*}\right)\right| \geqq 2\left|\theta-\theta^{*}\right|$ for $\theta \in\left(\theta_{2}^{*}, \theta_{3}^{*}\right)$ near $\theta^{*}$. Now if $w=e^{i \theta}$ and $w^{*}=e^{i \theta^{*}}$ then

$$
\left|A(\theta)-A\left(\theta^{*}\right)\right| \geqq 2\left|\arg (w)-\arg \left(w^{*}\right)\right|=2\left|\operatorname{Ln}(w)-\operatorname{Ln}\left(w^{*}\right)\right| \geqq\left|w-w^{*}\right|
$$

and $A^{\prime}(\theta)=\csc ^{2}(\theta) / k^{\prime \prime}(A(\theta)) \leqq 2 \csc ^{2}\left(\theta^{*}\right) C_{1}\left|A(\theta)-A\left(\theta^{*}\right)\right|^{-\beta} \leqq C^{\prime}\left|w-w^{*}\right|^{-\beta}$ if $w$ is near $w^{*}$, and similarly for $w_{2}$ and $w_{3}$.

Finally let us assume that $k \in C^{2, \delta}\left(\left(x_{2}, x_{3}\right)\right)$ for some $0<\delta \leqq \min \{\beta, \gamma\}$. Then $\left|A^{\prime}\left(\lambda_{2}\right)-A^{\prime}\left(\lambda_{1}\right)\right| \leqq C\left(\lambda_{1}, \lambda_{2}\right)\left|\lambda_{2}-\lambda_{1}\right|^{\delta}$ for all $\lambda_{1}, \lambda_{2} \in\left(\theta_{2}^{*}, \theta_{3}^{*}\right)$ with $\lambda_{1}, \lambda_{2} \notin N$, and for $\lambda_{1}, \lambda_{2}$ in a compact subset of $N, C\left(\lambda_{1}, \lambda_{2}\right)$ is uniformly bounded.

Define $R(w)=0$ if $w \notin \sigma_{3}$ and $R(w)=A^{\prime}(\theta)$ if $e^{i \theta}=w \in \sigma_{3}$ and $k^{\prime \prime}(A(\theta)) \neq 0$. Let $R^{*}(\omega)=R\left(h^{-1}(\omega)\right), G^{*}(\omega)=G\left(h^{-1}(\omega)\right), \psi_{0}=f$, and $\psi_{0}^{*}=\tilde{f}$. Recall that $\tilde{f}(\omega)=$ $(\omega+i) e(\omega)$ with $e(-i) \neq 0$ and, for $k=2,3$,

$$
\tilde{f}(\omega)=c_{k}\left(\omega-\omega_{k}\right)^{\alpha_{k}}+O\left(\left|\omega-\omega_{k}\right|^{\alpha_{k}}\right)
$$

Note that $R^{*}(\omega)$ is Hölder continuous at $\omega_{2}$ and $\omega_{3}$ with exponent $-\alpha_{3}-\left(\gamma / \delta_{3}\right)>0$ (use [H, p. 359] and $R^{*}(\omega)=O\left(\left|\omega-\omega^{*}\right|^{-\beta}\right)$ if $\omega^{*} \in E^{*}=\left\{\omega \in s_{3} \mid \arg \left(h^{-1}(\omega)\right) \notin N\right\}$ ). Finally $R^{*}$ is Hölder continuous on $\partial B \backslash E \cup\{-i\}$ and uniformly Hölder continuous on each compact subset of $\partial B \backslash E \cup\{-i\}$.

Define

$$
H^{*}(\omega)=\frac{1}{2 \pi i(\omega+i)}\left[\text { P.V. } \int_{\partial B} \frac{R^{*}(t)(t+\omega) d t}{G^{*}(t) e(t) t(t-\omega)}-\text { P.V. } \int_{\partial B} \frac{R^{*}(t)(t+\omega) d t}{G^{*}(t) e(t) t(t+i)}\right]
$$

for all $\omega \in \bar{B} \backslash E^{*}$. Since

$$
\frac{\omega+i}{(t+i)(t-\omega)}=\frac{1}{t-\omega}-\frac{1}{t+i},
$$

we see that

$$
H^{*}(\omega)=\frac{1}{2 \pi i} \text { P.V. } \int_{\partial B} \frac{R^{*}(t)(t+\omega) d t}{G^{*}(t) f(t) t(t-\omega)(t+i)}
$$

for $\omega \in \bar{B} \backslash E^{*} \cup\{-i\}$, where we take principal values at $-i$ and at $\omega$ if $\omega \in \partial B$. Using Theorem 14.1c of [H], we see that $H^{*}$ is analytic in $B$ and continuous on $\bar{B} \backslash E^{*} \cup\{-i\}$. Furthermore,

$$
\operatorname{Im}\left(H^{*}(\omega)\right)=R^{*}(\omega) /\left(i G^{*}(\omega) \tilde{f}(\omega)\right)
$$

for each $\omega \in \partial B \backslash E^{*} \cup\{-i\}[H, p p .100-103]$ and $H(\omega)=O\left(\left|\omega-\omega^{*}\right|^{-\beta}\right)$ for $\omega \in \bar{B}$ near $\omega^{*} \in E^{*}$, as a simple argument shows.

Since $H(w)=H^{*}(h(w))$ is continuous on $\bar{D} \backslash\left\{e^{i \theta} \in \sigma_{3} \mid A(\theta) \in E\right\} \cup\{i\}$, we can define

$$
c_{0}=c_{0}(K, D)=-\inf \left\{\operatorname{Re}(H(w)) \mid w \in \sigma \backslash \sigma_{3}\right\} .
$$

Since $R=0$ on $\sigma \backslash \sigma_{3}, \operatorname{Im}(H(w))=0$ if $w \in \sigma \backslash \sigma_{3}$ and so

$$
c_{0}=-\inf _{\sigma \backslash \sigma_{3}} H=\sup _{\sigma \backslash \sigma_{3}}(-H) .
$$

Note that if $c \geqq c_{0}, c+H(w)>0$ for $w$ at all but a finite number of points of $\sigma \backslash \sigma_{3}$.
Definition. For a curve $K$ as above and any $\ell>\sqrt{\left(x_{2}^{*}\right)^{2}+\left(y_{2}^{*}\right)^{2}}$, define $\Omega(K, \ell)$ as the domain bounded by $K$ and the line segments between $A_{2}^{*}$ and $\ell A_{1}, \ell A_{1}$ and $\ell A_{0}, \ell A_{0}$ and $\ell A_{4}$, and $\ell A_{4}$ and $A_{3}^{*}$ (see Fig. 4).

Set $\phi_{\ell}(x, y)=\ell \phi(x / \ell, y / \ell)$ for $(x, y) \in \partial \Omega(k, \ell)$.
Problem $B(K, \ell)$. For a curve $K$ as above and $\ell>\sqrt{\left(x_{2}^{*}\right)^{2}+\left(y_{2}^{*}\right)^{2}}$, find $F^{+} \in$ $C^{2}(\Omega(K, \ell)) \cap C^{0}(\overline{\Omega(K, \ell)})$ that satisfies the minimal surface equation in $\Omega(K, \ell)$ with $F^{+}=\phi_{\ell}$ on $\partial \Omega(K, \ell) \backslash K$ such that as $(x, y) \in \Omega(K, \ell)$ approaches $\left(x_{0}, y_{0}\right) \in$ $\{(x, y) \in K \mid x \notin E\}$, the exterior normal derivative of $F^{+}$at $(x, y)$ approaches $\infty$.
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We will find a number $\ell_{0}=\ell_{0}(K)$ such that $B(K, \ell)$ has a (necessarily unique) solution if $\ell \geqq \ell_{0}$. If $\ell<\ell_{0}$, we obtain a candidate that does not solve $B(K, \ell)$.

For $c$ real, define $\psi(w, c)=f(w)(c+H(w))$ and note that $\psi(\cdot, c)$ solves $H(\cdot, R)$ (on $h^{-1}\left(E^{*}\right), R$ is not defined). Clearly, $f$ is continuous at $i$. Define

$$
x(w, c)=\operatorname{Re}\left(\int_{0}^{w} \frac{1}{2} \psi(t, c)\left(1-t^{2}\right) d t\right)
$$

for $w \in \bar{D}$. Set $\ell_{0}=\ell_{0}(K)=\frac{1}{2} \csc (\alpha+\gamma)\left(x\left(w_{4}, c_{0}\right)-x\left(w_{1}, c_{0}\right)\right)$ and define $c(\ell)=$ $c(K, \ell)=\ell-\ell_{0}(K)+C_{0}(K)$. Define

$$
\begin{aligned}
& y(w, c)=\operatorname{Re}\left(\int_{0}^{w} \frac{i}{2} \psi(t, c)\left(1+t^{2}\right) d t\right)-\left(c-c_{0}(K)+\ell_{0}(K)\right) \sin (\alpha) / \sin (\gamma) \\
& z(w, c)=\operatorname{Re}\left(\int_{0}^{w} t \psi(t, c) d t\right) \\
& X(w, c)=(x(w, c), y(x, c), z(w, c))
\end{aligned}
$$

for $w \in \bar{D}$. Note that $X(\cdot, c) \in C^{0}(\bar{D})$ and $X(w, c)=X\left(w, c_{0}\right)+\left(c-c_{0}\right) X(w)$. In particular, $x\left(w_{4}, c(\ell)\right)-x\left(w_{1}, c(\ell)\right)=x\left(w_{4}, c_{0}\right)-x\left(w_{1}, c_{0}\right)+\left(c(\ell)-c_{0}\right)\left(x\left(w_{4}\right)-x\left(w_{1}\right)\right)=$ $2 \ell_{0} \sin (\alpha+\gamma)+2\left(c(\ell)-c_{0}\right) \sin (\alpha+\gamma)=2 \ell \sin (\alpha+\gamma)$.

Note that

$$
X_{w}(w, c)=(c+H(w)) X_{w}(w)
$$

for $w \in \bar{D} \backslash h^{-1}\left(E^{*}\right)$ and $c+H(w)$ is real and positive if $w \in \sigma \backslash \sigma_{3}$ and $c>c_{0}\left(c=c_{0}\right.$ implies $c+H(w)>0$ on $\sigma \backslash \sigma_{3}$ except at a finite number of points). Thus the sign pattern of $x_{u}(\cdot, c), \cdots, z_{v}(\cdot, c)$ is the same as that of $x_{u}, \cdots, z_{v}$ on $\sigma \backslash \sigma_{3}$ if $c \geqq c_{0}$.

Suppose $w=e^{i \theta} \in \sigma_{3} \backslash\left(h^{-1}\left(E^{*}\right) \cup\left\{w_{2}, w_{3}\right\}\right)$. Since

$$
\begin{aligned}
& a(w) f_{1}(w, c)+b(w) f_{2}(w, c)=A^{\prime}(\theta) \\
& a(w) f_{1}(w, c)+b(w) f_{2}(w, c)=\frac{d}{d \theta}(x(\cos (\theta), \sin (\theta), c))
\end{aligned}
$$

where $f=f_{1}+i f_{2}$ and $c \in R$, we see that $d / d \theta(x(\cos (\theta), \sin (\theta), c))=A^{\prime}(\theta)$.
Since $x(\cdot, \cdot, c)$ is continuous, we obtain $x(\cos (\theta), \sin (\theta), c)=A(\theta)+A_{0}$, for $\alpha+\gamma \leqq \theta \leqq \pi-(\alpha+\gamma)$. One unit normal to $X(\bar{D}, c)$ at $w=e^{i \theta}$ with $\theta \in N$ is $(\cos (\theta), \sin (\theta), 0)$. Since $d / d \theta(X(\cos (\theta), \sin (\theta), c))$ lies in the tangent plane of $X(\bar{D}, c)$ at $w$, we see that $d / d \theta(y(\cos (\theta), \sin (\theta), c))=-\cot (\theta) A^{\prime}(\theta)=B^{\prime}(\theta)$. Thus $y(\cos (\theta), \sin (\theta), c)=B(\theta)+B_{0}$ and the projection onto the $x y$-plane of $X\left(\sigma_{3}, c\right)$ is the translation of $K$ by $\left(A_{0}, B_{0}\right)$.

Suppose $w \in \sigma \backslash \sigma_{3}$. Then $R(w)=0$ and $a(w) f_{1}(w, c)+b(w) f_{2}(w, c)=0$. As we indicated in § $2, X\left(\sigma_{k}, c\right)$ lies on a line parallel to $\Gamma_{k}, k=1,2,4$, 5 . If $\ell \geqq \ell_{0}(K)$, then $c(\ell) \geqq c_{0}$ and so $X(\cdot, c(\ell))$ maps $\partial D$ strictly monotonically onto the Jordan curve $X(\partial D, c(\ell))$. Now $H_{2}(u, v)=\operatorname{Im}\left(H^{*}(h(u+i v))\right)$ is odd on $\partial D$ so $f_{1}(u, v, c(\ell))$ is an even function of $u$ and $f_{2}(u, v, c(\ell))$ is an odd function of $u$ for $(u, v) \in \bar{D}$. Thus $x(u, v, c(\ell))$ is odd in $u, y(u, v, c(\ell))$ and $z(u, v, c(\ell))$ are even in $u$ (and $X(\partial D, c(\ell)$ is a simple Jordan curve that is symmetric with respect to the $y z$-plane and has a simple projection on the $x y$-plane $)$. Also $X(0, c(\ell))=\ell\left(A_{0}, 0\right)$ and $x\left(w_{4}, c(\ell)\right)-x\left(w_{1}, c(\ell)\right)=$ $2 \ell \sin (\alpha+\gamma)$ implies $X\left(\sigma_{1}, c(\ell)\right)=\ell \Gamma_{1}, X\left(\sigma_{5}, c(\ell)\right)=\ell \Gamma_{5}$, and the projection of $X(\partial D, c(\ell))$ on the $x y$-plane is $\partial \Omega(K, \ell)$. Using [R, p.36], we see that $X(D, c(\ell))$ has no interior branchpoints and, since $g(w)=w, X(D, c(\ell))$ must be the graph of a function $F^{+}$. From our discussion, we see that $F^{+}$is a solution of $B(K, \ell)$.

We give the following example to illustrate the applicability range of these theorems. We compare the results obtained using our methods with those obtained using catenoids, which are standard comparison surfaces.

Example. Suppose $\alpha=\pi / 8, \gamma=\pi / 8$, and $\beta=\pi / 4$. Note that $A_{0}=(0,-1), A_{1}=$ $(-1 / \sqrt{2}, 1 / \sqrt{2})$, and $A_{4}=(-1 / \sqrt{2}, 1 / \sqrt{2})$. Let $\varepsilon \in(0, \beta / 2 \pi]$; say, $\varepsilon=0.1$. Define $k \in$ $C^{2,0.1}\left(\left[-\frac{1}{2}, \frac{1}{2}\right]\right)$ by $k^{\prime \prime}(x)=c\left(1-4 x^{2}\right)^{\varepsilon}, k^{\prime}(0)=0$, and $k\left(-\frac{1}{2}\right)=k\left(\frac{1}{2}\right)=\frac{1}{2}$, where $1 / c=$ $\int_{0}^{0.5}\left(1-4 t^{2}\right)^{\varepsilon} d t$. Note that $k^{\prime}\left(-\frac{1}{2}\right)=-1$ and $k^{\prime}\left(\frac{1}{2}\right)=1$; also, $k(x)$ satisfies the conditions mentioned at the beginning of $\S 3$. Let $K=\left\{(x, k(x)):-\frac{1}{2} \leqq x \leqq \frac{1}{2}\right\}$ and set $\ell_{0}=\ell_{0}(K)$. Let $U=\Omega\left(K, \ell_{0}\right)$.

We are interested in two questions. First, what information can we obtain about the existence of a solution of problem $B\left(K, \ell_{0}\right)$ using our construction and catenoids? Second, if $\xi \in C^{2}(U) \cap C^{0}(\bar{U} \backslash K)$ is a solution of the minimal surface equation in $U$ and $\xi \leqq \phi_{\ell_{0}}$ on $\partial U \backslash K$, what information can we obtain concerning the behavior of $\xi$ near $\left( \pm \frac{1}{2}, \frac{1}{2}\right)$, in particular, concerning the lim sup of $\xi(x, y)$ as $(x, y) \in \bar{U}$ approaches ( $\pm \frac{1}{2}, \frac{1}{2}$ ), using our construction and using catenoids? With respect to our construction, we saw that a solution $F \in C^{0}(\bar{U})$ of $B\left(K, \ell_{0}\right)$ exists. Also, from $\S 4$ we see that $\xi(x, y) \leqq F(x, y)$ for $(x, y) \in \bar{U} \backslash K$ and so $\lim \sup _{(x, y) \rightarrow( \pm 1 / 2,1 / 2)} \xi(x, y) \leqq F\left( \pm \frac{1}{2}, \frac{1}{2}\right)=$ $\ell_{0}-1 / \sqrt{2}$. With respect to using catenoids, as the following paragraph indicates, the existence of a bounded solution $\psi \in C^{2}(U) \cap C^{0}(\bar{U} \backslash K)$ of the minimal surface equation in $U$ with $\psi=\phi_{\ell_{0}}$ on $\partial U \backslash K$ and $\partial \psi / \partial \eta=+\infty$ almost everywhere on $K$ cannot be obtained using catenoids; at best, perhaps the existence of $\psi \in B V(\Omega)$ with $\operatorname{tr}(\psi) \in$ $L^{1}(\partial U)$ might be possible. Furthermore, no information concerning $\lim \sup \xi(x, y)$ as $(x, y) \in U$ approaches ( $\pm \frac{1}{2}, \frac{1}{2}$ ) can be obtained using this method.

Suppose $x_{0} \in\left(-\frac{1}{2}, \frac{1}{2}\right)$. Let $A(a, b)$ be the annulus with center ( $x_{0}-$ $\left.a k^{\prime}\left(x_{0}\right) w\left(x_{0}\right), k\left(x_{0}\right)+a w\left(x_{0}\right)\right)$, inner radius $a$ and outer radius $b$, where $w(x)=$ $\left(1+\left(k^{\prime}(x)\right)^{2}\right)^{-1 / 2}$; note that the inner boundary $\partial_{a} A$ of $A(a, b)$ is tangent to $K$ at $\left(x_{0}, k\left(x_{0}\right)\right)$ and the center of $A(a, b)$ lies "above" $K$. Suppose the outer boundary $\partial_{b} A$ of $A(a, b)$ does not interest $U$ and $\partial_{a} A$ lies below $K$ (see Fig. 5). Note then that $a>R\left(x_{0}\right)$ and $b-a>1 / \sqrt{2}$, where $R(x)$ is the radius of curvature of $K$ at $(x, k(x))$ (i.e., $\left.1 / R(x)=k^{\prime \prime}(x) w^{3}(x)\right)$. Let the graph of $u \in C^{2}(A(a, b)) \cap C^{0}((\overline{A(a, b)})$ ) be a piece of a catenoid such that $u=0$ on $\partial_{b} A$ and $\partial u / \partial n=-\infty$ on $\partial_{a} A$. Then $\xi(x, y) \leqq u(x, y)$
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for $(x, y) \in U \cap A(a, b)$ (e.g., [F1]), provided that $u \geqq \phi_{\ell_{0}}$ on $\partial U \cap A(a, b)$. Define $\lambda(r ; a, b)=a \cosh ^{-1}(b / a)-a \cosh ^{-1}(r / a)$ for $r \geqq a$ and let $r(x, y)$ be the distance between $(x, y)$ and the center of $A(a, b)$. Then $u(x, y)=\lambda(r(x, y) ; a, b)$ and $u(x, y)>$ $\lambda\left(r(x, y) ; R\left(x_{0}\right), R\left(x_{0}\right)+1 / \sqrt{2}\right)$. Now $u(x, y)$ is (possibly) an upper bound for $\xi(x, y)$ at ( $x_{0}, K\left(x_{0}\right)$ ) and the least $u\left(x_{0}, k\left(x_{0}\right)\right)$ could be is (greater than) $L\left(x_{0}\right)$, where $L(x)=R(x) \cosh ^{-1}(1+1 / \sqrt{2} R(x))$. Thus, the smallest upper bound catenoids could provide for $\xi$ on $K$ is $L(x)$. Since $R(x) \rightarrow \infty$ as $x \rightarrow \pm \frac{1}{2}, L(x) \rightarrow \infty$ as $x \rightarrow \pm \frac{1}{2}$. In particular, if we take $\xi=F$, we see that the use of catenoids does not imply that $F$ is bounded (much less continuous).
4. Applications. Using the comparison lemma due to Finn [F1] (see also [F2]), we see that the results of the previous section imply the following theorem.

Theorem. Let $K$ and $\Omega(K, \ell)$ be as in $\S 3$ with $\ell \geqq \ell_{0}(K)$. Then there exists $F^{+} \in C^{0}(\overline{\Omega(K, \ell)}) \cap C^{2}(\Omega(K, \ell))$, a solution of the minimal surface equation in $\Omega(K, \ell)$ with $F^{+}=\phi_{\ell}$ on $\partial \Omega(K, \ell) \backslash K$, such that

$$
f \leqq F^{+} \quad \text { on } \Omega(L, \ell)
$$

for every solution $f$ of the minimal surface equation in $\Omega(K, \ell)$ with $f \leqq \phi_{\ell}$ on $\partial \Omega(K, \ell) \backslash K$.
One of the distinctive features of this result is that the curvature of $K$ need not be bounded away from zero; the curvature of $K$ can vanish on $E$ and at the endpoints of $K$. As we saw in the example in §3, standard comparison surfaces such as the catenoid are not useful in this case. In fact, the existence theorem we have proven does not follow from known results obtained by the variational theory such as those of [G]. It would be interesting to see if we could apply that theory, using refinements such as those recently reported in [F2], to obtain these results.

Suppose $U$ is a domain in the plane whose boundary consists of a concave, symmetric arc $K$ and a locally convex arc $L$ such that the tangent lines to the endpoints of $K$ make an angle larger than $\pi / 2$ and $K$ satisfies the conditions of $\S 3$. Here we may assume that $U$ has been rotated and translated into a suitable position. Then for $\ell \geqq \ell_{0}(K)$ sufficiently large, $U \subseteq \Omega(K, \ell)$ and $\partial U \cap \partial \Omega(K, \ell)=K$ (see Fig. 6).
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Corollary. Let $U$ and $\Omega(K, \ell)$ be as above. Let $\psi \in L^{\infty}(L)$ and let $f \in C^{2}(U)$ be a solution of the minimal surface equation in $U$ such that $f=\psi$ almost everywhere on $L$. Then

$$
f \leqq F^{+}+\sup _{L} \psi \quad \text { on } U,
$$

where $F^{+}=F^{+}(K, \ell) \in C^{0}(\overline{\Omega(K, \ell)})$.
The proof of this corollary follows from the general maximum principle and the previous theorem.
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# APPLICATIONS OF SHILNIKOV'S THEORY TO SEMILINEAR ELLIPTIC EQUATIONS* 

C. J. BUDD $\dagger$


#### Abstract

This paper shows how techniques from the theory of dynamical systems may be employed to study semilinear elliptic equations having nonlinearities that grow faster than the critical Sobolev exponent. In particular, techniques from Shilnikov's theory are used to study the symmetric solutions of the equation $$
\Delta u+\lambda\left(u^{p}+u^{q}\right)=0,\left.\quad u\right|_{\partial B}=0
$$ where $B$ is the unit ball in $\mathbb{R}^{3}$ and $q<3<5<p$. In particular, there is shown to be a critical value of $\lambda$ at which the above equation has an infinite number of positive solutions.
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1. Introduction. In this paper we will use methods from the theory of dynamical systems to study the positive solutions of the following differential equation:

$$
\begin{align*}
& u_{r r}+\frac{2}{r} u_{r}+u^{p}+u^{q}=0  \tag{1.1}\\
& u(0)=N, \quad u_{r}(0)=0,
\end{align*}
$$

where $p>5$ and $q<3$.
An application of standard theory given, for example, in Smoller and Wasserman [21] or Ni and Serrin [16] shows that $u(r)$ is an analytic function of $N$ and has a first positive zero, defined by $\mu(N)<\infty$, that is also an analytic function of $N$. We may thus deduce that a solution of problem (1.1) is also a radially symmetric solution of the following partial differential equation problem:

$$
\begin{align*}
& \Delta u+u^{p}+u^{q}=0, \\
& u>0 \text { in } B,  \tag{1.2}\\
& u \mid \partial B=0,
\end{align*}
$$

where

$$
B=\left\{\mathbf{x} \in \mathbb{R}^{3}:|\mathbf{x}| \leqq \mu(N)\right\}
$$

and $\Delta$ is the usual Laplacian operator in $\mathbb{R}^{3}$. (Although for clarity we restrict our discussion to $\mathbb{R}^{3}$, the techniques described in this paper apply equally to $\mathbb{R}^{n}$ with $n>2$.)

When $p$ is less than the critical Sobolev exponent for $\mathbb{R}^{3}$, namely, $p_{c} \equiv 5$, the solutions of problem (1.2) may be studied by employing methods from the calculus of variations. Details of this study are given by Brezis and Nirenberg in [2]. When $p>5$, however, much less is known about the solutions of problems (1.1), (1.2). The object of this paper is to show how ideas from the theory of dynamical systems may be used to obtain information about the structure of solutions of problem (1.1) for this range of $p$. We will establish the following theorem.

Theorem 1.1. Let $u(r)$ be a solution of problem (1.1); then there exists a value $\mu_{\infty}<\infty$ and a sequence $N_{n}$ with $n \in \mathbb{N}$ such that $u(0) \equiv N_{n} \rightarrow \infty$ as $n \rightarrow \infty$ and $\mu\left(N_{n}\right)=\mu_{\infty}$.

[^75]This theorem implies, in particular, that problem (1.2) has an infinite number of positive solutions when $B \equiv B_{\infty}$ has radius $\mu_{\infty}$.

A proof of Theorem 1.1 was given originally by Budd and Norbury [3], but it is technical and requires careful use of methods from functional analysis. In this paper we use methods from the theory of dynamical systems to give an alternative proof of this result and to provide a deeper insight into the structure of the solution set. In particular, we use methods from Shilnikov's theory, the theory of normal forms, and a theorem due to Belitskii to obtain our result. Similar ideas have been used to study problems related to (1.1) with $p<p_{c}$ and some examples are given by Jones and Küpper [11] and by Jones, Küpper, and Plakties [12].

The function $u^{q}$ in problem (1.1) may be replaced by a more general function $g(u)$ satisfying the three conditions (E1)-(E3) described in § 3. We may further extend the techniques described in this paper to study other "supercritical" systems also having nonlinearities that grow too rapidly for the usual techniques from the calculus of variations to be applicable. An example of such a system is the degenerate Laplacian equation

$$
\begin{equation*}
\nabla \cdot\left[|\nabla u|^{m-2} \nabla u\right]+u^{p}+u^{q}=0, \tag{1.3}
\end{equation*}
$$

with

$$
\begin{equation*}
p>[(m-1) n+m] /(n-m), \tag{1.4}
\end{equation*}
$$

described in Ni and Serrin [16]. (Here $n$ is the dimension of the space, and we note that problem (1.3) reduces to (1.1) if $m=2$ and $n=3$.)
2. Dynamical systems related to elliptic equations. The idea of using dynamical system methods to study problems similar to (1.1) was introduced by Fowler [7] with further examples given by Joseph and Lundgren in [13]. Recently, Jones and Küpper [11] have used such methods extensively to study the case $p<5$; in [4] we examine the case $p \approx 5$. In the latter two cases, particular attention is given to special topological features of the phase plane associated with (1.1) that alter as $p$ passes through the critical value $p_{c}=5$.

We introduce the following variables (described originally by Fowler [7]).
Let $t=\operatorname{Ln} r$ and let

$$
\begin{equation*}
s(t)=r^{\gamma}, \quad a(t)=r^{\alpha} u(r), \quad b(t)=r^{1+\alpha} u_{r}(r), \tag{2.1}
\end{equation*}
$$

where $\alpha=2 /(p-1)$ so that $\alpha<\frac{1}{2}$ when $p>5$ and

$$
\begin{equation*}
\gamma=\frac{p-q}{p-1} . \tag{2.2}
\end{equation*}
$$

(The introduction of the third variable $s(t)$ is crucial to the theory developed in this paper, as it allows us to transform the second-order ordinary differential equation (1.1) into a three-dimensional autonomous dynamical system. The original idea of using this extra variable is due to Jones and Küpper [11].)

Under this change of variables, problem (1.1) transforms into the following dynamical system:

$$
\begin{align*}
& \frac{d a}{d t}=\dot{a}=\alpha a+b, \\
& \frac{d b}{d t}=\dot{b}=(\alpha-1) b-a^{p}-s^{2} h(a, s),  \tag{2.3}\\
& \frac{d s}{d t}=\dot{s}=\gamma s,
\end{align*}
$$

where $h(a, s) \equiv a^{q}$. Our choice of $\gamma$ here ensures that all coefficients in (2.3) are $C^{\infty}$ functions of $a, b$, and $s$ if $a \neq 0$. We may, in fact, consider problems with a slightly more general nonlinearity than $u^{q}$, namely, $g(u)$. To retain the regularity of the coefficients of problem (2.3) we will insist that $g(u)$ satisfies the following condition:

$$
s^{2 p /(p-q)} g\left(a s^{-2 /(p-q)}\right)=s^{2} h(a, s)
$$

where the function $s^{2} h(a, s)$ is $C^{1,1}$ in $a$ and $s$ if $a \neq 0$. It is this more general problem that we consider for the remainder of this paper. An example of such a function is $g(u)=j u^{q}+k u^{q^{\prime}}$ with $q^{\prime}<q$. The existence of a regular solution to problem (1.1) is guaranteed by the usual existence theory described, for example, by Smoller and Wasserman in [21]. Such a solution satisfies the conditions $u(r) \rightarrow N, u_{r}(r) \rightarrow 0$ as $r \rightarrow 0$ and $u(\mu)=0$. From the form of the transformation (2.1) it is evident that the corresponding solution of problem (2.3) is a one-dimensional trajectory that leaves the origin $(a, b, s)=(0,0,0)$ when $t=-\infty$ and intersects the plane $a=0$ when $t=\log \mu(N)$. Because the differential equation (1.1) is derived from an elliptic partial differential equation we may immediately deduce some properties of the corresponding solutions of problem (2.3).

Lemma 2.1. (i) If $N>0$, then the solution trajectory of problem (2.1) corresponding to the solution of (1.1) initially lies in the quadrant $a>0>b$.
(ii) If $b=0$, then $a \dot{b}<0$.
(iii) If $a b>0$, then $a \dot{a} \geqq 0$.
(iv) If $a=0$, then $\dot{a} b>0$.

Proof. Observations (i) and (ii) are immediate deductions from the maximum principle (see Protter and Weinberger [19]), while (iii) and (iv) follow from the definitions of $a$ and $b$.

We now make a more detailed study of the system described by (2.3). If $p>3$ the origin is an unstable saddle point with eigenvalues $\gamma, \alpha>0$ and $(\alpha-1)<0$ with corresponding eigenvectors $(a, b, s)=(0,0,1) ;(1,0,0)$ and $(1,-1,0)$. A trajectory corresponding to a solution of (1.1) leaves the origin tangent to the eigenvector ( $1,0,0$ ). (It is especially interesting that the nature of the singularity at the origin changes precisely at the point $p=3$, where the uniqueness proofs of Coffman [6] and McLeod and Serrin [15] do not apply to problems similar to (1.1). However, a recent result due to Kaper and Kwong [23] has extended the techniques above to the complete range $1<p<(n+2) /(n-2)$ in $\mathbb{R}^{n}$.)

The remaining singular points of the system (2.3) are located at the two points

$$
\begin{equation*}
\mathbf{P}_{ \pm} \equiv(a, b, s)= \pm(k,-\alpha k, 0), \quad k^{p-1}=\alpha(1-\alpha) \tag{2.4}
\end{equation*}
$$

A local analysis of (2.1) at the points $\mathbf{P}_{ \pm}$shows that its linearisation about this point has eigenvalues

$$
\begin{equation*}
\left(\alpha-\frac{1}{2} \pm i \omega, \gamma\right) \quad \text { where } \omega^{2}=2 p(p-3)(p-1)^{-2}-\frac{1}{4} . \tag{2.5}
\end{equation*}
$$

When $3<p<5$ then $\alpha>\frac{1}{2}$ and the singular points are unstable spirals. However, they become stable spirals if we reverse the sign of $t$. This transformation in $t$ allows us to use the methods described in this paper to study the solutions of problem (1.1) for $p<5$ and $r \gg 1$. When $p=5$ then $\alpha=\frac{1}{2}$, and the restriction of system (2.3) to the plane $s=0$ leads to a Hamiltonian dynamical system. This structure is exploited by Budd in [4], where system (2.3) for the particular exponent range ( $p-5$ ) < 1 is studied as an example of a perturbed Hamiltonian system.

When $p>5, \alpha$ satisfies the inequality $0<\alpha<\frac{1}{2}$ and the singular point has two complex conjugate eigenvalues with real part $\alpha-\frac{1}{2}<0$ and an eigenvalue $\gamma>0$. This point is therefore of the saddle focus type. (For the more general degenerate Laplacian equation (1.3), if we take $m=2$ then the points $\mathbf{P}_{ \pm}$are spiral attractors if $2<n<10$, with a similar restriction on the value of $n$ for other values of $m$.) We may now deduce the following results from the Stable Manifold Theorem (Guckenheimer and Holmes [9]).

Lemma 2.2. The point $\mathbf{P}_{+}$has a two-dimensional stable manifold $W_{s}$ and a onedimensional unstable manifold $M(t)$. The function $M(t)$ is a $C^{\infty}$ function of $t$ and is tangent to the line $\left(k,-\alpha k, e^{\gamma t}\right)$ as $t \rightarrow-\infty$. The set $W_{s}$ is a subset of the plane $s=0$.

Proof. This result follows immediately from the regularity of the coefficients in (2.3) and their behaviour as the term $(a-k, b+\alpha k, s) \rightarrow 0$.

This special structure of the points $\mathbf{P}_{ \pm}$allows us to consider the use of solution methods similar to those developed by Shilnikov [20] when studying the solution structure of problem (1.1). We observe, however, that as $\dot{s} \geqq 0$ for all $t>0$, the trajectory $M(t)$ does not return to the point $\mathbf{P}_{ \pm}$as $t \rightarrow \infty$, and therefore we may not apply Shilnikov methods directly to problem (2.3). We will show later, however, that the topology of $M(t)$ plays an important role in the structure of the solutions of problem (2.3).

To proceed further, we now study the attracting set at the point $\mathbf{P}_{+}$, which lies in the plane $s=0$. A straightforward calculation shows that this plane in an invariant of the system (2.3) and that the restriction of this system to the plane gives the following autonomous dynamical system:

$$
\begin{equation*}
\dot{a}=\alpha a+b, \quad \dot{b}=(\alpha-1) b-a^{p} . \tag{2.6}
\end{equation*}
$$

To study this system we make the following calculation, described, for example, by Joseph and Lundgren [13]. Let the function $W(N, r)$ be the solution of the following ordinary differential equation problem:

$$
\begin{align*}
& W_{r r}+\frac{2}{r} W_{r}+W^{P}=0  \tag{2.7}\\
& W(N, 0)=N, \quad W_{r}(0)=0 .
\end{align*}
$$

An application of the transformation (2.1) to the function $W(N, r)$ transforms (2.7) into the system (2.6). Let ( $\left.A_{N}(t), B_{N}(t)\right)$ be the solution trajectory of problem (2.6) that corresponds to $W(N, r)$. It is significant that the effect of $N$ in the transformation above does not alter the locus described by $\left(A_{N}(t), B_{N}(t)\right)$ but merely alters its parameterisation with $t$. We show this by establishing the following lemma.

Lemma 2.3. Let $\left(A_{N}(t), B_{N}(t)\right)$ be defined as above; then

$$
\left(A_{N}(t), B_{N}(t)\right)=\left(A_{1}(t+\log N / \alpha), B_{1}(t+\log N / \alpha)\right)
$$

Proof. It is well known that if $W(N, r)$ is the solution of problem (2.7), then

$$
\begin{equation*}
W(N, r)=N W\left(1, r N^{1 / \alpha}\right) . \tag{2.8}
\end{equation*}
$$

Hence,

$$
\begin{aligned}
A_{N}(t) & =N e^{\alpha t} W\left(1, e^{t+\log N / \alpha}\right) \\
& =e^{\alpha(t+\log N / \alpha)} W\left(1, e^{t+\log N / \alpha}\right)=A_{1}(t+\log N / \alpha) .
\end{aligned}
$$

A similar calculation follows for $B_{N}(t)$.
It is further shown by Chandrasekhar [5] that a solution trajectory of the system (2.6) corresponding to $W(N, r)$ leaves the origin when $t=-\infty$ and tends toward $\mathbf{P}_{+}$ as $t \rightarrow \infty$. Thus, if we define a curve $\mathbf{O}_{+}$to be the locus described by $\left(A_{N}(t), B_{N}(t), 0\right)$,
then $\mathbf{O}_{+}$lies in the stable manifold for the point $\mathbf{P}_{+}$defined by system (2.3) while also being an unstable manifold for the origin.

Figure 1 shows the point $\mathbf{P}_{+}$and gives a picture of the locus of $M(t)$ and of $\mathbf{O}_{+}$.
3. Applications of Shilnikov's theory. The original applications of the ideas of Shilnikov [20] lie in the examination of periodic orbits associated with a homoclinic orbit that leaves a stationary point $\mathbf{P}$ along its unstable manifold and that returns along a spiral trajectory in the attracting set of $\mathbf{P}$. Examples of these applications are given by Glendinning and Sparrow [8] and by Tresser [22]. Although this structure does not occur for the system (2.3) we may exploit specific features of the original elliptic system (1.1) to allow us to employ similar techniques to study problem (2.3). We now state the main result of this section.

Theorem 3.1. Let $u(r)$ be the solution of the ordinary differential equation problem

$$
\begin{align*}
& u_{r r}+\frac{2}{r} u_{r}+u^{p}+g(u)=0,  \tag{3.1}\\
& u(0)=N, \quad u_{r}(0)=0 .
\end{align*}
$$

Furthermore, we suppose that the following conditions hold.
(E1) The function $g(u)$ satisfies the following regularity condition: There is a positive value $q<p$ such that

$$
s^{2 p /(p-q)} g\left(a s^{-2 /(p-q)}\right)=s^{2} h(a, s),
$$

where the function $s^{2} h(a, s)$ is $C^{1,1}$ as $s \rightarrow 0(a \neq 0)$ and is $C^{2}$ if $s \neq 0$.
(E2) Let $V(N, r)$ be a solution of the scaled equation

$$
\begin{align*}
& V_{r r}+\frac{2}{r} V_{r}+V^{p}+N^{-p} g(N V)=0,  \tag{3.2}\\
& V(0)=1, \quad V_{r}(0)=0
\end{align*}
$$

and let $W(1, r)$ be a solution of problem (2.6). Then for each fixed $r>0$

$$
\left|\left(V(N, r), V_{r}(N, r)\right)-\left(W(1, r), W_{r}(1, r)\right)\right|<C(r) N^{q-p}
$$

as $N \rightarrow \infty$, where $C(r)$ does not depend on $N$.


Fig. 1
(E3) Let $M(t)$ be the unstable manifold of $\mathbf{P}_{+}$constructed in § 2; then $M(t)$ intersects the plane $a=0$ when $s=\left(\mu_{\infty}\right)^{\gamma}<\infty$.

Then, if $\mu(N)$ is defined to be the first positive zero of $u(r)$, as $N \rightarrow \infty$,

$$
\begin{equation*}
\mu(N)=\mu_{\infty}+E K(N) \cos (\omega \operatorname{Ln} N / \alpha+F)(1+o(1))+O\left(K(N)^{2}\right) \tag{3.3}
\end{equation*}
$$ where $K(N)=N^{-(p-5) / 4}$ and $E, F$ are constants.

In $\S 4$ we show that each of (E1)-(E3) is satisfied if $g(u)=u^{q}$ and $q<3$.
Proof. To prove this result we will define a map from $N$ to a set $\Sigma_{0}$ in the phase space ( $a, b, s$ ) defined by the transformation (2.1) and we will then employ Shilnikov's theory to map $\Sigma_{0}$ to a neighbourhood of the intersection of $M(t)$ with the plane $a=0$. We define $\Sigma_{0}$ as follows.

Let $\mathbf{O}_{+}$be the curve constructed in § 2 and let $(e, f)$ be a point lying on $\mathbf{O}_{+}$in a neighbourhood of the point $\mathbf{P}_{+}$. We suppose that $(e, f)=\left(A_{1}\left(t_{1}\right), B_{1}\left(t_{1}\right)\right)$ and we set $t_{N}=t_{1}-\log N / \alpha$. Let the curve $\left(a_{N}(t), b_{N}(t), s_{N}(t)\right)$ be the solution trajectory of system (2.2) corresponding to the solution of problem (3.1). We define the set $\Sigma_{0}$ by

$$
\Sigma_{0}=\left\{\left(a_{N}\left(t_{N}\right) b_{N}\left(t_{N}\right), s_{N}\left(t_{N}\right)\right): N>0\right\}
$$

Lemma 3.2. The set $\Sigma_{0}$ is a one-dimensional submanifold of $\mathbb{R}^{3}$. As $N \rightarrow \infty$, then

$$
\begin{align*}
& \left|\left(a_{N}\left(t_{N}\right)-e, b_{N}\left(t_{N}\right)-f\right)\right|<2 C\left(\exp \left(t_{1}\right)\right) N^{q-p}, \\
& s_{N}\left(t_{N}\right)=\exp \left(\gamma t_{1}\right) N^{(q-p) / 2} . \tag{3.4}
\end{align*}
$$

Thus $\Sigma_{0}$ approaches the point $(e, f, 0)$ and is ultimately tangent to the line $(a, b)=(e, f)$.
Proof. The topological structure of $\Sigma_{0}$ as a subset of $\mathbb{R}^{3}$ follows from the analytic dependence of $u(r)$ on $N$. To establish (3.4) we make use of the condition (E2). A simple calculation shows that $V(N, r)=N^{-1} u\left(r N^{-1 / \alpha}\right)$, and hence we may deduce from (E2) that if $r$ is fixed, then

$$
r^{\alpha}\left|N^{-1} u\left(r N^{-1 / \alpha}\right)-W(1, r)\right|<r^{\alpha} C(r) N^{q-p} \quad \text { as } N \rightarrow \infty .
$$

We now put $r=\exp \left(t_{1}\right)$, which implies that $r^{\alpha} N^{-1}=\exp \left(t_{N}\right)$. Thus $r^{\alpha} N^{-1} u\left(r N^{-1 / \alpha}\right)=e^{\alpha t_{N}} u\left(e^{t_{N}}\right)=a_{N}\left(t_{N}\right)$ and $r^{\alpha} w(1, r)=e$. This gives the bound for $a_{N}\left(t_{N}\right)$ and a similar calculation describes the behaviour of $b_{N}\left(t_{N}\right)$.

Finally, $s_{N}\left(t_{N}\right)=\exp \left(\gamma t_{N}\right)=\exp \left(\gamma t_{1}\right) N^{-\gamma / \alpha}$.
We will now construct a map $\Phi$ from the set $\Sigma_{0}$ to a set $\Sigma_{1}$ lying in the plane $a=0$ and including a neighbourhood of the point $Q$, where

$$
Q=M(t) \cap\{a=0\},
$$

and where the existence of the point $Q$ is guaranteed by our assumption (E3).
Let $\mathbf{Z}$ be a point lying in $\Sigma_{0}$ and suppose that $\mathbf{T}(t)$ is the solution trajectory of problem (2.3) that intersects $\mathbf{Z}$. We define $\Phi(\mathbf{Z})$ such that $\Phi: \Sigma_{0} \rightarrow \Sigma_{1}$ by

$$
\Phi(\mathbf{Z})=\mathbf{T}(t) \cap \Sigma_{1}
$$

Our main geometrical result describing the map $\Phi$ is given as follows.
Lemma 3.3. The image of $\Sigma_{0}$ under the map $\Sigma_{1}$ is a logarithmic spiral lying in $\Sigma_{1}$ centered on $Q$.

Proof. To prove this result we proceed as in the proof of Shilnikov's theorem [20] using a presentation based on that given by Guckenheimer and Holmes [9]. We decompose $\Phi$ into two operators $\Phi_{I}$ and $\Phi_{0}$ such that $\Phi_{I}$ maps $\Sigma_{0}$ to a set $\Sigma_{\varepsilon}$ lying in a neighbourhood of $\mathbf{P}_{+}$and $\Phi_{0}$ maps $\Sigma_{\varepsilon}$ to $\Sigma_{1}$.

If we set $c(t)=a(t)-k$ and $d(t)=b(t)+\alpha k$ then close to $\mathbf{P}_{+}$, system (2.3) has the following form:

$$
\begin{align*}
& \dot{c}=\alpha c+d, \\
& \dot{d}=\alpha(1-\alpha) c+(\alpha-1) d+R(s, c, d),  \tag{3.5}\\
& \dot{s}=\gamma s .
\end{align*}
$$

A simple calculation using the smoothness of the function $h(a, s)$ defined by the assumption (E1) shows that the function $R(s, c, d)$ is $C^{1,1}$ in a neighbourhood of the point $(c, d, s)=(0,0,0)$. Furthermore $R(0)=D R(0)=0$ (although $R$ has nonvanishing terms of second order in $c, d$, and $s$ ).

To simplify our calculations on system (3.5) we introduce a local change of coordinates to eliminate the nonlinear term $R(s, c, d)$. The existence of a homeomorphism with this property is guaranteed by the Hartman-Grobman theorem [9]. However, to obtain the results needed in this paper, we require our map to be a $C^{1}$ diffeomorphism whose existence is guaranteed by the following result due to Belitskii [1].

Theorem 3.4 (Belitskii). Let $\mathbf{x}$ satisfy the differential equation

$$
\dot{\mathbf{x}}=L \mathbf{x}+R(\mathbf{x}),
$$

where $L$ is a linear operator, $R(\mathbf{x}) \in C^{1,1}$, and $R(0)=D R(0)=0$. Furthermore, suppose that the eigenvalues $\lambda_{i}$ of $L$ satisfy the nonresonance condition

$$
\begin{equation*}
\lambda_{i} \neq \lambda_{j}+\lambda_{k} \tag{3.6}
\end{equation*}
$$

if $\operatorname{Re}\left(\lambda_{j}\right)<0<\operatorname{Re}\left(\lambda_{k}\right)$. Then there exists a $C^{1}$ diffeomorphism $T: x \rightarrow y$ such that

$$
T(0)=0, \quad D T(0)=I, \quad \dot{y}=L y .
$$

Proof. See [1] and the discussion of normal forms in Chapter 3 of [9].
Lemma 3.5. Let L be the linear operator in system (3.5); then condition (3.6) is satisfied.

Proof. The eigenvalues of $L$ are given by (2.5) and have the values $(5-p) / 2(p-1) \pm i \omega$ and $(p-q) /(p-1)$. Condition (3.6) follows from the observation that $\omega \neq 0$. The regularity of the coefficients required for an application of the theorem is immediate from condition (E1).

Lemma 3.6. Let $T$ be the map constructed in Theorem 3.4 such that $T:(c, d, s) \rightarrow$ ( $C, D, S$ ). In a neighbourhood $\mathfrak{M}$ of $\mathbf{P}_{+}$the system (3.5) takes the following form:

$$
\begin{align*}
& \dot{C}=\alpha C+D, \\
& \dot{D}=\alpha(1-\alpha) C+(\alpha-1) D,  \tag{3.7}\\
& \dot{S}=\gamma S .
\end{align*}
$$

Furthermore, $T$ maps the plane $\mathfrak{M} \cap\{s=0\}$ into the plane $\{S=0\}$.
Proof. Result (3.7) follows immediately from the definition of $T$. Now if $\mathfrak{M}$ is sufficiently small, any point in $\mathfrak{M} \cap\{s=0\}$ lies on a stable manifold of the origin. Consequently its image under $T$ must also lie on a stable manifold of the origin in the transformed coordinates and hence lies in $\{S=0\}$.

It is evident from inspection of system (3.7) that the image $\hat{M}(t)$ of the unstable manifold $M(t)$ of the point $\mathbf{P}_{+}$is locally the curve $(C, D, S)=\left(0,0, e^{\gamma t}\right)$. Now let $\hat{\boldsymbol{\Sigma}}_{\varepsilon}$ be a set lying in the image of $\mathfrak{M}$, centred on the point $(0,0, \varepsilon)$ and lying in the plane $S=\varepsilon$. Furthermore, let us take the point $(e, f, 0)$ sufficiently close to $\mathbf{P}_{+}$so that if $N_{0}$ is sufficiently large, a subset of $\Sigma_{0}$ defined by taking $N>N_{0}$ lies in $\mathfrak{M}$. We define $\hat{\Sigma}_{0}$
to be the image of $\Sigma_{0}$ under $T$ and construct a map $\Phi_{I}$ from $\hat{\boldsymbol{\Sigma}}_{0}$ to $\hat{\boldsymbol{\Sigma}}_{\varepsilon}$ as follows. Let $\hat{\mathbf{Z}} \in \hat{\mathbf{\Sigma}}_{0}$ and let $\hat{u}$ be the solution trajectory of (3.7) that contains $\hat{\mathbf{Z}}$. We define $\Phi_{I}$ by

$$
\Phi_{I}(Z) \equiv\left(C_{\varepsilon}, D_{\varepsilon}\right)=\hat{u} \cap \hat{\Sigma}_{\varepsilon} .
$$

Lemma 3.7. Let $\hat{Z}=(x, y, S)$ with $S<\varepsilon$; then

$$
\begin{equation*}
\Phi_{I}(\hat{Z})=e^{(\alpha-1 / 2) \delta}(x \cos \omega \delta-y \sin \omega \delta, x \sin \omega \delta+y \cos \omega \delta) \tag{3.8}
\end{equation*}
$$

where $\delta=\log \left((\varepsilon s)^{-1 / \gamma}\right)$ and $\omega$ is defined by (2.5).
Proof. This result follows immediately on explicit solution of the linear system (3.7).

We now examine the nature of the set $\hat{\Sigma}_{0}$.
Lemma 3.8. Let the point $(E, F, 0)$ be the image of the point $(e-k, f+\alpha k, 0)$ under the map T. Furthermore, let $u_{N} \equiv\left(a_{N}(t), b_{N}(t), s_{N}(t)\right)$ be the solution trajectory of (2.3) corresponding to the solution of problem (3.1). Then the point $\hat{\mathbf{Z}}_{N}$ where the image of this trajectory under Tintersects $\hat{\boldsymbol{\Sigma}}_{0}$ is given by

$$
\begin{equation*}
\hat{\mathbf{Z}}=\left(E, F, \exp \left(\gamma t_{1}\right) N^{(q-p) / 2}\right)+O\left(m N^{(q-p) / 2}\right)+O\left(N^{q-p}\right), \tag{3.9}
\end{equation*}
$$

where $\|m\|$ may be taken arbitrarily small by taking $(E, F)$ sufficiently close to $(0,0)$.
Proof. To prove this result we use the fact that the map $T$ is $C^{1}$ near the origin and $D T(0)=I$. Then

$$
u_{N} \cap \Sigma_{0} \equiv \mathbf{Z}_{N}=(e-k, f+\alpha k, 0)+\ell_{N}
$$

where

$$
\ell_{N}=\left(O\left(N^{q-p}\right), O\left(N^{q-p}\right), \exp \left(\gamma t_{1}\right) N^{(q-p) / 2}\right)
$$

(Here the estimate for $\boldsymbol{\ell}_{N}$ follows from (3.4).)
From the continuity of $D T$ we may deduce that $D T(e-k, f+\alpha k, 0)=I+m$, where $\|m\|$ may be taken arbitrarily small by taking ( $e-k, f+\alpha k$ ) sufficiently close to $(0,0)$. It thus follows from the mean value theorem that $\hat{\mathbf{Z}}_{N}=T Z_{N}$ has the form (3.9).

We may now explicitly calculate the image of $\hat{Z}_{N}$ under the action of $\Phi_{I}$ in terms of the parameter $N$.

Lemma 3.9. Let $u_{N}$ be constructed as in Lemma 3.8; then the point $\hat{\mathbf{y}}_{N}$, where the image of $u_{N}$ under $T$ intersects $\hat{\boldsymbol{\Sigma}}_{\varepsilon}$, is given by

$$
\begin{align*}
& \hat{\mathbf{y}}_{N} \equiv \hat{\mathbf{x}}_{N}+(0,0, \varepsilon), \text { where } \hat{\mathbf{x}}_{N}=\left(A _ { 1 } K ( N ) \left[\cos \left(A_{2}+\omega \log \left(D N^{1 / \alpha}\right)\right),\right.\right.  \tag{3.10}\\
& \sin \left(A_{2}+\omega \log \left(D N^{1 / \alpha}\right)\right] *((1+O(m)), 0) \text { as } N \rightarrow \infty
\end{align*}
$$

where $K(N)=N^{-(p-5) / 4}$ with $A_{1}, A_{2}$, and $D$ constant.
Proof. We combine the results (3.8) and (3.9). From (3.9) we see that the value of $\delta$ in (3.8) is given by

$$
\delta=\log \left(D N^{1 / \alpha}(1+O(m)), \quad N \rightarrow \infty,\right.
$$

where $D$ is a suitable constant. Thus

$$
\begin{equation*}
e^{(\alpha-1 / 2) \delta}=A_{1} N^{-(p-5) / 4}(1+O(m)) \tag{3.11}
\end{equation*}
$$

Similarly, $x \cos \omega \delta=\left[E+O\left(N^{(q-p) / 2}\right)\right] \cos \omega \delta$, with a similar result for $y$. Putting these values together and collecting the error terms of order $m$, we deduce (3.10).

Thus as $N$ increases, the point $\hat{\mathbf{y}}_{N}$ traces out a logarithmic spiral $\zeta_{\varepsilon}$ lying in $\hat{\boldsymbol{\Sigma}}_{\varepsilon}$ and centred on $(0,0, \varepsilon)$.

Lemma 3.10. Let $\mathbf{y}_{N}$ be the pre-image of the point $\hat{\mathbf{y}}_{N}$ under the map $T$ so that $T\left(\mathbf{y}_{N}\right)=\hat{\mathbf{y}}_{N}$. Then

$$
\begin{equation*}
\mathbf{y}_{N}=T^{-1}(0,0, \varepsilon)+\mathbf{x}_{N}, \quad \text { where } \mathbf{x}_{N}=\hat{\mathbf{x}}_{N}(1+O(m)) \tag{3.12}
\end{equation*}
$$

Proof. We may deduce from Theorem 3.4 that the map $T$ is a diffeomorphism. The result (3.12) then follows by linearising the inverse of $T$ about the point $(0,0, \varepsilon)$. We note that if $\varepsilon$ is small the linearisation of $T^{-1}$ is close to the identity so that we may take $\left\|T^{-1}-I\right\|=O(m)$.

We will now construct a map $\Phi_{0}$ from the pre-image $\Sigma_{\varepsilon}$ of the set $\hat{\Sigma}_{\varepsilon}$ to the set $\Sigma_{1}$ by computing the flow of solutions of problem (2.3) that have initial data lying in $\Sigma_{\varepsilon}$. Let $\mathbf{Q}$ be the intersection of $M(t)$ with the plane $a=0$ (the existence of which is guaranteed by assumption (E3)) and let $\mathbf{Q}_{\varepsilon}$ be the intersection of $\boldsymbol{M}(t)$ with $\Sigma_{\varepsilon}$. Thus $\mathbf{Q}_{\varepsilon}=T^{-1}(0,0, \varepsilon)$. The flow from $\mathbf{Q}_{\varepsilon}$ along $M(t)$ to $\mathbf{Q}$ is nonsingular and thus from the regularity condition (E1) the flow map $\Phi_{0}$ is a diffeomorphism from the neighbourhood of $\mathbf{Q}_{\varepsilon}$ in $\hat{\mathbf{\Sigma}}_{\varepsilon}$ to a neighbourhood of $\mathbf{Q}$ in the plane $a=0$. Hence the image of the logarithmic spiral $\zeta_{\varepsilon}$ under the action of $\Phi_{0}$ is a spiral lying in the plane $a=0$. This proves Lemma 3.3.

To complete the proof of Theorem 3.1 we consider the form of the spiral $\zeta$. As the map $\Phi_{0}$ is a $C^{2}$ diffeomorphism we may locally linearise it about the point $\mathbf{Q}_{\varepsilon}$. Thus the image of the point $\mathbf{Q}_{\varepsilon}+\mathbf{x}_{N}$, when $\left\|x_{N}\right\|$ is sufficiently small, is given by

$$
\begin{align*}
\Phi_{0}\left(\mathbf{Q}_{\varepsilon}+\mathbf{x}_{N}\right) & =\mathbf{Q}+D \Phi_{0} \mathbf{x}_{N}+O\left(\left\|x_{N}\right\|^{2}\right)  \tag{3.13}\\
& =\mathbf{Q}+D \Phi_{0} \hat{\mathbf{x}}_{N}(1+O(m)+O(K(N))) \tag{3.14}
\end{align*}
$$

where the point $\mathbf{Q}+D \Phi_{0} \mathbf{x}_{N}+O\left(\left\|x_{N}\right\|^{2}\right)$ lies in the plane $a=0$. The $s$ coordinate of this point thus gives us the value of $\mu(N)$ defined in Theorem 3.1. Furthermore, the coordinates of the point $\mathbf{Q}$ are given by

$$
\mathbf{Q}=\left(0, \mu_{\infty}^{\alpha+1} M^{\prime}\left(\mu_{\infty}\right), \mu_{\infty}^{\gamma}\right) .
$$

To obtain (3.3) we combine the two expressions (3.10) and (3.14). The values of the constants $E$ and $F$ in (3.3) follow from the coefficients of the linear operator $D \Phi_{0}$ described by (3.14).

This concludes the proof of Theorem 3.1.
We indicate in Fig. 2 the main steps in the proof of this theorem, and in Fig. 3 we further show a graph of $\mu(N)$ obtained from the expression (3.3). Figure 3 shows a very strong similarity to Fig. 3.4 in [9]. This observation reinforces the link indicated


Fig. 2


Fig. 3
in this paper between the structure of the homoclinic orbits studied by Shilnikov and the elliptic equations considered here.
4. Applications to elliptic equations. To apply Theorem 3.1 to elliptic equations of the form (1.1) we must establish that conditions (E1)-(E3) hold for system (3.1) if $g(u) \equiv u^{q}$. Initially we will establish condition (E2), as (E1) is automatically satisfied for the nonlinearity $u^{q}$.

Lemma 4.1. Let $V(N, r)$ be a solution of problem (3.2) and let $g(u)$ satisfy the condition that $g(u) / u^{q}$ is bounded above as $u \rightarrow \infty$. Then there is a function $K(r)$ bounded independently of $N$ such that

$$
\left|\left(V(N, r)-W(1, r), V_{r}(N, r)-W_{r}(N, r)\right)\right|<N^{q-p} K(r)
$$

Proof. We may observe from the maximum principle that the function $V(N, r)$ is bounded above by 1 on the interval on which it is positive. We may thus deduce from our assumption on the growth of the function $g(u)$ that the function $N^{-p} g(N V)$ is bounded by $N^{q-p} k(V)$, where $k(V)$ is bounded independently of $N$ as $N \rightarrow \infty$.

We define $L$ to be the following Volterra integral operator:

$$
L f(s)=\int_{0}^{s} t(1-(t / s)) f(t) d t \equiv \int_{0}^{s} m(t, s) f(t) d t
$$

Problem (3.1) may then be put into the following form:

$$
V(s)=1+L\left[V^{p}+N^{q-p} k(V)\right]
$$

Now let $W(r)$ be the solution of problem (2.7) with $N=1$. It follows that

$$
W(r)=1+L\left[W^{p}\right] .
$$

If we now set $x(r)=W(r)-V(r)$, then $x(r)$ satisfies the following equation:

$$
\begin{equation*}
x(r)=L\left[(V+x)^{p}-V^{p}-N^{q-p} k(V)\right] . \tag{4.1}
\end{equation*}
$$

By the Mean Value Theorem we may deduce that

$$
(V+x)^{p}-V^{p}=p[V+\theta x]^{p-1} x
$$

where $0<\theta<1$. Thus from the maximum principle we can see that $|(V+\theta x)|<1$ and hence

$$
\begin{equation*}
|x(s)| \leqq L\left[p|x|+N^{5-p}|k(V)|\right] . \tag{4.2}
\end{equation*}
$$

As the kernel $m(r, s)$ is bounded we may deduce from Gronwall's Lemma [10] that there is a function $K(r)$ bounded independently of $N$ such that

$$
\begin{equation*}
|x(r)| \leqq N^{(5-p)} K(r) \tag{4.3}
\end{equation*}
$$

A similar bound for $\left|x_{r}(r)\right|$ then follows on differentiating the identity (4.2) and substituting the bound given in (4.3). This establishes condition (E2). (A very similar calculation can also be made to study the degenerate Laplacian problem (1.3).)

To complete the proof of Theorem 1.1 we must establish condition (E3), which entails a global characterisation of the manifold $\mathbf{M}(t)$. A simple calculation shows that such a solution of the problem (2.3) corresponds to a singular solution $M(r)$ of the differential equation problem (1.1). This solution satisfies the conditions

$$
\begin{align*}
& r^{\alpha} M(r) \rightarrow k \text { and } r^{\alpha+1} M_{r}(r) \rightarrow-\alpha k \text { as } r \rightarrow 0 \text {, where } k \text { is defined by the } \\
& \text { identity (2.4). } \tag{4.4}
\end{align*}
$$

We may now appeal to the following theorem, established by Ni and Serrin [17].
Theorem 4.2. Let $M(r)$ be the solution of problem (1.1) that satisfies the singular initial conditions described in (4.4). Furthermore, suppose that for some $q<3$ the function $g(u)$ has the form

$$
u^{p}+g(u)=\lambda u^{q}+h(u) \quad \lambda>0,
$$

where

$$
h(u)>0 \quad \text { if } u>0 .
$$

If these conditions hold, then there is a value $\mu_{\infty}<\infty$ such that $M\left(\mu_{\infty}\right)=0$ and thus (E3) is satisfied.

The condition $q<3$ stated above is important to the proof of Theorem 4.2 as it rules out the possibility of a "ground-state" solution of problem (1.1), namely, a solution that tends to zero as $r \rightarrow \infty$ but is everywhere positive. It is not clear, however, what happens in the case $3 \leqq q<5$. A recent result due to Lin and $\mathrm{Ni}[14]$ shows that there does exist a ground-state solution of problem (1.1) if $p>5$ and $q=(p+1) / 2$, although this does not necessarily imply that condition (E3) is not true in this case. Numerical calculations seem to imply that (E3) remains true for all $q$ such that $3<q<5$. For $q \geqq 5$ an application of Pohozaev's identity [18] implies that condition (E3) cannot be satisfied.

Again a similar calculation can be made for the singular solutions of the degenerate Laplacian equation.

Having established identity (3.3) for the solutions of problem (1.1), we may now establish Theorem 1.1 by choosing values of $N$ such that the function $G(N)$ vanishes where

$$
G(N) \equiv \cos (\omega \operatorname{Ln} N / \alpha+F)(1+o(1))+O(K(N)) .
$$

Because $K(N)$ tends to zero as $N$ tends to infinity, the existence of such a sequence is guaranteed. This proves Theorem 1.1.
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#### Abstract

Let $\phi \in C^{1}(-\infty, M)$ be nonnegative and increasing and satisfy $\lim _{u \rightarrow M^{-}} \phi(u)=\infty$. The problem $u_{t t}=\Delta_{n} u+\varepsilon \phi(u)$ in $D \times(0, T), u=0$ on $\partial D \times(0, T), u(x, 0)=\grave{u}_{0}(x)$, and $u_{t}(x, 0)=v_{0}(x)$ in $D$, is shown to have a unique local continuous solution for $\varepsilon>0$ sufficiently small in dimensions $n=1,2,3$ under appropriate assumptions on $\phi, u_{0}, v_{0}$, and $\partial D$. The solution $u$ can be continued as long as $u<M$. A potential well theory is shown to be unobtainable for this problem in the Sobolev space $H_{0}^{1}(D)$ for $n \geqq 2$; however, an a priori inequality for solutions guarantees global existence via energy considerations. Numerical evidence is given indicating that such an a priori inequality is sometimes satisfied by solutions when $n \geqq 2$.
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1. Introduction. Let $D$ be an open, bounded subset of $\mathbb{R}^{n}$ with boundary $\partial D$. Let $\phi:(-\infty, M) \rightarrow(0, \infty), M>0$, be continuously differentiable, monotone increasing, convex, and satisfy $\lim _{u \rightarrow M^{-}} \phi(u)=\infty$; and let $\varepsilon>0$. In this paper the following initial-boundary value problem is considered:
(An)

$$
\begin{aligned}
& u_{t t}=\Delta_{n} u+\varepsilon \phi(u) \quad \text { in } D \times(0, T), \\
& u=0 \quad \text { on } \partial D \times(0, T), \\
& u(x, 0)=u_{0}(x), \quad u_{t}(x, 0)=v_{0}(x) \quad \text { in } D,
\end{aligned}
$$

where $\Delta_{n}$ denotes the $n$-dimensional Laplacian.
Let (A1) denote problem (An) with $D=(0,1)$. When $\phi(u)=1 /(M-u)$, a solution of (A1) has a physical interpretation as describing the motion of a wire composed of a magnetic material and carrying an electric current in the presence of another current-carrying wire [8]. Chang and Levine [2] have shown that for suitably regular initial data, problem (A1) has a unique local piecewise $C^{2}$ solution $u$ that can be continued as long as $u<M$. They have also established the existence of numbers $\varepsilon_{1}>\varepsilon_{0}>0$ such that
(a) If $\varepsilon \geqq \varepsilon_{1}$, then for some finite $T>0$,

$$
\lim _{t \rightarrow T^{-}}\left(\sup _{0<x<1} u(x, t)\right)=M
$$

hence one of $u_{t t}, u_{x x}$ becomes infinite on $[0,1] \times[0, T)$.
(b) If $0<\varepsilon \leqq \varepsilon_{0}$, and the initial data $u_{0}$, $v_{0}$ are appropriately restricted, there is a $\delta=\delta(\varepsilon)>0$ such that

$$
|u(x, t)| \leqq M-\delta \quad \text { on }[0,1] \times[0, \infty) .
$$

Note that by applying to (A1) the change of scale $x^{\prime}=L x, t^{\prime}=L t, \varepsilon=L^{2}$, we obtain (A1) with $\varepsilon$ replaced by 1 and $x^{\prime}$ varying between 0 and $L$. Results (a) and (b) assert, therefore, that global solutions do not exist for long wires, but do exist for short wires.

[^76]If $u$ behaves as in (a), it is said to quench in finite time. Speaking loosely, we say that a solution of some evolutionary problem quenches in finite (or infinite) time $T$ if some norm of the solution remains bounded, while some norm of one of its derivatives becomes unbounded, on the interval [ $0, T$ ) [7].

For space dimensions $n \geqq 2$ and $\varepsilon$ sufficiently large, solutions of problem (An) also quench in finite time [2]. However, the proof of (b) in [2] relies strongly on the inequality

$$
\begin{equation*}
4 u^{2}(x, t) \leqq \int_{0}^{1}\left|u_{x}(x, t)\right|^{2} d x, \tag{1.1}
\end{equation*}
$$

which guarantees the imbedding of $H_{0}^{1}(0,1)$ into $C([0,1])$. In general, no such imbedding $H_{0}^{1}(D) \rightarrow C(\bar{D})$, or even $H_{0}^{1}(D) \rightarrow L_{\infty}(D)$, is possible in higher dimensions, and the question of existence of global solutions of ( An ) for $n \geqq 2$ remains open.

If instead of (An) we consider the abstract problem

$$
\begin{align*}
& \frac{d^{2} u}{d t^{2}}+A u=\varepsilon \phi(u), \quad 0<t<\infty  \tag{B}\\
& u(0)=u_{0} \in V, \quad u^{\prime}(0)=v_{0} \in L_{2}(D),
\end{align*}
$$

where $V \subseteq L_{2}(D)$ imbeds in $L_{\infty}(D)$ and $A$ is an operator of elliptic type mapping $V$ into its dual, then a global existence theorem for $\varepsilon$ sufficiently small may be proved (see Levine and Smiley [9]). Their results apply, for example, to solutions of (B) when $D$ is the interior of a rectangle in $\mathbb{R}^{2}, u(x, t)=\Delta_{2} u(x, t)=0$ on $\partial D \times[0, \infty), A$ is the biharmonic operator $\Delta_{2}^{2}$, and $V=H^{2}(D) \cap H_{0}^{1}(D)$.

Acker and Walter [1] have proved a higher-dimensional global existence theorem for small $\varepsilon$ for solutions of
(C)

$$
\begin{array}{ll}
u_{t}=\Delta_{n} u+\varepsilon \phi(u) & \text { in } D \times(0, T) \\
u=0 & \text { on } \partial D \times(0, T) \\
u(x, 0)=u_{0}(x) & \text { in } D
\end{array}
$$

Their proof relies on consequences of the maximum principle for parabolic problems, which are available only in much weaker forms for hyperbolic problems. Hyperbolic problems in which the driving term $\varepsilon \phi(u)$ appears in a boundary condition instead of in the differential equation have also been studied [8], but the question of global existence of solutions in space dimensions higher than 1 also remains unanswered. For a comprehensive survey of the literature on quenching, see Levine [7].

In this paper, problem ( An ) is shown to have a unique local continuous solution $u$ in low dimensions for small $\varepsilon$ under appropriate assumptions on $\phi, u_{0}, v_{0}$, and $\partial D$ that can be continued as long as $u<M$. It is also shown that for any $\varepsilon>0$, there exists no potential well about any equilibrium solution of (An), so that a proof of global existence along the lines of Sattinger [11] is not possible. Nevertheless, an a priori inequality for solutions of (An) similar to (1.1) is shown, via energy considerations, to guarantee global existence. Numerical evidence is given suggesting that such an a priori inequality is sometimes satisfied by solutions of (An).
2. Theoretical considerations. Local continuous solutions of (An) for $n=2,3$ are obtained by applying the abstract theory of Reed [10] to an appropriately modified problem.

In this section $\phi^{\prime}$ will be assumed to be bounded and uniformly Lipschitz continuous on intervals of the form $(-\infty, M-\delta], \delta>0$. For $0<\delta<M$ define

$$
\phi_{\delta}(u)= \begin{cases}\phi(u), & u \leqq M-\delta, \\ \phi(M-\delta / 2), & u \geqq M-\delta / 2 .\end{cases}
$$

Then by suitably defining $\phi_{\delta}$ on the interval ( $M-\delta, M-\delta / 2$ ), we may arrange that $\phi_{\delta} \in C^{1}(\mathbb{R})$ and $\phi^{\prime}$ is bounded and uniformly Lipschitz continuous on $\mathbb{R}$. Let (An, $\delta$ ) represent problem (An) with $\phi$ replaced by $\phi_{\delta}$.

It is assumed that problem (An) has a stationary solution $f \in C^{2}(\bar{D})$, which is analytic in $D$ and satisfies

$$
\begin{aligned}
& \Delta_{n} f+\varepsilon \phi(f)=0 \quad \text { in } D, \\
& f=0 \quad \text { on } \partial D .
\end{aligned}
$$

Such is indeed the case when, e.g., $D$ is a ball in $\mathbb{R}^{n}$ and $\phi(u)=(M-\alpha u)^{\beta}, \alpha, \beta<0$ (see Joseph and Lundgren [5]).

Applying the transformation $\bar{u}=u-f$ to problem (An, $\delta$ ), we obtain the problem

$$
\begin{align*}
& \bar{u}_{t t}=\Delta_{n} \bar{u}+\varepsilon \psi_{\delta}(x, \bar{u}) \quad \text { in } D \times(0, T), \\
& \bar{u}=0 \quad \text { on } \partial D \times(0, T),  \tag{2.1}\\
& \bar{u}(x, 0)=u_{0}(x)-f(x), \quad \bar{u}_{t}(x, 0)=v_{0}(x) \quad \text { in } D,
\end{align*}
$$

where $\psi_{\delta}(x, u) \equiv \phi_{\delta}(u+f(x))-\phi_{\delta}(f(x))$. By setting

$$
\begin{aligned}
& \bar{v}=\bar{u}_{t}, \quad \eta=\binom{\bar{u}}{\bar{v}}, \quad \eta_{0}=\binom{u_{0}-f}{v_{0}}, \\
& F(\eta)=\binom{0}{\varepsilon \psi_{\delta}(x, \bar{u})}, \quad A=-\left(\begin{array}{cc}
0 & I \\
\Delta_{n} & 0
\end{array}\right),
\end{aligned}
$$

we may write (2.1) as the equivalent system

$$
\begin{align*}
& \eta^{\prime}(t)=-A \eta(t)+F(\eta(t)), \quad 0<t<T,  \tag{2.2}\\
& \eta(0)=\eta_{0} .
\end{align*}
$$

Let $H$ denote the Hilbert space of real-valued functions $H_{0}^{1}(D) \oplus L_{2}(D)$, with inner product

$$
\begin{equation*}
\left\langle\binom{ u}{v},\binom{w}{z}\right\rangle=\int_{D} \nabla u \cdot \nabla w d x+\int_{D} v z d x . \tag{2.3}
\end{equation*}
$$

Provided $\partial D$ is of class $C^{2}, A$ is a closed skew-adjoint operator on $H$ with domain $\operatorname{dom}(A) \equiv\left[H^{2}(D) \cap H_{0}^{1}(D)\right] \oplus H^{1}(D)$, and generates on $H$ the continuous one-parameter group $W(t)=e^{-t A}$. Therefore (2.2) can be reformulated as the integral equation problem

$$
\begin{equation*}
\eta(t)=e^{-t A} \eta_{0}+\int_{0}^{t} e^{-(t-s) A} F(\eta(s)) d s, \tag{2.4}
\end{equation*}
$$

which may then be solved by the contraction mapping principle.
The following theorem summarizes results proved in [10].
Theorem 2.5. Let $\partial D$ be of class $C^{2}$, and for a fixed $m \geqq 1$ let $\eta_{0}$ be in $\operatorname{dom}\left(A^{m}\right)$. Let $\|\cdot\|$ denote the norm on $H$ induced by (2.3). Suppose that for all $1 \leqq j \leqq m$,

$$
\begin{equation*}
\left\|A^{j} F(\eta)\right\| \leqq C\left(\|\eta\|, \cdots,\left\|A^{j-1} \eta\right\|\right)\left\|A^{j} \eta\right\|, \tag{2.6}
\end{equation*}
$$

$$
\begin{equation*}
\left\|A^{j}(F(\eta)-F(\nu))\right\| \leqq C\left(\|\eta\|,\|\nu\|, \cdots,\left\|A^{j} \eta\right\|,\left\|A^{j} \nu\right\|\right)\left\|A^{j}(\eta-\nu)\right\| \tag{2.7}
\end{equation*}
$$

for all $\eta, \nu$ in $\operatorname{dom}\left(A^{j}\right)$, where the constants $C$ are nondecreasing, everywhere finite functions of all their variables. Then there is $a T>0$ such that (2.2) has a unique continuously differentiable solution $\eta(t)$ for $0 \leqq t<T$, with $\phi(t)$ in $\operatorname{dom}\left(A^{m}\right)$ for all $0 \leqq t<T$.

If in addition $\|\eta(t)\|$ is bounded on any finite interval of existence of $\eta(t)$, then $\eta(t)$ exists globally in time.

Let $\|\cdot\|_{p}$ denote the norm in $L_{p}(D)$, and let $K_{1}, K_{2}, \cdots$ denote positive constants. If $\eta \in \operatorname{dom}(A)$ has first component $u$, then

$$
\begin{aligned}
\|A F(\eta)\|^{2} & =\varepsilon^{2} \int_{D}\left|\nabla \psi_{\delta}(x, u)\right|^{2} d x \\
& \leqq K_{1}\left[\left\|\phi_{\delta}^{\prime}(u+f)|\nabla u|\right\|_{2}^{2}+\left\|\left|\phi_{\delta}^{\prime}(u+f)-\phi_{\delta}^{\prime}(f)\right||\nabla f|\right\|_{2}^{2}\right] \\
& \leqq K_{2}\left[\|\nabla u\|_{2}^{2}+\|u\|_{2}^{2}\right] \leqq K_{3}\|\nabla u\|_{2}^{2} \leqq K_{4}\|A \eta\|^{2},
\end{aligned}
$$

where use was made of the boundedness and uniform Lipschitz continuity of $\phi_{\delta}^{\prime}$ on $\mathbb{R}$, the boundedness of $|\nabla f|$ on $\bar{D}$, and the Poincaré inequalities

$$
\begin{equation*}
\|u\|_{2} \leqq K\|\nabla u\|_{2} \leqq K^{2}\left\|\Delta_{n} u\right\|_{2} \tag{2.8}
\end{equation*}
$$

valid for $u \in H^{2}(D) \cap H_{0}^{1}(D)$. This establishes (2.6) with $j=1$.
If $\eta, \nu \in \operatorname{dom}(A)$ have respective first components $u, w$, then by applying Hölder's inequality, the Sobolev inequality

$$
\begin{equation*}
\|u\|_{p} \leqq C_{p}\|\nabla u\|_{2}, \quad 1 \leqq p \leqq \frac{2 n}{n-2} \tag{2.9}
\end{equation*}
$$

valid for $u \in H^{1}(D)$, and (2.8), we obtain

$$
\begin{aligned}
\|A(F(\eta)-F(\nu))\| & \leqq K_{1}\left[\|u-w\|_{2}^{2}+\|\nabla(u-w)\|_{2}^{2}+\|\nabla u\|_{4}^{2}\|u-w\|_{4}^{2}\right] \\
& \leqq K_{2}\left\|\Delta_{n}(u-w)\right\|_{2}^{2}+K_{3}\left\|\Delta_{n} u\right\|_{2}^{2}\|\nabla(u-w)\|_{2}^{2} \\
& \leqq K_{4}\left(1+\|A \eta\|^{2}\right)\|A(\eta-\nu)\|^{2} .
\end{aligned}
$$

This establishes (2.7) with $j=1$ for $1 \leqq n \leqq 4$.
From the integral equation (2.4), from the fact that $\left|\psi_{\delta}(x, u)\right| \leqq C|u|$ for some constant $C>0$ for all $x \in \bar{D}$ and $u \in \mathbb{R}$, and from (2.8), we obtain

$$
\begin{aligned}
\|\eta(t)\| & \leqq\left\|e^{-t A} \eta_{0}\right\|+\left\|\int_{0}^{t} e^{-(t-s) A} F(\eta(s)) d s\right\| \\
& \leqq\left\|\eta_{0}\right\|+\int_{0}^{t}\|F(\eta(s))\| d s \\
& \leqq K_{1}\left[\left\|\eta_{0}\right\|+\int_{0}^{t}\|\eta(s)\| d s\right]
\end{aligned}
$$

hence, by Gronwall's inequality,

$$
\|\eta(t)\| \leqq K_{1}\left\|\eta_{0}\right\| e^{K_{1} t}
$$

for all $t$ in the existence interval for $\eta(t)$.
The above arguments and Theorem 2.5 together yield the following corollary.
Corollary 2.10. Let $D \subseteq \mathbb{R}^{n}$ with $1 \leqq n \leqq 4$ have a $C^{2}$ boundary, and suppose that $\eta_{0} \in \operatorname{dom}(A)=\left[H^{2}(D) \cap H_{0}^{1}(D)\right] \oplus H^{1}(D)$. Then for all $0<\delta<M$ and for all sufficiently small $\varepsilon>0$, problem (2.2) has a unique continuously differentiable solution $\eta(t)$ that is global in time and remains in $\operatorname{dom}(A)$ for all $t \geqq 0$.

Four remarks are in order. Note that the proof of Corollary 2.10 does not require $\phi$ to be convex. Theorem 2.5 cannot be used to obtain greater regularity of solutions of (2.2) due to the lack of a Poincare inequality of the form

$$
\left\|\nabla^{j} u\right\|_{2} \leqq C\left\|\nabla^{j+1} u\right\|_{2}, \quad u \in H^{j+1}(D) \cap H_{0}^{1}(D)
$$

for $j \geqq 2$. The first component $\bar{u}$ of the solution $\eta=\binom{\bar{u}}{\bar{u}}$ in Corollary 2.10 with $n=2$ or 3 is continuous on $\bar{D} \times[0, \infty)$ in view of the imbedding inequality

$$
\max _{x \in \bar{D}}|\bar{u}(x, t)| \leqq C\left\|\Delta_{n} \bar{u}(\cdot, t)\right\|_{2}^{2}
$$

valid for $\bar{u}(\cdot, t) \in H^{2}(D) \cap H_{0}^{1}(D), 1 \leqq n \leqq 3$, and the continuity in time of $\bar{u}$ in the norm on $H^{2}(D) \cap H_{0}^{1}(D)$. Since $H^{2}(D)$ imbeds in $C(\bar{D})$ only for $n=1,2,3$ [3, p.30], any extension of Corollary 2.10 to cases $n \geqq 5$ would not be useful for the purposes of this paper.

Now suppose that the solution $\eta$ in Corollary 2.10 with $n=2$ or 3 begins with $\max _{x \in \bar{D}}\left[u_{0}(x)\right]<M-\delta$. If $\max _{x \in \bar{D}}[\bar{u}(x, t)+f(x)]<M-\delta$ for all $t \geqq 0$, then $u=\bar{u}+f$ is a global solution of problem (An). Otherwise there is a first time $T_{0}>0$ at which $\max _{x \in \bar{D}}\left[\bar{u}\left(x, T_{0}\right)+f(x)\right]=M-\delta$; by choosing $0<\delta_{1}<\delta$ and applying Corollary 2.10 to problem (2.2) with $\delta$ replaced by $\delta_{1}$, we may extend $\bar{u}+f$ uniquely to an interval $\left[0, T_{1}\right)$ with $T_{1}>T_{0}$ such that $\max _{x \in \bar{D}}[\bar{u}(x, t)+f(x)]<M-\delta_{1}$ for $0 \leqq t<T_{1}$, and $u=\bar{u}+f$ solves (An) on $\bar{D} \times\left[0, T_{1}\right.$ ). This argument establishes the following corollary.

Corollary 2.11. Let $D \subseteq \mathbb{R}^{n}$ with $n=2$ or 3 have a $C^{2}$ boundary, and suppose that $\binom{u_{0}}{v_{0}} \in \operatorname{dom}(A)$ with $\max _{x \in \bar{D}} u_{0}(x)<M$. Then for all sufficiently small $\varepsilon>0$, the system form of problem (An)

$$
\begin{aligned}
& \binom{u}{u_{t}}^{\prime}=-A\binom{u}{u_{t}}+\binom{0}{\varepsilon \phi(u)}, \quad 0<t<T, \\
& \left.\binom{u}{u_{t}}\right|_{t=0}=\binom{u_{0}}{v_{0}}
\end{aligned}
$$

has a unique solution $\binom{u}{u_{t}} \in \operatorname{dom}(A)$ on some time interval $[0, T)$ that is continuously differentiable in time in the norm on $H$. The solution can be continued as long as $\max _{x \in \bar{D}} u(x, t)<M$.

Define $\Phi(u)=\int_{0}^{u} \phi(s) d s$. A solution $u$ of (An) with the regularity properties given in Corollary 2.11 satisfies the energy equality

$$
\begin{equation*}
E(t) \equiv \frac{1}{2} \int_{D}\left|u_{t}\right|^{2} d x+J(u)=E(0) \tag{2.12}
\end{equation*}
$$

where

$$
J(u)=\frac{1}{2} \int_{D}|\nabla u|^{2} d x-\varepsilon \int_{D} \Phi(u) d x
$$

represents the potential energy of $u$ at time $t$.
By defining $j(\lambda)=J(f+\lambda u)$ for $\lambda \geqq 0$, we may examine the behavior of $J$ along rays emanating from the stationary solution $f$ of problem (An) in the function space $H_{0}^{1}(D)$. Note that

$$
\begin{aligned}
j^{\prime}(0) & =\int_{D} \nabla f \cdot \nabla u d x-\varepsilon \int_{D} \phi(f) u d x \\
& =\int_{D} \nabla f \cdot \nabla u d x+\int_{D}(\Delta f) u d x=0 .
\end{aligned}
$$

Let $f_{\text {max }}=\max _{x \in \bar{D}} f(x)$; then by (2.8),

$$
\begin{aligned}
j^{\prime \prime}(0) & =\int_{D}|\nabla u|^{2} d x-\varepsilon \int_{D} \phi^{\prime}(f) u^{2} d x \\
& \geqq \int_{D}|\nabla u|^{2} d x-\varepsilon \phi^{\prime}\left(f_{\max }\right) \int_{D} u^{2} d x \\
& \geqq\left(1-\varepsilon K^{2} \phi^{\prime}\left(f_{\max }\right)\right) \int_{D}|\nabla u|^{2} d x .
\end{aligned}
$$

Suppose $f$ satisfies $f_{\max } \rightarrow 0$ as $\varepsilon \rightarrow 0^{+}$. (Equilibrium solutions with this property do exist; see [5].) Then for all sufficiently small $\varepsilon$ we have $1-\varepsilon K^{2} \phi^{\prime}\left(f_{\max }\right)>0$, and hence $j^{\prime \prime}(0)>0$; i.e., $J$ is convex along rays emanating from $f$. This is a necessary condition for $f$ being a local minimum of $J$ in $H_{0}^{1}(D)$.

Nevertheless, as the following results show, there exists no potential well about any stationary solution of (An) for any $\varepsilon>0$ and any $n \geqq 2$.

Lemma 2.13. Let $\varepsilon>0$ be fixed, and let $f$ be an equilibrium solution of (An), $n \geqq 2$. Choose $x_{0} \in D$ such that $f\left(x_{0}\right)=f_{\max }$. Then for any $\delta>0$ we may find a ball $B_{M} \subseteq D$ with center $x_{0}$, and functions $\left\{w_{\lambda}: f_{\max }<\lambda \leqq M\right\} \subseteq C_{0}^{\infty}(D)$, such that $w_{\lambda}=\lambda-f$ on $B_{M}$ and $\int_{D}\left|\nabla w_{\lambda}\right|^{2} d x<\delta$ for all $f_{\max }<\lambda \leqq M$.

Proof. Let $B\left(x_{0}, a\right), B\left(x_{0}, b\right)$ denote concentric open balls in $\mathbb{R}^{n}$ with center $x_{0}$ and respective radii $0<a<b$. By Friedman [3, p. 9] there exists a $\zeta \in C^{\infty}\left(\mathbb{R}^{n}\right)$ such that $\zeta=1$ in $B\left(x_{0}, a\right), 0 \leqq \zeta \leqq 1$ in $B\left(x_{0}, b\right)-B\left(x_{0}, a\right)$, and $\zeta=0$ outside $B\left(x_{0}, b\right)$. The function $\zeta$ will be called a $C^{\infty}$ cutoff from $B\left(x_{0}, a\right)$ to $B\left(x_{0}, b\right)$. Note that for $0<\rho<1$, $\zeta_{\rho}(x) \equiv \zeta(x / \rho)$ is a $C^{\infty}$ cutoff from $B\left(x_{0}, a \rho\right)$ to $B\left(x_{0}, b \rho\right)$ satisfying $\left|\nabla \zeta_{\rho}(x)\right| \leqq K_{0} / \rho$ for all $x \in \mathbb{R}^{n}$, where $K_{0}>0$ depends on $a, b$, but is independent of $\rho$.

The proof for $n \geqq 3$ proceeds as follows. Choose $0<a<b$, and for each $f_{\max } \leqq \lambda \leqq$ $M$ and each $\rho>0$ define

$$
w_{\lambda, \rho}=\zeta_{\rho}(\lambda-f)
$$

Then for all $\rho$ sufficiently small $w_{\lambda, \rho} \in C_{0}^{\infty}(D)$, and $w_{\lambda, \rho}=\lambda-f$ on $B\left(x_{0}, a \rho\right)$. Now $f$ is nonnegative on $\bar{D}$ by the maximum principle, so for $f_{\max } \leqq \lambda \leqq M$

$$
\begin{aligned}
\int_{D}\left|\nabla w_{\lambda, \rho}\right|^{2} d x & =2 \int_{B\left(x_{0}, b \rho\right)}\left[\left|\nabla \zeta_{\rho}\right|^{2}|\lambda-f|^{2}+\left|\zeta_{\rho}\right|^{2}|\nabla f|^{2}\right] d x \\
& \leqq 2 V_{n}\left(K_{0}^{2} M^{2}+\rho^{2} \max _{\bar{D}}|\nabla f|^{2}\right) \rho^{n-2},
\end{aligned}
$$

where $V_{n}$ denotes the volume of the unit ball in $\mathbb{R}^{n}$. By taking $\rho=\rho_{0}>0$ sufficiently small, we may arrange that

$$
\int_{D}\left|\nabla w_{\lambda, \rho_{0}}\right|^{2} d x<\delta \quad \text { for all } f_{\max } \leqq \lambda \leqq M
$$

We may then take $B_{M}$ to be $B\left(x_{0}, a \rho_{0}\right)$, and $w_{\lambda}$ to be $w_{\lambda, \rho_{0}}$ for $f_{\max } \leqq \lambda \leqq M$.
When $n=2$, choose fixed $b>a>0$ so small that $B\left(x_{0}, b\right) \subseteq D$. Let $r=\left|x-x_{0}\right|$ denote the distance from $x_{0}$ to $x$ in $\mathbb{R}^{2}$. For $f_{\max }<\lambda \leqq M$, choose $B \equiv \lambda-f_{\max }>A>0$, and choose $0<2 \rho<a$. For $\alpha<0$ let

$$
C=\frac{B-A}{\rho^{\alpha}-b^{\alpha}}, \quad D=\frac{A \rho^{\alpha}-B b^{\alpha}}{\rho^{\alpha}-b^{\alpha}}
$$

so that $C \rho^{\alpha}+D=B$ and $C b^{\alpha}+D=A$. Let $\zeta$ denote a $C^{\infty}$ cutoff from $B\left(x_{0}, 1\right)$ to $B\left(x_{0}, 2\right)$, and define $\zeta_{\rho}(r)=\zeta(r / \rho)$. Let $\zeta_{a, b}$ be a $C^{\infty}$ cutoff from $B\left(x_{0}, a\right)$ to $B\left(x_{0}, b\right)$. For $f_{\text {max }}<\lambda \leqq M$ define

$$
w_{\lambda, \rho}(x)=\zeta_{a, b}(r)\left[\zeta_{\rho}(r)\left(\lambda-f(x)-C r^{\alpha}-D\right)+C r^{\alpha}+D\right] .
$$

Thus setting

$$
\begin{aligned}
& I_{1}=\int_{B\left(x_{0}, 2 \rho\right)}|\nabla f|^{2} d x, \\
& I_{2}=\int_{B\left(x_{0}, 2 \rho\right)-B\left(x_{0}, \rho\right)}\left|\nabla \zeta_{\rho}\right|^{2}\left|\lambda-f-C r^{\alpha}-D\right|^{2} d x, \\
& I_{3}=\int_{\rho}^{b}\left|\nabla\left(C r^{\alpha}\right)\right|^{2} r d r, \\
& I_{4}=\int_{a}^{b}\left|\nabla \zeta_{a, b}\right|^{2}\left|C r^{\alpha}+D\right|^{2} r d r,
\end{aligned}
$$

we may obtain that

$$
\int_{D}\left|\nabla w_{\lambda, \rho}\right|^{2} d x \leqq K_{1} \sum_{j=1}^{4} I_{j}
$$

for an absolute constant $K_{1}>0$.
Since $|\nabla f|$ is bounded on $B\left(x_{0}, b\right)$, we may choose a $\rho_{0}>0$ independent of $A, \alpha$, and $\lambda$ such that $I_{4}<\delta /\left(4 K_{1}\right)$ for all $0<\rho \leqq \rho_{0}$.

Using the facts that $C r^{\alpha}+D$ is positive and decreasing for $0<r \leqq b$, and that $\left|\nabla \zeta_{\rho}\right| \leqq K_{0} / \rho$ for some absolute constant $K_{0}>0$, we may show that

$$
\begin{aligned}
& I_{2} \leqq 6 \pi K_{0}^{2}\left[C^{2}\left(1-2^{\alpha}\right)^{2} \rho^{2 \alpha}+\underset{x \in \overline{B\left(x_{0}, 2 \rho\right)}}{\max }\left|f(x)-f_{\max }\right|^{2}\right], \\
& I_{3}=\frac{\alpha C^{2}}{2}\left(b^{2 \alpha}-\rho^{2 \alpha}\right), \quad I_{4} \leqq K_{2}\left[A^{2}+C^{2}\left(a^{\alpha}-b^{\alpha}\right)^{2}\right],
\end{aligned}
$$

for some positive absolute constant $K_{2}$. It is a simple matter to show that the expressions $C^{2}\left(1-2^{\alpha}\right)^{2} \rho^{2 \alpha},\left(\alpha C^{2} / 2\right)\left(b^{2 \alpha}-\rho^{2 \alpha}\right), C^{2}\left(a^{\alpha}-b^{\alpha}\right)^{2}$ can be made arbitrarily small independent of $\lambda, f_{\max }<\lambda \leqq M$, by taking $|\alpha|>0, \rho>0$ sufficiently small. Hence by choosing $A=A_{0}, \rho=\rho_{1}<\rho_{0}, \alpha=\alpha_{0}$ all sufficiently close to zero, we may arrange that $I_{j}<\delta / 4 K_{1}$ for $1 \leqq j \leqq 4$ for all $f_{\max }<\lambda \leqq M$. Set $B_{M}=B\left(x_{0}, \rho_{1}\right)$, and $w_{\lambda}=w_{\lambda, \rho_{1}}$ with $A=A_{0}, \alpha=\alpha_{0}$. Then $\int_{D}\left|\nabla w_{\lambda}\right|^{2} d x<\delta$ for all $f_{\max }<\lambda \leqq M$.

In particular, for any $\varepsilon>0, n \geqq 2$, there are functions $\nu_{M}=w_{M}+f$ with essential supremum equal to $M$ in any neighborhood of $f$ in $H_{0}^{1}(D)$.

Lemma 2.14. Let $y(t)$ denote the solution of the ordinary initial boundary value problem

$$
\begin{array}{ll}
\ddot{y}=\varepsilon \phi(y) & t>0, \\
y(0)=y_{0}, & \dot{y}(0)=0, \tag{2.15}
\end{array}
$$

where $y_{0}<M$. Then there is a finite $T_{q}>0$ such that $\lim _{t \rightarrow T_{q}^{-}} y(t)=M$, i.e., $y$ quenches in finite time. As $y_{0} \rightarrow M^{-}, T_{q} \rightarrow 0^{+}$.

Proof. The uniform Lipschitz continuity of $\phi$ on intervals of the form ( $-\infty, M-\delta]$, $\delta>0$, guarantees that (2.15) has a unique local $C^{2}$ solution $y(t)$ that can be continued as long as $y(t)<M$. On the existence interval $\left[0, T_{q}\right)$ for $y, \ddot{y}>0$ and hence $\dot{y}(t)$ is
strictly increasing in $t$. Since $\dot{y}(0)=0, \dot{y}(t)>0$ and hence $y(t)>y_{0}$ for $0<t<T_{q}$. Since $\phi$ is strictly increasing,

$$
\ddot{y}(t)>\varepsilon \phi\left(y_{0}\right),
$$

so that

$$
y(t)-y_{0}>\varepsilon \phi\left(y_{0}\right) t^{2},
$$

for $0 \leqq t<T_{q}$. Hence

$$
\sqrt{\left(M-y_{0}\right) / \varepsilon \phi\left(y_{0}\right)}>T_{q} .
$$

Clearly, $T_{q} \rightarrow 0^{+}$as $y_{0} \rightarrow M^{-}$.
Theorem 2.16. Let $\varepsilon, \delta, T_{0}$ be any fixed positive numbers, and let $k$ be any nonnegative integer. Let $f \in C^{k}(\bar{D})$ be an equilibrium solution of (An) with $n \geqq 2$. Then there exists $u_{0} \in C^{k}(\bar{D})$ with $u_{0}=0$ on $\partial D$, $\max _{\bar{D}} u_{0}<M$, and $\int_{D}\left|\nabla\left(u_{0}-f\right)\right|^{2} d x<\delta$, such that the solution $u$ of problem (An) with $v_{0}=0$ quenches in finite time $T \leqq T_{0}$.

Proof. Let $w_{\lambda} \in C_{0}^{\infty}(\bar{D})$ be the functions satisfying $w_{\lambda}=\lambda-f$ on $B_{M}, \int_{D}\left|\nabla w_{\lambda}\right|^{2} d x<$ $\delta$ for all $f_{\max }<\lambda \leqq M$, whose existence is guaranteed by Lemma 2.13. Let $\rho>0$ denote the radius of $B_{M}$. By Lemma 2.14, we may choose $y_{0}<M$ so close to $M$ that the solution $y=y\left(t, y_{0}\right)$ of (2.15) quenches in time $T_{q} \leqq \min \left\{T_{0}, \rho\right\}$.

Define $u_{0}=w_{y_{0}}+f$; then $u_{0} \in C^{k}(\bar{D}), u_{0}=0$ on $\partial D, u_{0}=y_{0}$ on $B_{M}$, and $\int_{D}\left|\nabla\left(u_{0}-f\right)\right|^{2} d x<\delta$. If $u$ denotes the solution of problem (An) with this $u_{0}$ and with $v_{0}=0$, we have

$$
u(x, t)=y\left(t, y_{0}\right)
$$

for all $(x, t)$ in the retrograde characteristic cone with vertex $\left(x_{0}, \rho\right)$ and base $B_{M} \times\{0\}$. Hence $u$ must quench in time $T \leqq T_{q}$.

The idea of comparing solutions inside retrograde characteristic cones in the half-space $t \geqq 0$ was used by Keller [6] to show pointwise blowup in finite time of solutions of $u_{t t}=c^{2} \Delta_{n} u+f(u)$ for certain $f \in C^{2}(\mathbb{R})$.

Suppose $u$ is a continuous solution of (An) with sufficient regularity to satisfy energy equality (2.12) (or the inequality $E(t) \leqq E(0)$ ) for all $t$ in its existence interval. Define

$$
u_{\max }^{+}=u_{\max }^{+}(t) \equiv \max _{x \in \bar{D}}(u(x, t), 0), \quad \gamma=\gamma(t) \equiv\left(u_{\max }^{+}\right)^{-2} \int_{D}|\nabla u|^{2} d x .
$$

Then

$$
\begin{equation*}
\gamma \leqq 2\left(u_{\max }^{+}\right)^{-2}\left[E(0)+\varepsilon \mu(D) \Phi\left(u_{\max }^{+}\right)\right] \equiv g\left(u_{\max }^{+}\right), \tag{2.17}
\end{equation*}
$$

where $\mu(D)$ denotes the $n$-dimensional Lebesgue measure of $D$.
When $E(0) \geqq 0, g(s)$ achieves a positive absolute minimum $g_{m}=g\left(s_{0}\right)$ on the interval ( $0, M$ ]. Note that $g(M / 2)$, and hence $g_{m}$ itself, can be made arbitrarily small by taking both $\varepsilon>0$ and $E(0) \geqq 0$ sufficiently small.

If $u$ satisfies an a priori inequality of the form

$$
\begin{equation*}
\gamma(t) \geqq g_{m}, \quad t \geqq 0 \tag{2.18}
\end{equation*}
$$

and begins in the region $R$ depicted in Fig. 1 (i.e., with $u_{0, \max }^{+}<s_{0}$ ), then $u_{\max }^{+}$remains bounded away from $M$ for all time, and $u$ will be a global solution of (An).

When $n=1$ we have $\gamma(t) \geqq 4$ for all $t \geqq 0$ by (1.1), and these observations underlie the proof of the result (b) of $[2, \S 1]$.


Fig. 1. An invariant region for solutions of (An) satisfying (2.18).
3. Numerical results. A simple explicit finite-difference scheme was used to approximate solutions $u=u(r, t)$ of
(Rn)

$$
\begin{align*}
& u_{t t}=u_{r r}+\frac{n-1}{r} u_{r}+\varepsilon \phi(u), \quad 0<r<1, \quad 0<t<T  \tag{3.1}\\
& u_{r}(0, t)=u(1, t)=0, \quad 0<t<T  \tag{3.2}\\
& u(r, 0)=u_{0}(r), \quad u_{t}(r, 0)=v_{0}(r), \quad 0<r<1 \tag{3.3}
\end{align*}
$$

which are radial solutions of (An) when $r=|x|$ and $D$ is the unit ball centered at the origin in $\mathbb{R}^{n}$.

The difference scheme used is adapted from John [4, pp. 172-174]. Divide the interval $[0,1]$ into $N$ subintervals of equal length $h=1 / N$, and let $k$ denote the stepsize in time, with

$$
\begin{equation*}
\lambda \equiv \frac{k}{h} \leqq 1 . \tag{3.4}
\end{equation*}
$$

For $1 \leqq i \leqq N+1, j \geqq 0, w=w(r, t)$ define

$$
w_{i j}=w((i-1) h, j k) .
$$

Let $\delta_{t}$ denote the divided difference operator

$$
\delta_{t} w_{i j}=\frac{1}{k}\left[w_{i, j+1}-\frac{1}{2}\left(w_{i+1, j}+w_{i-1, j}\right)\right],
$$

with space averaging in the lower step; and let $\delta_{r}$ denote the central divided difference operator

$$
\delta_{r} w_{i j}=\frac{1}{2 h}\left[w_{i+1, j}-w_{i-1, j}\right] .
$$

For $2 \leqq i \leqq N-1$ and $j \geqq 0$, (3.1) was replaced by the difference equation

$$
\begin{equation*}
\delta_{t}^{2} w_{i j}=\delta_{r}^{2} w_{i j}+\frac{n-1}{(i-1) h} \delta_{r} w_{i j}+\varepsilon \phi\left(w_{i j}\right) \tag{3.5}
\end{equation*}
$$

Values $w_{0, j}, w_{-1, j}, \cdots$ were interpreted by extending $w$ as an even function of $r$ through $r=0$. For $i=1$, (3.1) was replaced by

$$
\begin{equation*}
\delta_{t}^{2} w_{1 j}=n \delta_{r}^{2} w_{1 j}+\varepsilon \phi\left(w_{1 j}\right) . \tag{3.6}
\end{equation*}
$$

For $i=N$, backward differences in $r$ were used, and space averaging was abandoned wherever necessary to avoid going past $r=1$. A Taylor series approximation was used to obtain the values $w_{i 1}$.

The difference scheme is stable, consistent, and convergent when applied to the pure initial boundary value problem obtained by linearizing (3.1) about a stationary solution $f$. Grave difficulties are encountered, however, in attempts to prove consistency and convergence for (3.4)-(3.6), due to the boundary conditions and the presence of the nonlinearity $\phi$. In particular, we are unable to derive useful upper bounds for higher difference quotients of $w$. This is analogous to the difficulties encountered with the abstract approach to the differential problem in § 2 . Therefore for the numerical tests the following checks and safeguards were implemented.
(a) The Courant-Friedrichs-Lewy condition (3.4), a necessary condition for stability, was ensured to be satisfied by taking $\lambda=\frac{1}{4}$ in all tests;
(b) Stationary solutions $f$ of ( Rn ) were approximated by the shooting method using the classical fourth-order Runge-Kutta method. The difference scheme (3.4)-(3.6) was then applied with $u_{0}=f, v_{0}=0$ as a check of the computer code. Since the

Table 1
Values of $\varepsilon_{n}, \varepsilon_{*}$ for $\phi(u)=(1-u)^{-1}$.

| $n$ | $\varepsilon_{n}$ | $\varepsilon_{*}$ |
| :---: | :---: | :---: |
| 1 | 0.341 | 0.383 |
| 2 | 1.017 | 1.309 |
| 3 | 1.520 | 2.139 |
| 7 | 2.563 | 6.000 |



FIG. 2. A solution of (3.5), (3.6) with $\varepsilon>\varepsilon_{n}$.


Fig. 3. A solution of (3.5), (3.6) with $\varepsilon<\varepsilon_{n}$.
approximate stationary solutions are not exact, these checks (as well as checks with $v_{0}=0, u_{0}=$ small perturbation of $f$ ) served as empirical evidence of the scheme's stability;
(c) The convergence of the scheme (3.5), (3.6) was checked empirically for several examples by letting $h, k \rightarrow 0$ while keeping $\lambda=\frac{1}{4}$; and
(d) The difference scheme satisfies an energy inequality related to (2.12). Care was taken so that the total energy of the difference approximation remained nearly constant.

Double-precision arithmetic was used for all computations. The experiments were performed on a National Advanced Systems AS/9160 computer with MVS/SP operating system.

To isolate the effects of the term $\varepsilon \phi(u)$, solutions of (3.5), (3.6) with $u_{0}=v_{0}=0$ were computed in dimensions $n=2,3$, and 7 . The behavior of such solutions agrees qualitatively with behavior reported in [2] for solutions in the case $n=1$. In particular, in each dimension $n$ considered there appears to be an $\varepsilon_{n}>0$ such that solutions
quench in finite time when $\varepsilon>\varepsilon_{n}$ and do not quench (even in infinite time) when $\varepsilon<\varepsilon_{n}$. For $\varepsilon<\varepsilon_{n}$ the solution displays a sequence of relative maxima that occur along the line $r=0, t>0$; the first such relative maximum appears to be an absolute maximum which approaches 1 from below as $\varepsilon$ approaches $\varepsilon_{n}$ from below.

Table 1 lists values of $\varepsilon_{n}$ obtained when $\phi(u)=(1-u)^{-1}$; the value of $\varepsilon_{1}$ is taken from [2].

Figures 2 and 3 contrast the behavior of a solution $w$ of (3.5), (3.6) for values of $\varepsilon$, respectively, greater than and less than $\varepsilon_{n}$. Figures 2 and 3 were generated using $\phi(u)=(1-u)^{-1}, n=2$, and $h=1 / 200$. In Fig. 2, $\varepsilon=1.5>\varepsilon_{2}$, and the solution quenches in time $T=1.01$, while in Fig. $3, \varepsilon=0.9<\varepsilon_{2}$, and the solution is displayed for $0 \leqq t \leqq 8$.

The stability of the solution $f$ of the stationary problem

$$
\begin{gather*}
f(r)+\frac{n-1}{r} f^{\prime}(r)+\varepsilon \phi(f(r))=0, \quad 0<r<1,  \tag{3.7}\\
f^{\prime}(0)=f(1)=0, \tag{3.8}
\end{gather*}
$$

satisfying $f_{\text {max }} \rightarrow 0^{+}$as $\varepsilon \rightarrow 0^{+}$, was also investigated. Care must be taken in computing $f$, since solutions of (3.7), (3.8), are not always unique. Indeed, in [5], Joseph and Lundgren show that for $\phi(u)=(1+\alpha u)^{\beta}$ with $\alpha, \beta<0, \tau=1 /(\beta-1), \bar{\varepsilon}=$ $(\tau / \alpha)(n-2-\tau)$, and $f(\beta)=2 \beta \tau+2(2 \beta \tau)^{1 / 2}$ :
(a) There is an $\varepsilon_{*}>0$ such that positive solutions of (3.7), (3.8) do not exist when $\varepsilon>\varepsilon_{*}$;
(b) For $3 \leqq n<2+f(\beta)$ and $\varepsilon_{*}>\bar{\varepsilon}$, there is a large but finite number of positive solutions when $\varepsilon<\bar{\varepsilon}$ is close to $\bar{\varepsilon}$, and a countably infinite number of solutions when $\varepsilon=\bar{\varepsilon}$; and
(c) For $n \geqq 2+f(\beta)$ and $\bar{\varepsilon}=\varepsilon_{*}$, there is exactly one positive solution when $\varepsilon<\varepsilon_{*}$. See Table 1 for values of $\varepsilon_{*}$ when $\phi(u)=(1-u)^{-1}$ and $n=1,2,3,7$.

Bifurcation diagrams plotting $\varepsilon$ as a function of $f_{\max }$ were generated using the procedure described in [5]. We then checked that the shooting method converged to the stationary solution with smallest $f_{\text {max }}$. Figure 4 contains bifurcation diagrams for $n=2,3,9$ when $\alpha=-1, \beta=-3$.


FIG. 4. Bifurcation diagram for positive solutions of (3.7), (3.8) when $\phi(u)=(1-u)^{-3}$.

Perturbations $p$ of $f$ used as initial data $u_{0}$ were of the form $p=\nu f$ for $1<\nu<1 / f_{\text {max }}$ or of the form

$$
p(r)= \begin{cases}\nu, & 0 \leqq r \leqq r_{0} \\ f(r), & r_{1} \leqq r \leqq 1\end{cases}
$$

where $0<r_{0}<r_{1}<1, f_{\max }<\nu<1$, and $p$ is defined on $r_{0} \leqq r \leqq r_{1}$ to be strictly decreasing and $C^{2}$ on $[0,1]$. Numerical experiments with initial data $u_{0}=p, v_{0}=0$ indicate that whenever $p$ is sufficiently close to $f$ in sup-norm, the a priori inequality (2.18) is


Fig. 5. Quenching trajectory for $\gamma$ when $\lambda=0.5, E(0)=2.0$.


Fig. 6. Nonquenching trajectory for $\gamma$ when $\nu=0.5, E(0)=0$.
satisfied for all time by solutions of (3.5)-(3.8). Figures 5 and 6 contrast the trajectories of $\gamma(t)$ in quenching and nonquenching cases. Figures 5 and 6 were generated with $n=3, \phi(u)=(1-u)^{-1}, u_{0}=\nu f, v_{0}(r)=\mu\left(1-r^{2}\right)$, where $\mu$ was chosen so that $E(0) \geqq 0$, $\varepsilon=0.5, h=1 / 100$.
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# ISOPERIMETRIC INEQUALITIES FOR THE STEFAN PROBLEM* 

B. GUSTAFSSON $\dagger$ AND J. MOSSINO $\ddagger$


#### Abstract

The weak solution $(\theta, h)$ of the Stefan problem in some annular domain $\omega \times(0, T)$ is compared with the weak solution $(\Theta, H)$ of the "symmetrized" problem, in $\Omega \times(0, T)$, where $\Omega$ is a symmetrical annulus having the same measure as $\omega$. For the one-phase Stefan problem- $\theta \geqq 0, h \in(-\alpha, 0)$ when $\theta=0$ it is shown in particular that the "volume of ice" (meas $\{h(t)=-\alpha\}$ ) remains greatest in spherical symmetry (with initial data decreasing along the radii).


Résumé. Cet article compare la solution faible $(\theta, h)$ du problème de Stefan dans un domaine $\omega \times(0, T)$ (où $\omega$ est une couronne) avec celle du problème "symétrisé" $(\Theta, H)$ dans $\Omega \times(0, T)$, où $\Omega$ est une couronne symétrique de même mesure que $\omega$. Pour le problème de Stefan à une phase- $\theta \geqq 0, h \in(-\alpha, 0)$ là où $\theta=0$-on voit en particulier que le "volume de glace" (mes $\{h(t)=-\alpha\}$ ) est maximum en symétrie de révolution (avec donnée initiale décroissante le long du rayon).

Key words. one-phase Stefan problem, two-phase Stefan problem, solid phase-liquid phase, regularized problem, symmetrized problem, decreasing rearrangement, equimeasurable functions, isoperimetric inequalities
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1. Introduction. We consider the Stefan problem in its simplest form and in an annular space geometry: find a pair $(\theta, h)$ of functions defined in $q=\omega \times(0, T)$ such that, in some weak sense,

$$
\begin{align*}
& \frac{\partial h}{\partial t}-\Delta \theta=0 \quad \text { in } q, \\
& \theta=g \quad \text { on } \sigma=\partial \omega \times(0, T),  \tag{1.1}\\
& \left.h\right|_{t=0}=h_{0}, \\
& h \in a(\theta) \quad \text { a.e. in } q .
\end{align*}
$$

Here we have the following:

- $\omega=\omega_{0} \backslash \bar{\omega}_{1}$, where $\omega_{0}, \omega_{1}$ are bounded domains in $\mathbb{R}^{N}(N \geqq 2)$ with smooth boundaries $\gamma_{0}=\partial \omega_{0}$ and $\gamma_{1}=\partial \omega_{1}$, and satisfying $\bar{\omega}_{1} \subset \omega_{0}$.
- $g$ is constant on each of $\sigma_{0}=\gamma_{0} \times(0, T)$ and $\sigma_{1}=\gamma_{1} \times(0, T)$, let us say

$$
g= \begin{cases}0 & \text { on } \sigma_{0}, \\ 1 & \text { on } \sigma_{1} .\end{cases}
$$

- $a$ is a strictly monotone graph in $\mathbb{R}^{2}$ (regarded as a map from $\mathbb{R}$ into subsets of $\mathbb{R}$ ). The typical form of $a$ for the Stefan problem is

$$
a(\theta)= \begin{cases}\alpha_{0}(\theta-\lambda)-\alpha & \text { for } \theta<\lambda,  \tag{1.2}\\ {[-\alpha, 0]} & \text { for } \theta=\lambda, \\ \alpha_{1}(\theta-\lambda) & \text { for } \theta>\lambda,\end{cases}
$$

where $\alpha, \alpha_{0}, \alpha_{1}$ are positive constants, $\lambda \in[0,1]$. However, our main results are valid for an arbitrary maximal monotone graph $a$ such that $a([0,1])$ is bounded, and such that the inverse graph $b=a^{-1}$ is a Lipschitz continuous function on $a([0,1])$.

[^77]- $h_{0} \in L^{\infty}(\omega)$ and satisfies an extra condition (see (1.6), (1.7) below), which essentially means that $\theta_{0}=b\left(h_{0}\right)$ belongs to $H^{1}(\omega)$ and satisfies $0 \leqq \theta_{0} \leqq 1$.

The physical interpretation of (1.1) when $a$ is of the form (1.2) is that $\theta$ is the temperature and $h$ the enthalpy of some matter that undergoes a phase change (solid-liquid) at temperature $\lambda$. The number $\alpha$ is proportional to the latent heat for the phase change, and $\alpha_{0}$ and $\alpha_{1}$ are proportional to the heat capacities of the solid and liquid states, respectively ( $\alpha, \alpha_{0}, \alpha_{1}$ are also inversely proportional to the thermal conductivity coefficients). With more general $a$ (often single-valued), there are many other interpretations of (1.1) (e.g., porous medium equation).

Our boundary and initial data, $g$ and $h_{0}$ above, are such that the solution $(\theta, h)$ of (1.1), by the maximum principle, will satisfy $0 \leqq \theta \leqq 1$ in all $q$. In the case of (1.2) with $\lambda=0$, the temperature in the solid phase (the latter generally defined as the region where $h \leqq-\alpha(h=-\alpha$ in this case)) therefore must be constantly equal to zero. Similarly, in the case $\lambda=1$, the temperature in the liquid phase $\{h \geqq 0\}$ ( $h=0$ in this case) is constantly equal to 1 . Thus, for these extreme cases, in practice we have a one-phase Stefan problem, while for $0<\lambda<1$, the problem really is a two-phase problem.

One standard way of making (1.1) precise is to say that $(\theta, h)$ is a weak solution of (1.1) if

$$
\theta \in L^{\infty}(q), \quad h \in L^{\infty}(q), \quad h \in a(\theta) \quad \text { a.e. in } q,
$$

$$
\begin{equation*}
\iint_{q}\left(h \frac{\partial \varphi}{\partial t}+\theta \Delta \varphi\right) d x d t=\int_{0}^{T} \int_{\gamma} g \frac{\partial \varphi}{\partial \nu} d \gamma d t-\int_{\omega} h_{0}(x) \varphi(x, 0) d x \tag{1.3}
\end{equation*}
$$

for every "test function" $\varphi \in \mathscr{C}^{1}(\bar{q})$ satisfying $\left(\partial^{2} \varphi / \partial x_{i} \partial x_{j}\right) \in \mathscr{C}(\bar{q})$ and $\varphi=0$ on $\sigma \cup$ ( $\omega \times\{T\}$ ) (see, e.g., [3] or [4]).

Existence and uniqueness of weak solutions can be proved in several different ways. One method, developed by Oleinik [9] (in one space dimension) and Friedman [3] (see also [4]) is to obtain the weak solution as a limit as $\varepsilon \rightarrow 0(\varepsilon>0)$ of the classical solutions ( $\theta_{\varepsilon}, \boldsymbol{h}_{\varepsilon}$ ) of some regularized problems

$$
\begin{align*}
& \frac{\partial h_{\varepsilon}}{\partial t}-\Delta \theta_{\varepsilon}=0 \text { in } q \\
& \theta_{\varepsilon}=g \quad \text { on } \sigma,  \tag{1.1}\\
& h_{\left.\varepsilon\right|_{l=0}=h_{\varepsilon_{0}}} \\
& h_{\varepsilon}=a_{\varepsilon}\left(\theta_{\varepsilon}\right) \quad \text { in } q .
\end{align*}
$$

Here $a_{\varepsilon}($ from $[0,1]$ to $a([0,1])$ ) are single-valued smooth functions with

$$
\begin{equation*}
a_{\varepsilon}^{\prime} \geqq \delta>0 \quad(\delta \text { independent of } \varepsilon) \tag{1.4}
\end{equation*}
$$

such that $a_{\varepsilon} \rightarrow a$ as $\varepsilon \rightarrow 0$, in the sense that

$$
\begin{equation*}
b_{\varepsilon}=a_{\varepsilon}^{-1}(\text { from } a([0,1]) \text { to }[0,1]) \text { converges uniformly to } b=a^{-1} . \tag{1.5}
\end{equation*}
$$

Moreover, $\boldsymbol{h}_{\varepsilon_{0}}$ are smooth functions such that

$$
\begin{equation*}
h_{\varepsilon_{0}} \rightarrow h_{0} \quad \text { in } L^{1}(\omega), \tag{1.6}
\end{equation*}
$$

and that, in terms of $\theta_{\varepsilon_{0}}=b_{\varepsilon}\left(h_{\varepsilon_{0}}\right)$,

$$
0 \leqq \theta_{\varepsilon_{0}} \leqq 1 \quad \text { in } \omega,\left.\quad \theta_{\varepsilon_{0}}\right|_{\partial \omega}=g,
$$

$$
\begin{equation*}
\int_{\omega}\left|\nabla \theta_{\varepsilon_{0}}\right|^{2} d x \text { is bounded independently of } \varepsilon \text { as } \varepsilon \rightarrow 0 \tag{1.7}
\end{equation*}
$$

In this paper, our aim is to give isoperimetric inequalities for the Stefan problem (1.1). They are not standard, since the problem is multivalued, and the domain is doubly connected. The principal one of them, (2.1) below (from which some other inequalities follow as corollaries), is obtained by passing to the limit in the corresponding inequality $(2.1)_{\varepsilon}$ for $(1.1)_{\varepsilon}$. The proof of $(2.1)_{\varepsilon}$ is a direct parabolic one that relies on the techniques developed in [8] for linear parabolic problems. Some of our corollaries confirm the intuitive idea that, among all domains $\omega=\omega_{0} \backslash \bar{\omega}_{1}$, with $\omega_{0}$, $\omega_{1}$, of given measures (volumes), and all equimeasurable initial data $h_{0}$, the solid "melts slowest" in the symmetrized domain, with symmetrized $h_{0}\left(H_{0}=\mathbf{H}_{0}=h_{0}\right)$. These results were announced in a previous note [5].

One drawback of our method is that it seems to require constant boundary values for $\theta$ (on each component of the boundary), and initial data guaranteeing that $0 \leqq \theta \leqq 1$ holds throughout $q$ (where 0 and 1 are the constant boundary values for $\theta$ ).

Isoperimetric inequalities for a problem similar to $(1.1)_{\varepsilon}$ have been obtained earlier by Vazquez [10], in the case $\omega=\mathbb{R}^{N}$, by an elliptic approach (and using semigroup theory). This approach does not seem to work in our geometry.
2. Statements of results. Our isoperimetric inequalities are inequalities between certain quantities for the problems (1.1) and (1.1) , and the corresponding quantities for certain "symmetrized problems" $\left((\widetilde{1.1})\right.$ and $(\widetilde{1.1})_{\varepsilon}$ below). Before describing these symmetrized problems, we must introduce some general notation:

- $\sigma_{N}$ denotes the volume of the unit ball in $\mathbb{R}^{N}$.
- $|E|$ denotes the volume ( $N$-dimensional Lebesgue measure) of a measurable set $E$ in $\mathbb{R}^{N}$ (also: $|x|=\left(x_{1}^{2}+\cdots+x_{N}^{2}\right)^{1 / 2}$ if $x \in \mathbb{R}^{N}$ ).
- $f_{+}=\max \{f, 0\}, f_{-}=\max \{-f, 0\}$.
- With $\omega=\omega_{0} \backslash \bar{\omega}_{1}$ as in $\S 1, \Omega_{j}(j=0,1)$ denotes the open balls in $\mathbb{R}^{N}$ centered at the origin and having the same volumes as $\omega_{j}$. Thus $\bar{\Omega}_{1} \subset \Omega_{0}$. We also set $\Omega=\Omega_{0} \backslash \bar{\Omega}_{1}$, $Q=\Omega \times(0, T), \Gamma_{j}=\partial \Omega_{j}$. In general, when a lowercase letter is used for a certain quantity in the original problem, the corresponding capital letter will be used for the same quantity in the symmetrized problem.
- If $f$ is a measurable function defined in $\omega, f_{*}$ denotes the decreasing rearrangement of $f$ :

$$
f_{*}(s)=\operatorname{Inf}\{\xi \in \mathbb{R}:|x: f(x)>\xi| \leqq s\}
$$

defined for $s \in \bar{\omega}_{*}=[0,|\omega|]\left(\omega_{*}=(0,|\omega|)\right)$, while $\mathbf{f}$ denotes the rearrangement of $f$, defined in $\Omega$, that decreases along radii:

$$
\mathbf{f}(x)=f_{*}\left(\sigma_{N}|x|^{N}-m_{1}\right)
$$

where $m_{1}=\left|\omega_{1}\right|, x \in \Omega$. If $f$ is defined in $q$, we consider its rearrangements with respect to the space variable: $f_{*}(s, t)=(f(\cdot, t))_{*}(s), \mathbf{f}(x, t)=f_{*}\left(\sigma_{N}|x|^{N}-m_{1}, t\right)$.

Now, the symmetrized problem corresponding to (1.1) is

$$
\begin{align*}
& \frac{\partial H}{\partial t}-\Delta \Theta=0 \quad \text { in } Q \\
& \Theta=G \text { on } \Sigma=\partial \Omega \times(0, T),  \tag{1.1}\\
& \left.H\right|_{t=0}=\mathbf{h}_{0}, \\
& H \in a(\Theta) \quad \text { a.e. in } Q
\end{align*}
$$

where

$$
G= \begin{cases}0 & \text { on } \Sigma_{0}=\Gamma_{0} \times(0, T)=\partial \Omega_{0} \times(0, T), \\ 1 & \text { on } \Sigma_{1}=\Gamma_{1} \times(0, T)=\partial \Omega_{1} \times(0, T)\end{cases}
$$

The problem corresponding to $(1.1)_{\varepsilon}$ is
$(\widetilde{1.1})_{\varepsilon}$

$$
\begin{aligned}
& \frac{\partial H_{\varepsilon}}{\partial t}-\Delta \Theta_{\varepsilon}=0 \text { in } Q, \\
& \Theta_{\varepsilon}=G \text { on } \Sigma, \\
& \left.H_{\varepsilon}\right|_{t=0}=\mathbf{h}_{\varepsilon_{0}}, \\
& H_{\varepsilon}=a_{\varepsilon}\left(\Theta_{\varepsilon}\right) \text { in } Q .
\end{aligned}
$$

Our main technical tool is the following result.
Theorem 1. For classical solutions of (1.1) $\varepsilon_{\varepsilon}$ and $(\widetilde{1.1})_{\varepsilon}$, we have the comparison

$$
\begin{equation*}
\int_{0}^{s} h_{\varepsilon_{*}}(\sigma, t) d \sigma-\int_{0}^{t} \int_{\gamma_{1}} \frac{\partial \theta_{\varepsilon}}{\partial \nu} d \gamma d \tau \leqq \int_{0}^{s} H_{\varepsilon_{*}}(\sigma, t) d \sigma-\int_{0}^{t} \int_{\Gamma_{1}} \frac{\partial \Theta_{\varepsilon}}{\partial \nu} d \gamma d \tau \tag{2.1}
\end{equation*}
$$

for every $(s, t)$ in $\bar{q}_{*}=\bar{\omega}_{*} \times[0, T]=[0,|\omega|] \times[0, T]\left(=\bar{Q}_{*}\right)$. Here $\partial / \partial \nu$ denotes the outward normal derivative, and $d \gamma$ the $(N-1)$-dimensional Lebesgue measure of $\partial \omega$ and $\partial \Omega$.

Similarly, for weak solutions of (1.1) and (1.1) (see (1.3)),

$$
\begin{equation*}
\int_{0}^{s} h_{*}(\sigma, t) d \sigma-\int_{0}^{t} \int_{\gamma_{1}} \frac{\partial \theta}{\partial \nu} d \gamma d \tau \leqq \int_{0}^{s} H_{*}(\sigma, t) d \sigma-\int_{0}^{t} \int_{\Gamma_{1}} \frac{\partial \Theta}{\partial \nu} d \gamma d \tau \tag{2.1}
\end{equation*}
$$

for almost every $t \in(0, T)$ and every $s \in \bar{\omega}_{*}$.
Remarks. (1) In (2.1), the terms involving $\partial \theta / \partial \nu$ and $\partial \Theta / \partial \nu$ must be interpreted in a weak sense (see (4.10) below) because we are not guaranteed enough regularity for $\partial \theta / \partial \nu$ and $\partial \Theta / \partial \nu$ to make classical sense.
(2) Some isoperimetric inequalities involving a rearrangement and a "capacity term" (such as $\int_{\gamma_{1}}(\partial \theta / \partial \nu) d \gamma$ in (2.1)) have been previously obtained for elliptic problems in doubly connected domains, with boundary conditions 0 and 1 (respectively) on the two components of the boundary (see [7, p. 62] and [2, p. 168]).

The proof of Theorem 1 appears in §§ 3 and 4 . We now give some other isoperimetric inequalities that have more physical significance and therefore can be viewed as the main results of the paper. They are all simple consequences of Theorem 1 , and are proved in § 5 .

If the solutions $(\theta, h)$ and $(\Theta, H)$ are "good enough," this meaning in particular that the sets $\left\{x \in \omega: h(x, \tau)>h_{*}(s, \tau)\right\}$ and $\left\{x \in \Omega: H(x, \tau)>H_{*}(s, \tau)\right\}$ have regular boundaries (in $\omega$ and $\Omega$ ): $\gamma(s, \tau)=\left\{x \in \omega: h(x, \tau)=h_{*}(s, \tau)\right\} \quad$ and $\Gamma(s, t)=$ $\left\{x \in \Omega: H(x, \tau)=H_{*}(s, \tau)\right\}$ for almost every $\tau \in(0, t)$, then (2.1) can also be written:

$$
\begin{equation*}
-\int_{0}^{t} \int_{\gamma(s, \tau)} \frac{\partial \theta}{\partial \nu} d \gamma d \tau \geqq-\int_{0}^{t} \int_{\Gamma(s, \tau)} \frac{\partial \theta}{\partial \nu} d \gamma d \tau \tag{2.2}
\end{equation*}
$$

(the normal derivatives being directed outward from the sets mentioned above). The members of (2.2) are nonnegative and have the physical interpretation of being the total heat flows during the time interval $(0, t)$ from the warmest parts of volume $s$ of $\omega$ and $\Omega$, respectively, into the complementary colder parts. Note that these parts of $\omega$ and $\Omega$ change continuously with time.

In the particular cases $s=0$ and $s=|\omega|$, (2.1) reduces to

$$
\begin{align*}
& \int_{0}^{t} \int_{\gamma_{1}} \frac{\partial \theta}{\partial \nu} d \gamma d \tau \geqq \int_{0}^{t} \int_{\Gamma_{1}} \frac{\partial \Theta}{\partial \nu} d \gamma d \tau \quad(\geqq 0),  \tag{2.3}\\
&- \int_{0}^{t} \int_{\gamma_{0}} \frac{\partial \theta}{\partial \nu} d \gamma d \tau \geqq-\int_{0}^{t} \int_{\Gamma_{0}} \frac{\partial \Theta}{\partial \nu} d \gamma d \tau \quad(\geqq 0) \tag{2.4}
\end{align*}
$$

for almost every $t \in(0, T)$. (Equation (2.1) $)_{\varepsilon}$ reduces similarly.)

Another consequence of (2.1) is that, for any measurable set $E(t) \subset \omega$, with $|E(t)|=s$,

$$
\begin{align*}
& \int_{0}^{t} \int_{\gamma_{1}} \frac{\partial \theta}{\partial \nu} d \gamma d \tau-\int_{E(t)} h(x, t) d x \\
& \quad \geqq \int_{0}^{t} \int_{\Gamma_{1}} \frac{\partial \Theta}{\partial \nu} d \gamma d \tau-\int_{m_{1}<\sigma_{N}|x|^{N}<m_{1}+s} H(x, t) d x . \tag{2.5}
\end{align*}
$$

In the case of a one-phase problem, let us say with $\lambda=0$, the quantity

$$
\begin{equation*}
t^{\prime}=\sup \left\{t \in[0, T]: \int_{0}^{\tau} \int_{\gamma_{0}} \frac{\partial \theta}{\partial \nu} d \gamma d \tau^{\prime}=0, \text { a.e. } \tau \in(0, t)\right\} \tag{2.6}
\end{equation*}
$$

can be interpreted as the first instant at which the liquid phase reaches $\gamma_{0}$ (when $\lambda>0$, $t^{\prime}=0$ ). With the similar definition for the symmetrized problem, $T^{\prime}$ also appears to be the time at which all the solid has melted.

We then obtain, for weak solutions of (1.1) and ( $\widetilde{1.1}$ ), some noteworthy comparisons.

Theorem 2. With the above definitions

$$
\begin{align*}
t^{\prime} & \leqq T^{\prime},  \tag{2.7}\\
\int_{s}^{|\omega|} h_{*}(\sigma, t) d \sigma & \geqq \int_{s}^{|\omega|} H_{*}(\sigma, t) d \sigma \tag{2.8}
\end{align*}
$$

for almost every $t \in\left(0, t^{\prime}\right)$, and all $s \in \bar{\omega}_{*}$. More generally,

$$
\begin{equation*}
\int_{s}^{|\omega|} \Phi\left(h_{*}(\sigma, t)\right) d \sigma \geqq \int_{s}^{|\omega|} \Phi\left(H_{*}(\sigma, t)\right) d \sigma \tag{2.9}
\end{equation*}
$$

for almost every $t \in\left(0, t^{\prime}\right)$, and all $s \in \bar{\omega}_{*}$, where $\Phi$ is any concave nondecreasing function. This implies

$$
\begin{align*}
& \underset{\omega}{\operatorname{ess} \inf } h(t) \geqq \underset{\Omega}{\operatorname{ess} \inf } H(t) \quad \text { a.e. } t \in\left(0, t^{\prime}\right),  \tag{2.10}\\
&\left\|(h(t)-\beta)_{-}\right\|_{L^{p}(\omega)} \leqq\left\|(H(t)-\beta)_{-}\right\|_{L^{p}(\Omega)} \quad \text { a.e. } t \in\left(0, t^{\prime}\right) \tag{2.11}
\end{align*}
$$

for every $\beta \in \mathbb{R}$ and every $p \in[1, \infty]$, and

$$
\begin{equation*}
|\{x \in \omega: h(x, t)=-\alpha\}| \leqq|\{x \in \Omega: H(x, t)=-\alpha\}| \quad \text { a.e. } t \in\left(0, t^{\prime}\right) \tag{2.12}
\end{equation*}
$$

The latter inequality expresses that the volume of the solid remains greater in spherical geometry (up to time $t^{\prime}$ ).
3. Proof of (2.1) $)_{\varepsilon}$. Let $\left(\theta_{\varepsilon}, h_{\varepsilon}\right)$ be the (unique) classical solution of (1.1) $)_{\varepsilon}$ (cf. [6]). By the maximum principle, $0 \leqq \theta_{\varepsilon} \leqq 1$ in all $q$. Let $t \in(0, T)$ be fixed. Then, for any $\eta \in(0,1)$, we have, by $(1.1)_{\varepsilon}$,

$$
\begin{aligned}
0 & =\int_{\omega}\left(\frac{\partial h_{\varepsilon}}{\partial t}-\Delta \theta_{\varepsilon}\right)\left(\theta_{\varepsilon}-\eta\right)_{+} d x \\
& =\int_{\theta_{\varepsilon}>\eta} \frac{\partial h_{\varepsilon}}{\partial t}\left(\theta_{\varepsilon}-\eta\right) d x+\int_{\theta_{\varepsilon}>\eta}\left|\nabla \theta_{\varepsilon}\right|^{2} d x-\int_{\gamma_{1}} \frac{\partial \theta_{\varepsilon}}{\partial \nu}\left(\theta_{\varepsilon}-\eta\right) d \gamma .
\end{aligned}
$$

As (see, e.g., [7, p. 9])

$$
\frac{d}{d \eta} \int_{\theta_{\varepsilon}>\eta} \frac{\partial h_{\varepsilon}}{\partial t}\left(\theta_{\varepsilon}-\eta\right) d x=-\int_{\theta_{\varepsilon}>\eta} \frac{\partial h_{\varepsilon}}{\partial t} d x
$$

we obtain

$$
\begin{equation*}
0=-\int_{\theta_{\varepsilon}>\eta} \frac{\partial h_{\varepsilon}}{\partial t} d x+\frac{d}{d \eta} \int_{\theta_{\varepsilon}>\eta}\left|\nabla \theta_{\varepsilon}\right|^{2} d x+\int_{\gamma_{1}} \frac{\partial \theta_{\varepsilon}}{\partial \nu} d \gamma . \tag{3.1}
\end{equation*}
$$

Let $\mu(\eta)=\left|\left\{x \in \omega: \theta_{\varepsilon}(x, t)>\eta\right\}\right|$. Using standard rearrangement techniques (see [7]), we get, for almost every $\eta \in(0,1)$,

$$
\begin{equation*}
N^{2} \sigma_{N}^{2 / N}\left(m_{1}+\mu(\eta)\right)^{2-(2 / N)} \leqq\left[\frac{d}{d \eta} \int_{\theta_{\varepsilon}>\eta}\left|\nabla \theta_{\varepsilon}\right| d x\right]^{2} \leqq \mu^{\prime}(\eta) \frac{d}{d \eta} \int_{\theta_{\varepsilon}>\eta}\left|\nabla \theta_{\varepsilon}\right|^{2} d x . \tag{3.2}
\end{equation*}
$$

Here the first inequality is the isoperimetric inequality relating the volume of the set $\omega_{1} \cup\left\{\theta_{\varepsilon}>\eta\right\}$ to its perimeter, the latter taken in the sense of De Giorgi (see, e.g., [7] for details). The second inequality is obtained from the Cauchy-Schwarz inequality applied to the difference quotients corresponding to the derivatives after passing to the limit. Combining (3.1) with (3.2) gives

$$
\begin{equation*}
N^{2} \sigma_{N}^{2 / N}\left(m_{1}+\mu(\eta)\right)^{2-(2 / N)} \leqq-\mu^{\prime}(\eta)\left[\int_{\gamma_{1}} \frac{\partial \theta_{\varepsilon}}{\partial \nu} d \gamma-\int_{\theta_{\varepsilon}>\eta} \frac{\partial h_{\varepsilon}}{\partial t} d x\right] \tag{3.3}
\end{equation*}
$$

for almost every $\eta \in(0,1)$.
Next define

$$
\begin{equation*}
k(s, t)=\int_{0}^{s} h_{\varepsilon_{*}}(\sigma, t) d \sigma \tag{3.4}
\end{equation*}
$$

Using results from the theory of relative rearrangement (see [8, Thm. 1.2, p. 60; proof of (2.12), p. 67]), we obtain for almost every $\eta$ (namely, those for which $\left|\theta_{\varepsilon}=\eta\right|=0$ ),

$$
\begin{align*}
\int_{\theta_{\varepsilon}>\eta} \frac{\partial h_{\varepsilon}}{\partial t} d x & =\int_{h_{\varepsilon}>a_{\varepsilon}(\eta)} \frac{\partial h_{\varepsilon}}{\partial t} d x \\
& =\int_{0}^{\mu(\eta)}\left(\frac{\partial h_{\varepsilon}}{\partial t}\right)_{* h_{\varepsilon}}(\sigma, t) d \sigma \\
& =\int_{0}^{\mu(\eta)} \frac{\partial h_{\varepsilon_{\dot{*}}}}{\partial t}(\sigma, t) d \sigma  \tag{3.5}\\
& =\frac{\partial k}{\partial t}(\mu(\eta), t) .
\end{align*}
$$

(It should be noted that the rigorous proof of (3.5) is one of the most difficult results in [8]. As it is quite long, we do not repeat it here. We just recall that $\left(\partial h_{\varepsilon} / \partial t\right)_{* h_{\varepsilon}}$ is called the relative rearrangement of $\partial h_{\varepsilon} / \partial t$ with respect to $h_{\varepsilon}$, and may be conceived of as the directional derivative of the map $f \rightarrow f_{*}$, taken at the point $h_{\varepsilon}$, in the direction $\partial h_{\varepsilon} / \partial t$.)

Thus (3.3) becomes

$$
\begin{equation*}
N^{2} \sigma_{N}^{2 / N}\left(m_{1}+\mu(\eta)\right)^{2-(2 / N)} \leqq-\mu^{\prime}(\eta)\left[\int_{\gamma_{1}} \frac{\partial \theta_{\varepsilon}}{\partial \nu} d \gamma-\frac{\partial k}{\partial t}(\mu(\eta), t)\right] \tag{3.6}
\end{equation*}
$$

(for almost every $\eta \in(0,1)$ ). Set (for $t \in(0, T)$ still fixed)

$$
\begin{equation*}
F(s)=\int_{\gamma_{1}} \frac{\partial \theta_{\varepsilon}}{\partial \nu} d \gamma-\frac{\partial k}{\partial t}(s, t) \tag{3.7}
\end{equation*}
$$

Then $F$ is a continuous function on $\bar{\omega}_{*}$ because $\partial k / \partial t(s, t)=\int_{0}^{s}\left(\partial h_{\varepsilon *} / \partial t\right)(\sigma, t) d \sigma=$ $\int_{0}^{s}\left(\partial h_{\varepsilon} / \partial t\right)_{* h_{\varepsilon}}(\sigma, t) d \sigma$ and $\left(\partial h_{\varepsilon} / \partial t\right)_{* h_{\varepsilon}}(\sigma, t)$ is integrable as a function of $\sigma$ (see [8]). We will now prove that $F$ is also nonnegative on $\bar{\omega}_{*}$.

By (3.6), $(F \circ \mu)(\eta) \geqq 0$ for almost every $\eta \in(0,1)$. Since $\mu$ is continuous from the right, so is $F \circ \mu$. It follows that $F \circ \mu \geqq 0$ on [ 0,1 ), and then on [ 0,1 ], since $(F \circ \mu)(1)=F(0)=\int_{\gamma_{1}}\left(\partial \theta_{\varepsilon} / \partial \nu\right) d \gamma \geqq 0$. It follows next that $F \circ \bar{\mu} \geqq 0$ on $(0,1]$, where $\bar{\mu}(\eta)=\left|\theta_{\varepsilon} \geqq \eta\right|$, for $\mu(\eta-\delta) \rightarrow \bar{\mu}(\eta)$ as $\delta \downarrow 0$. Furthermore,

$$
(F \circ \bar{\mu})(0)=F(|\omega|)=\int_{\gamma_{1}} \frac{\partial \theta_{\varepsilon}}{\partial \nu} d \gamma-\int_{0}^{|\omega|} \frac{\partial h_{\varepsilon_{\dot{*}}}}{\partial t}(\sigma, t) d \sigma .
$$

This last integral also equals $\int_{\omega}\left(\partial h_{\varepsilon} / \partial t\right) d x=\int_{\omega} \Delta \theta_{\varepsilon} d x=\int_{\partial \omega}\left(\partial \theta_{\varepsilon} / \partial \nu\right) d \gamma$ (see [8]; also compare (3.5)), so

$$
(F \circ \bar{\mu})(0)=-\int_{\gamma_{0}} \frac{\partial \theta_{\varepsilon}}{\partial \nu} d \gamma \geqq 0 .
$$

Thus $F \circ \bar{\mu} \geqq 0$ on all $[0,1]$. Now let $s \in \bar{\omega}_{*}$, and set $\eta=\theta_{\varepsilon_{*}}(s), s^{\prime}=\mu(\eta), s^{\prime \prime}=\bar{\mu}(\eta)$. Then $s^{\prime} \leqq s \leqq s^{\prime \prime}$, and we will prove that $F \geqq 0$ on $\left[s^{\prime}, s^{\prime \prime}\right]$. We have $\partial F / \partial s=-\left(\partial h_{\varepsilon_{*}} / \partial t\right)$. Since $\theta_{\varepsilon} \in H^{1}\left(0, T ; L^{2}(\omega)\right)$ (see [4] or § 4 below), $\theta_{\varepsilon_{*}} \in H^{1}\left(0, T ; L^{2}\left(\omega_{*}\right)\right.$ ) and $\partial h_{\varepsilon_{*}} / \partial t=$ $\boldsymbol{a}_{\varepsilon}^{\prime}\left(\boldsymbol{\theta}_{\varepsilon_{*}}\right) \partial \theta_{\varepsilon_{*}} / \partial t$ is almost everywhere constant on $\left(s^{\prime}, s^{\prime \prime}\right)$ (see [8, pp. 60, 63]). Therefore $F$ is affine on $\left[s^{\prime}, s^{\prime \prime}\right]$, and since $F\left(s^{\prime}\right)$ and $F\left(s^{\prime \prime}\right)$ were shown to be nonnegative, we conclude that $F \geqq 0$ on [ $s^{\prime}, s^{\prime \prime}$ ]. In particular $F(s) \geqq 0$ and since $s \in \bar{\omega}_{*}$ was arbitrary this proves that $F \geqq 0$ on $\bar{\omega}_{*}$.

Now (3.3) can be written

$$
1 \leqq-N^{-2} \sigma_{N}^{-(2 / N)}\left(m_{1}+\mu(\eta)\right)^{(2 / N)-2} F(\mu(\eta)) \mu^{\prime}(\eta) \quad \text { a.e. } \eta \in(0,1) .
$$

Using that $\mu(\eta)$ is a nonincreasing function, integration from $\eta$ to $\eta^{\prime}$, where $0 \leqq \eta<$ $\eta^{\prime} \leqq 1$, gives

$$
\eta^{\prime}-\eta \leqq N^{-2} \sigma_{N}^{-(2 / N)} \int_{\mu\left(\eta^{\prime}\right)}^{\mu(\eta)}\left(m_{1}+s\right)^{(2 / N)-2} F(s) d s
$$

As in [7, pp. 24, 31] and [8], this shows that

$$
\begin{equation*}
N^{-2} \sigma_{N}^{-(2 / N)}\left(m_{1}+s\right)^{(2 / N)-2} F(s)+\frac{\partial \theta_{\varepsilon_{*}}}{\partial s} \geqq 0 \quad \text { a.e. } s \in \omega_{*} . \tag{3.8}
\end{equation*}
$$

Now we take the time-dependence into account. Set

$$
\begin{equation*}
y(s, t)=\int_{0}^{s} h_{\varepsilon_{*}}(\sigma, t) d \sigma-\int_{0}^{t} \int_{\gamma_{1}} \frac{\partial \theta_{\varepsilon}}{\partial \nu}(x, \tau) d \gamma d \tau \tag{3.9}
\end{equation*}
$$

for $(s, t) \in \bar{\omega}_{*} \times[0, T]$. Then

$$
\frac{\partial y}{\partial t}(s, t)=-F(s), \quad \frac{\partial y}{\partial s}(s, t)=h_{\varepsilon_{*}}(s, t)
$$

Since $\theta_{\varepsilon}=b_{\varepsilon}\left(h_{\varepsilon}\right)$, where $b_{\varepsilon}=a_{\varepsilon}^{-1}$ is strictly increasing, we also have

$$
\theta_{\varepsilon_{*}}=b_{\varepsilon}\left(h_{\varepsilon_{*}}\right)=b_{\varepsilon}\left(\frac{\partial y}{\partial s}\right) .
$$

Therefore (3.8) shows that $y$ satisfies

$$
\begin{equation*}
N^{-2} \sigma_{N}^{-(2 / N)}\left(m_{1}+s\right)^{(2 / N)-2} \frac{\partial y}{\partial t}-\frac{\partial}{\partial s}\left(b_{\varepsilon}\left(\frac{\partial y}{\partial s}\right)\right) \leqq 0 \quad \text { a.e. in } q_{*}=\omega_{*} \times(0, T) \tag{3.10}
\end{equation*}
$$

i.e., $y$ is a subsolution of a parabolic equation. Moreover, we get the following boundary and initial conditions for $y$ :

$$
\begin{align*}
& \frac{\partial y}{\partial s}(0, t)=a_{\varepsilon}(1), \quad \frac{\partial y}{\partial s}(|\omega|, t)=a_{\varepsilon}(0),  \tag{3.11}\\
& y(s, 0)=y_{\varepsilon_{0}}(s)
\end{align*}
$$

where $y_{\varepsilon_{0}}(s)=\int_{0}^{s} h_{\varepsilon_{0 *}}(\sigma) d \sigma$.
For the symmetrized problem ( $\widetilde{1.1})_{\varepsilon}$ we obtain as in [8], for

$$
\begin{gather*}
Y(s, t)=\int_{0}^{s} H_{\varepsilon_{*}}(\sigma, t) d \sigma-\int_{0}^{t} \int_{\Gamma_{1}} \frac{\partial \Theta_{\varepsilon}}{\partial \nu}(x, \tau) d \gamma d \tau  \tag{3.9}\\
N^{-2} \sigma_{N}^{-(2 / N)}\left(m_{1}+s\right)^{(2 / N)-2} \frac{\partial Y}{\partial t}-\frac{\partial}{\partial s}\left(b_{\varepsilon}\left(\frac{\partial Y}{\partial s}\right)\right)=0 \quad \text { in } q_{*}\left(=Q_{*}\right),  \tag{3.10}\\
\frac{\partial Y}{\partial s}(0, t)=a_{\varepsilon}(1), \quad \frac{\partial Y}{\partial s}(|\omega|, t)=a_{\varepsilon}(0), \\
Y(s, 0)=y_{\varepsilon_{0}}(s) \tag{3.11}
\end{gather*}
$$

(observe that $\left.\left(h_{\varepsilon_{0}}\right)_{*}=h_{\varepsilon_{0} *}\right)$. In fact, since $\Theta_{\varepsilon}, H_{\varepsilon}$, are radially symmetric and decreasing, the first line in $(\widetilde{1.1})_{\varepsilon}$ can be written:

$$
\frac{\partial H_{\varepsilon *}}{\partial t}-\frac{\partial}{\partial s}\left(N^{2} \sigma_{N}^{(2 / N)}\left(m_{1}+s\right)^{2-(2 / N)} \frac{\partial \Theta_{\varepsilon *}}{\partial s}\right)=0 \quad \text { in } q_{*} .
$$

Now, we get $(\overline{3.10})$ by integrating between 0 and $s$, noting that

$$
\frac{\partial H_{\varepsilon *}}{\partial t}=\frac{\partial^{2} Y}{\partial s \partial t} \text { and } \int_{\Gamma_{1}} \frac{\partial \Theta_{\varepsilon}}{\partial \nu} d \gamma=-N^{2} \sigma_{N}^{(2 / N)} m_{1}^{2-(2 / N)} \frac{\partial \Theta_{\varepsilon *}}{\partial s}(0) .
$$

Now (2.1) $\varepsilon_{\varepsilon}$ of Theorem 1 simply states that $y \leqq Y$ in $\bar{q}_{*}$. To prove this inequality, we multiply the difference between (3.10) and (3.10) by $(y-Y)_{+}$and integrate with respect to $s$ for fixed $t$. Taking the boundary conditions for $y$ and $Y$ into account and using that $b_{\varepsilon}$ is monotone increasing, we get

$$
\begin{aligned}
& 0 \geqq \int_{0}^{|\omega|}\left(m_{1}+s\right)^{(2 / N)-2} \frac{\partial(y-Y)}{\partial t}(y-Y)_{+} d s \\
& -N^{2} \sigma_{N}^{2 / N} \int_{0}^{|\omega|} \frac{\partial}{\partial s}\left[b_{\varepsilon}\left(\frac{\partial y}{\partial s}\right)-b_{\varepsilon}\left(\frac{\partial Y}{\partial s}\right)\right](y-Y)_{+} d s \\
& =\frac{1}{2} \int_{0}^{|\omega|}\left(m_{1}+s\right)^{(2 / N)-2} \frac{\partial}{\partial t}(y-Y)_{+}^{2} d s \\
& +N^{2} \sigma_{N}^{2 / N} \int_{0}^{|\omega|}\left[b_{\varepsilon}\left(\frac{\partial y}{\partial s}\right)-b_{\varepsilon}\left(\frac{\partial Y}{\partial s}\right)\right] \frac{\partial}{\partial s}(y-Y)_{+} d s \\
& =\frac{1}{2} \frac{d}{d t} \int_{0}^{|\omega|}\left(m_{1}+s\right)^{(2 / N)-2}(y-Y)^{2} d s \\
& +N^{2} \sigma_{N}^{2 / N} \int_{y>Y}\left[b_{\varepsilon}\left(\frac{\partial y}{\partial s}\right)-b_{\varepsilon}\left(\frac{\partial Y}{\partial s}\right)\right]\left[\frac{\partial y}{\partial s}-\frac{\partial Y}{\partial s}\right] d s \\
& \geqq \frac{1}{2} \frac{d}{d t} \int_{0}^{|\omega|}\left(m_{1}+s\right)^{(2 / N)-2}(y-Y)_{+}^{2} d s .
\end{aligned}
$$

Since $y=Y$ for $t=0$, it follows that

$$
\int_{0}^{|\omega|}\left(m_{1}+s\right)^{(2 / N)-2}(y-Y)_{+}^{2} d s \leqq 0 \quad \text { for } t \geqq 0
$$

and hence that $y \leqq Y$ in $\bar{q}_{*}$ as desired.
4. Proof of (2.1). The weak solution ( $\theta, h$ ) of (1.1) is obtained as the limit of the solution ( $\theta_{\varepsilon}, h_{\varepsilon}$ ) of (1.1) $)_{\varepsilon}$ as $\varepsilon \rightarrow 0$, and we will accordingly obtain (2.1) by letting $\varepsilon \rightarrow 0$ in $(2.1)_{\varepsilon}$. For convenience we review part of the construction of $(\theta, h)$.

Let $\left(\theta_{\varepsilon}, h_{\varepsilon}\right)$ be the solution of $(1.1)_{\varepsilon}$, and let $q_{t}=\omega \times(0, t)$ for $t \in(0, T)$. Then we have

$$
\begin{aligned}
0 & =\iint_{q_{t}} \frac{\partial \theta_{\varepsilon}}{\partial \tau}\left(\frac{\partial h_{\varepsilon}}{\partial \tau}-\Delta \theta_{\varepsilon}\right) d x d \tau \\
& =\iint_{q_{t}} \frac{\partial \theta_{\varepsilon}}{\partial \tau} \frac{\partial h_{\varepsilon}}{\partial \tau} d x d t+\int_{0}^{t}\left[\int_{\omega} \nabla \frac{\partial \theta_{\varepsilon}}{\partial \tau} \nabla \theta_{\varepsilon} d x-\int_{\partial \omega} \frac{\partial \theta_{\varepsilon}}{\partial \tau} \frac{\partial \theta_{\varepsilon}}{\partial \nu} d \gamma\right] d \tau
\end{aligned}
$$

or

$$
\iint_{q_{t}} a_{\varepsilon}^{\prime}\left(\theta_{\varepsilon}\right)\left|\frac{\partial \theta_{\varepsilon}}{\partial \tau}\right|^{2} d x d \tau+\frac{1}{2} \int_{\omega}\left|\nabla \theta_{\varepsilon}\right|^{2} d x=\frac{1}{2} \int_{\omega}\left|\nabla \theta_{\varepsilon_{0}}\right|^{2} d x .
$$

By assumptions (1.4) and (1.7), when $\varepsilon \rightarrow 0, \int_{\omega}\left|\nabla \theta_{\varepsilon_{0}}\right|^{2} d x$ is bounded, and $a_{\varepsilon}^{\prime}$ is bounded from below. Hence

$$
\begin{align*}
& \iint_{q_{t}}\left|\frac{\partial \theta_{\varepsilon}}{\partial \tau}\right|^{2} d x d \tau \leqq C  \tag{4.1}\\
& \int_{\omega}\left|\nabla \theta_{\varepsilon}(x, t)\right|^{2} d x \leqq C \tag{4.2}
\end{align*}
$$

for some constant $C$ independent of $\varepsilon$ and $t$. By the maximum principle, the families $\left\{\theta_{\varepsilon}\right\}_{\varepsilon>0}$ and $\left\{h_{\varepsilon}\right\}_{\varepsilon>0}$ are bounded in $L^{\infty}(q)$, and, by the above estimates, it then follows that $\left\{\theta_{\varepsilon}\right\}_{\varepsilon>0}$ is bounded in $L^{\infty}\left(0, T ; H^{1}(\omega)\right)$ and in $H^{1}(q)$. By repeated extraction of subsequences from $\{\varepsilon\}$ we thus can find a sequence $\varepsilon_{n}$ such that

$$
\begin{gather*}
\theta_{\varepsilon_{n}} \rightarrow \theta \text { weakly* in } L^{\infty}(q) \text { and } L^{\infty}\left(0, T ; H^{1}(\omega)\right), \\
\text { weakly in } H^{1}(q), \\
\text { strongly in } L^{2}(q) \text { (by compactness), }  \tag{4.3}\\
h_{\varepsilon_{n}} \rightarrow h \text { weakly* in } L^{\infty}(q)
\end{gather*}
$$

for some pair ( $\theta, h$ ) satisfying

$$
\begin{equation*}
\theta \in L^{\infty}(q) \cap H^{1}(q) \cap L^{\infty}\left(0, T ; H^{1}(\omega)\right), \quad h \in L^{\infty}(q) . \tag{4.4}
\end{equation*}
$$

In the following, we shall replace $\varepsilon_{n}$ by $\varepsilon$ for simplicity.
Now ( $\theta, h$ ) is the required weak solution. In fact, it follows immediately that (1.3) holds, since ( $\theta_{\varepsilon}, h_{\varepsilon}$ ) satisfies the same equation with $h_{0}$ replaced by $\boldsymbol{h}_{\varepsilon_{0}}$. To check that $h \in a(\theta)$ almost everywhere, it is enough (since $a$ is maximally monotone) to check that

$$
\begin{equation*}
\left\langle h^{\prime}-h, \theta^{\prime}-\theta\right\rangle \geqq 0 \tag{4.5}
\end{equation*}
$$

(where $\langle f, g\rangle=\iint_{q} f g d x d t$ ) for all $\theta^{\prime}, h^{\prime} \in L^{\infty}(q)$ satisfying $h^{\prime} \in a\left(\theta^{\prime}\right)$ almost everywhere. Writing

$$
\begin{equation*}
\left\langle h^{\prime}-h, \theta^{\prime}-\theta\right\rangle=\left\langle h_{\varepsilon}-h, \theta^{\prime}-\theta\right\rangle+\left\langle h^{\prime}-h_{\varepsilon}, \theta_{\varepsilon}-\theta\right\rangle+\left\langle h^{\prime}-h_{\varepsilon}, \theta^{\prime}-\theta_{\varepsilon}\right\rangle, \tag{4.6}
\end{equation*}
$$

we have (as $\varepsilon \rightarrow 0$ )

$$
\begin{equation*}
\left\langle h_{\varepsilon}-h, \theta^{\prime}-\theta\right\rangle \rightarrow 0 \tag{4.7}
\end{equation*}
$$

since $h_{\varepsilon} \rightarrow h$ weakly* in $L^{\infty}(q)$ (by (4.3)), and

$$
\begin{equation*}
\left|\left\langle h^{\prime}-h_{\varepsilon}, \theta_{\varepsilon}-\theta\right\rangle\right| \leqq\left\|h^{\prime}-h_{\varepsilon}\right\|_{L^{2}(q)}\left\|\theta_{\varepsilon}-\theta\right\|_{L^{2}(q)} \rightarrow 0, \tag{4.8}
\end{equation*}
$$

since $\theta_{\varepsilon} \rightarrow \theta$ in $L^{2}(q)$, and $\left\|h^{\prime}-h_{\varepsilon}\right\|_{L^{2}(q)}$ is bounded (by (4.3)).
Remark. This is the only place where we use the fact that $b=a^{-1}$ is Lipschitz continuous. This property of $a$ makes it possible to choose $a_{\varepsilon}$ satisfying (1.4), from which we get the estimate (4.1) for $\partial \theta_{\varepsilon} / \partial t$; then weak convergence in $H^{1}(q)$ and strong convergence in $L^{2}(q)$ of $\theta_{\varepsilon}$ to $\theta$ follows. Observe that (4.2) holds independently of (1.4).

For the last term in (4.6), we have

$$
\begin{aligned}
\left\langle h^{\prime}-h_{\varepsilon}, \theta^{\prime}-\theta_{\varepsilon}\right\rangle & =\left\langle h^{\prime}-h_{\varepsilon}, b\left(h^{\prime}\right)-b_{\varepsilon}\left(h_{\varepsilon}\right)\right\rangle \\
& =\left\langle h^{\prime}-h_{\varepsilon}, b_{\varepsilon}\left(h^{\prime}\right)-b_{\varepsilon}\left(h_{\varepsilon}\right)\right\rangle+\left\langle h^{\prime}-h_{\varepsilon}, b\left(h^{\prime}\right)-b_{\varepsilon}\left(h^{\prime}\right)\right\rangle .
\end{aligned}
$$

The first bracket in the last member is nonnegative as $b_{\varepsilon}$ is nondecreasing, and the second one tends to zero with $\varepsilon$, as $b_{\varepsilon}$ converges uniformly to $b$ :

$$
\left|\left\langle h^{\prime}-h_{\varepsilon}, b\left(h^{\prime}\right)-b_{\varepsilon}\left(h^{\prime}\right)\right\rangle\right| \leqq\left\|h^{\prime}-h_{\varepsilon}\right\|_{L^{\infty}(q)} \int_{q}\left|b\left(h^{\prime}\right)-b_{\varepsilon}\left(h^{\prime}\right)\right| d x d t .
$$

Then

$$
\begin{equation*}
\varliminf_{\varepsilon \rightarrow 0}\left\langle h^{\prime}-h_{\varepsilon}, \theta^{\prime}-\theta_{\varepsilon}\right\rangle \geqq 0 . \tag{4.9}
\end{equation*}
$$

Now (4.5) follows by combining (4.7)-(4.9). Thus $(\theta, h)$ is a weak solution.
We now pass to the limit in $(2.1)_{\varepsilon}$. First, we have to give a weak interpretation of the two members of (2.1), since the regularity of $\theta$ that we have is not enough for $\partial \theta / \partial \nu$ and $\partial \Theta / \partial \nu$ to make classical sense.

Let $\varphi$ be an arbitrary smooth function in $\omega$ (say, $\varphi \in \mathscr{C}^{2}(\bar{\omega})$ ) with boundary values $\varphi=0$ on $\gamma_{0}, \varphi=1$ on $\gamma_{1}$. Then for $(\theta, h)$, a "good enough" solution of $(\partial h / \partial t)-\Delta \theta=0$,

$$
\begin{align*}
\int_{0}^{t} \int_{\gamma_{1}} \frac{\partial \theta}{\partial \nu} d \gamma d \tau & =\int_{0}^{t} \int_{\partial \omega} \varphi \frac{\partial \theta}{\partial \nu} d \gamma d \tau \\
& =\int_{0}^{t} \int_{\omega} \nabla \varphi \nabla \theta d x d \tau+\int_{0}^{t} \int_{\omega} \varphi \Delta \theta d x d \tau  \tag{4.10}\\
& =\int_{0}^{t} \int_{\omega} \nabla \varphi \nabla \theta d x d \tau+\int_{\omega}\left(h(x, t)-h_{0}(x)\right) \varphi(x) d x .
\end{align*}
$$

Here the last member makes sense for almost every $t$ for any $\theta \in L^{\infty}\left(0, T ; H^{1}(\omega)\right)$, $h \in L^{\infty}(q)$, and defines an (almost everywhere) bounded measurable function of $t$. Therefore, when $(\theta, h)$ is the weak solution of (1.1) satisfying (4.4), we choose the last member of (4.10) to be our definition of $\int_{0}^{t} \int_{\gamma_{1}}(\partial \theta / \partial \nu) d \gamma d \tau$ for almost every $t \in(0, T)$; we choose similarly for $\int_{0}^{t} \int_{\Gamma_{1}} \partial \Theta / \partial \nu d \gamma d \tau$. We still have to check that this definition is independent of the choice of $\varphi$. This amounts to showing that if $\varphi \in \mathscr{C}^{2}(\bar{\omega})$ has boundary values zero on $\partial \omega$, then

$$
\begin{equation*}
\int_{0}^{t} \int_{\omega} \nabla \varphi \nabla \theta d x d \tau+\int_{\omega}\left(h(x, t)-h_{0}(x)\right) \varphi(x) d x=0 \quad \text { a.e. } t \in(0, T) . \tag{4.11}
\end{equation*}
$$

Now, (4.11) is an equation of the form $\int_{0}^{t} f(\tau) d \tau+F(t)=0$ for almost every $t \in(0, T)$, for two functions $f$ and $F$ in $L^{1}(0, T)$. The latter equation is equivalent to $\int_{0}^{T} f(t) \psi(t) d t=\int_{0}^{T} F(t) \psi^{\prime}(t) d t$ for every $\psi \in \mathscr{C}^{1}[0, T]$ with $\psi(T)=0$. Thus (4.11) is equivalent to

$$
\begin{equation*}
\int_{0}^{T} \int_{\omega} \nabla \theta(x, t) \nabla \varphi(x) \psi(t) d x d t=\int_{0}^{T} \int_{\omega}\left(h(x, t)-h_{0}(x)\right) \varphi(x) \psi^{\prime}(t) d x d t \tag{4.12}
\end{equation*}
$$

for $\psi$ as above. Now, the truth of (4.12) follows by integration in the definition (1.3) for a weak solution, taking $\varphi(x) \psi(t)$ as a test function (this integration by parts is justified by $\theta \in L^{\infty}\left(0, T ; H^{1}(\omega)\right)$ for ( $\theta, h$ ) a weak solution of (1.1)).

For later use we remark that $\int_{0}^{t} \int_{\gamma_{0}}(\partial \theta / \partial \nu) d \gamma d \tau$ may be defined by the same formula (4.10), taking a test function with the exchanged boundary values, e.g., $1-\varphi$, with $\varphi$ as in (4.10). Then, for such $\varphi$ 's,

$$
\begin{equation*}
\int_{0}^{t} \int_{\gamma_{0}} \frac{\partial \theta}{\partial \nu} d \gamma d \tau=-\int_{0}^{t} \int_{\omega} \nabla \varphi \nabla \theta d x d \tau+\int_{\omega}\left(h(x, t)-h_{0}(x)\right)(1-\varphi(x)) d x \tag{4.10}
\end{equation*}
$$

and from (4.10), (4.10)',

$$
\begin{align*}
\int_{0}^{t} \int_{\gamma_{0}} \frac{\partial \theta}{\partial \nu} d \gamma d \tau+\int_{0}^{t} \int_{\gamma_{1}} \frac{\partial \theta}{\partial \nu} d \gamma d \tau & =\int_{\omega}\left(h(x, t)-h_{0}(x)\right) d x  \tag{4.13}\\
& =\int_{0}^{|\omega|}\left(h_{*}(\sigma, t)-h_{0 *}(\sigma)\right) d \sigma .
\end{align*}
$$

Now, with $\varphi \in \mathscr{C}^{2}(\bar{\omega})$ (respectively, $\Phi \in \mathscr{C}^{2}(\bar{\Omega})$ ) in (4.10), (2.1) (to be proven) becomes

$$
\begin{align*}
& \int_{0}^{t} \int_{\omega} \nabla \theta \nabla \varphi d x d \tau+\int_{\omega}\left(h(x, t)-h_{0}(x)\right) \varphi(x) d x-\int_{0}^{s} h_{*}(\sigma, t) d \sigma \\
& \quad \geqq \int_{0}^{t} \int_{\Omega} \nabla \Theta \nabla \Phi d x d \tau+\int_{\Omega}\left(H(x, t)-h_{0}(x)\right) \Phi(x) d x-\int_{0}^{s} H_{*}(\sigma, t) d \sigma \tag{4.14}
\end{align*}
$$

for $s \in \bar{\omega}_{*}$ and almost every $t \in(0, T)$. For fixed $s \in \bar{\omega}_{*}$, both members above are integrable functions of $t$. Therefore (4.14) is equivalent to a statement that, for every $s \in \bar{\omega}_{*}$, and every nonnegative function $\psi \in \mathscr{C}[0, T]$,

$$
\begin{aligned}
& \int_{0}^{T} \int_{0}^{t} \int_{\omega} \nabla \theta(x, \tau) \nabla \varphi(x) \psi(t) d x d \tau d t+\iint_{q}\left(h(x, t)-h_{0}(x)\right) \varphi(x) \psi(t) d x d t \\
&-\int_{0}^{T} \int_{0}^{s} h_{*}(\sigma, t) \psi(t) d \sigma d t \\
& \geqq \int_{0}^{T} \int_{0}^{t} \int_{\Omega} \nabla \Theta(x, \tau) \nabla \Phi(x) \psi(t) d x d \tau d t \\
&+\iint_{Q}\left(H(x, t)-\mathbf{h}_{0}(x)\right) \Phi(x) \psi(t) d x d t \\
&-\int_{0}^{T} \int_{0}^{s} H_{*}(\sigma, t) \psi(t) d \sigma d t
\end{aligned}
$$

(we have to make this extra integration because the convergence $h_{\varepsilon}$ to $h$ is not established for fixed $t$ (see (4.3)), as we would need to get (4.14) from the corresponding $\left.(4.14)_{\varepsilon}\right)$.

By (2.1) $)_{\varepsilon}$, we have (4.15) , that is, (4.15) holds with $\theta, \Theta, h, H, h_{0}, \mathbf{h}_{0}$ replaced by $\theta_{\varepsilon}, \Theta_{\varepsilon}, h_{\varepsilon}, H_{\varepsilon}, h_{\varepsilon_{0}}, \mathbf{h}_{\varepsilon_{0}}$, respectively. For the first terms on the left-hand sides of
(4.15) and (4.15) $)_{\varepsilon}$, we have

$$
\int_{0}^{T} \int_{0}^{t} \int_{\omega} \nabla \theta_{\varepsilon}(x, \tau) \nabla \varphi(x) \psi(t) d x d \tau d t \rightarrow \int_{0}^{T} \int_{0}^{t} \int_{\omega} \nabla \theta(x, \tau) \nabla \varphi(x) \psi(t) d x d \tau d t
$$

as $\varepsilon \rightarrow 0$, because $\theta_{\varepsilon} \rightarrow \theta$ weakly* in $L^{\infty}\left(0, T ; H^{1}(\omega)\right)$ (see (4.3)). We have similar results for the first terms on the right-hand sides of (4.15) and (4.15) $)_{\varepsilon}$. As for the second terms on the left-hand sides,

$$
\iint_{q}\left(h_{\varepsilon}(x, t)-h_{\varepsilon_{0}}(x)\right) \varphi(x) \psi(t) d x d t \rightarrow \iint_{q}\left(h(x, t)-h_{0}(x)\right) \varphi(x) \psi(t) d x d t
$$

because $h_{\varepsilon} \rightarrow h$ weakly* in $L^{\infty}(q)$ (see (4.3)), and $h_{\varepsilon_{0}} \rightarrow h_{0}$ in $L^{1}(q)$ (see (1.6)). Similarly, for the right-hand sides, $\left(h_{\varepsilon_{0}} \rightarrow h_{0}\right.$ in $L^{1}(Q)$ follows from $h_{\varepsilon_{0}} \rightarrow h_{0}$ because the rearrangement operator is a contraction in $L^{p}$-spaces (see [7, pp. 7, 8])). For the last terms on the left-hand sides we have

$$
\begin{equation*}
\varliminf_{\varepsilon \rightarrow 0} \int_{0}^{T} \int_{0}^{s} h_{\varepsilon_{*}}(\sigma, t) \psi(t) d \sigma d t \geqq \int_{0}^{T} \int_{0}^{s} h_{*}(\sigma, t) \psi(t) d \sigma d t \tag{4.16}
\end{equation*}
$$

(the map $h \rightarrow \int_{0}^{T} \int_{0}^{s} h_{*}(\sigma, t) \psi(t) d \sigma d t$ is weakly lower semicontinuous $\left.L^{1}(q) \rightarrow \mathbb{R}\right)$. In fact, for every measurable subset $E(t) \subset \omega$, with $|E(t)|=s$, by the Hardy-Littlewood inequality

$$
\int_{0}^{s} h_{\varepsilon_{*}}(\sigma, t) d \sigma \geqq \int_{E(t)} h_{\varepsilon}(x, t) d x ;
$$

hence

$$
\int_{0}^{T} \int_{0}^{s} h_{\varepsilon_{*}}(\sigma, t) \psi(t) d \sigma d t \geqq \int_{0}^{T} \int_{E(t)} h_{\varepsilon}(x, t) \psi(t) d x d t
$$

and, if we let $\varepsilon \rightarrow 0$,

$$
\varliminf_{\varepsilon \rightarrow 0} \int_{0}^{T} \int_{0}^{s} h_{\varepsilon_{*}}(\sigma, t) \psi(t) d \sigma d t \geqq \int_{0}^{T} \int_{E(t)} h(x, t) \psi(t) d x d t
$$

(since $h_{\varepsilon} \rightarrow h$ weakly in $L^{1}(q)$ by (4.3)). Now, $E(t)$ can be chosen such that $|E(t)=s|$ and

$$
\int_{E(t)} h(x, t) d x=\int_{0}^{s} h_{*}(\sigma, t) d \sigma,
$$

which proves (4.16). Finally we consider the last terms in the right-hand sides of (4.15) and (4.15) $)_{\varepsilon}$. It is clear (by uniqueness of solutions) that $\Theta_{\varepsilon}, \Theta, H_{\varepsilon}$, and $H$ are radially symmetric, i.e., are functions of $r=|x|$ and $t$ only. Moreover, $\Theta_{\varepsilon}$ and $H_{\varepsilon}$ are nonincreasing as functions of $|x|$ for fixed $t$ (i.e., $\Theta_{\varepsilon}(x, t) \geqq \Theta_{\varepsilon}(y, t)$ whenever $\left.|x| \leqq|y|\right)$, as can be seen by applying the parabolic maximum principle to $\partial \Theta_{\varepsilon} / \partial r$ and $\partial H_{\varepsilon} / \partial r$ (this pair of functions satisfies a parabolic equation). It also follows that $\Theta$ and $H$ are nonincreasing as functions of $|x|$ because the set of such functions (nonincreasing in $|x|$ ) is closed and convex in, e.g., $L^{2}(Q)$ and therefore weakly closed in $L^{2}(Q)$ (use (4.3)). From the above, we get

$$
\begin{align*}
& \int_{0}^{s} H_{\varepsilon_{*}}(\sigma, t) d \sigma=\int_{m_{1}<\sigma_{N}|x|^{N}<m_{1}+s} H_{\varepsilon}(x, t) d x,  \tag{4.17}\\
& \int_{0}^{s} H_{*}(\sigma, t) d \sigma=\int_{m_{1}<\sigma_{N}|x|^{N}<m_{1}+s} H(x, t) d x, \tag{4.18}
\end{align*}
$$

and since $H_{\varepsilon} \rightarrow H$ weakly* in $L^{\infty}(Q)$ (see (4.3)) we finally obtain, as $\varepsilon \rightarrow 0$,

$$
\int_{0}^{T} \int_{0}^{s} H_{\varepsilon_{*}}(\sigma, t) \psi(t) d \sigma d t \rightarrow \int_{0}^{T} \int_{0}^{s} H_{*}(\sigma, t) \psi(t) d \sigma d t .
$$

Now, all the above shows that (4.15) results from letting $\varepsilon \rightarrow 0$ in (4.15) ${ }_{\varepsilon}$. This completes the proof of Theorem 1.
5. Proofs of (2.2)-(2.5) and (2.7)-(2.12). We first observe that, in view of (4.13), (2.1) also can be written:

$$
\begin{equation*}
-\int_{0}^{t} \int_{\gamma_{0}} \frac{\partial \theta}{\partial \nu} d \gamma d \tau+\int_{s}^{|\omega|} h_{*}(\sigma, t) d \sigma \geqq-\int_{0}^{t} \int_{\Gamma_{0}} \frac{\partial \Theta}{\partial \nu} d \gamma d \tau+\int_{s}^{|\omega|} H_{*}(\sigma, t) d \sigma \tag{5.1}
\end{equation*}
$$

By taking $s=0$ in (2.1), and $s=|\omega|$ in (5.1), we obtain (2.3) and (2.4).
More generally, for "classical" solutions $(\theta, h)$ and $(\Theta, H)$, if $s>0$ is such that $\gamma(s, \tau)=\left\{x \in \omega: h(x, \tau)=h_{*}(s, \tau)\right\}$ and $\Gamma(s, \tau)=\left\{x \in \Omega: H(x, \tau)=H_{*}(s, \tau)\right\}$ are regular curves (in particular, if they have measure zero) for almost every $\tau \in(0, t)$, using the technique of relative rearrangement [8] gives us

$$
\begin{aligned}
\int_{0}^{s}\left(h_{*}(\sigma, t)-h_{0 *}(\sigma)\right) d \sigma & =\int_{0}^{s} \int_{0}^{t} \frac{\partial h_{*}}{\partial \tau}(\sigma, \tau) d \tau d \sigma \\
& =\int_{0}^{t} \int_{0}^{s} \frac{\partial h_{*}}{\partial \tau}(\sigma, \tau) d \sigma d \tau \\
& =\int_{0}^{t} \int_{h(x, \tau)>h_{*}(s, \tau)} \frac{\partial h}{\partial \tau} d x d \tau \\
& =\int_{0}^{t} \int_{h(x, \tau)>h_{*}(s, \tau)} \Delta \theta d x d \tau \\
& =\int_{0}^{t} \int_{\gamma_{1}} \frac{\partial \theta}{\partial \nu} d \gamma d \tau+\int_{0}^{t} \int_{\gamma(s, \tau)} \frac{\partial \theta}{\partial \nu} d \gamma d \tau
\end{aligned}
$$

( $\partial / \partial \nu$ the outward normal of $\left.\left\{h(x, \tau)>h_{*}(s, \tau)\right\}\right)$; we proceed similarly for $(\Theta, H)$. Thus in (2.1),

$$
\int_{0}^{t} \int_{\gamma_{1}} \frac{\partial \theta}{\partial \nu} d \gamma d \tau-\int_{0}^{s} h_{*}(\sigma, t) d \tau=-\int_{0}^{t} \int_{\gamma(s, \tau)} \frac{\partial \theta}{\partial \nu} d \gamma d \tau-\int_{0}^{s} h_{0 *}(\sigma) d \sigma
$$

and similarly for $(\Theta, H)$, which explains (2.2). (Note also that $\left(h_{0}\right)_{*}=h_{0 *}$.)
Now, (2.5) holds because, by the Hardy-Littlewood inequality, $\int_{E(t)} h d x \leqq$ $\int_{0}^{s} h_{*} d \sigma$, when $|E(t)|=s$, and $\int_{m_{1}<\sigma_{N}|x|^{N}<m_{1}+s} H d x=\int_{0}^{s} H_{*} d \sigma$ (see (4.18)).

Next, suppose that $\int_{0}^{t} \int_{\gamma_{0}} \partial \theta / \partial \nu d \gamma d \tau=0$ (the integral being at least defined by (4.10)'), for almost every $t \in\left(0, t^{\prime}\right)$ for some $t^{\prime}>0$. This occurs in the one-phase problem (with $\lambda=0$ ) if the liquid phase does not reach $\gamma_{0}$ initially (because $\theta$ is identically zero in the solid phase when $\lambda=0$ ). By (2.4), then also

$$
\int_{0}^{t} \int_{\Gamma_{0}} \frac{\partial \Theta}{\partial \nu} d \gamma d \tau=0 \quad \text { a.e. } t \in\left(0, t^{\prime}\right)
$$

that is, we get (2.7), and (5.1) simply reduces to (2.8) for $t \in\left(0, t^{\prime}\right)$.
Now (2.9) follows easily as in the convexity result [1, p. 174], and (2.10) follows from (2.8) by dividing by $|\omega|-s$ and letting $s$ tend to $|\omega|$. Choosing $\Phi(h)=-\left[(h-\beta)_{-}\right]^{p}$ ( $p \geqq 1$ ) in (2.9) with $s=0$, we obtain (2.11) for $p<\infty$; letting $p$ tend to $\infty$ then gives
(2.11) for $p=\infty$. Choosing $\Phi(h)=-(h-\beta)_{-} /(\alpha+\beta), \beta>-\alpha$, in (2.9) with $s=0$, we finally obtain (2.12) by letting $\beta \rightarrow-\alpha$ (observe that $h, H \geqq-\alpha$ almost everywhere when $\lambda=0$ ).
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# SHORT-TIME ASYMPTOTICS OF THE HEAT KERNEL ON A CONCAVE BOUNDARY* 

PEI HSU $\dagger$


#### Abstract

A probabilistic method is used to study short-time asymptotic behavior of heat kernel in the exterior of an insulated smooth convex body. The expansion of the heat kernel $p(t, a, b)$ when both $a$ and $b$ are on the boundary is obtained by reducing the problem to the computation of a Wiener functional on a Brownian bridge. The leading terms of $\log p(t, a, b)$ are proved to be $$
-\frac{\rho^{2}}{2 t}-\frac{\mu_{1} \rho^{1 / 3}}{t^{1 / 3}} \int_{0}^{\rho} N(s)^{2 / 3} d s-\left(\frac{d}{2}+\frac{1}{6}\right) \log t+C_{0}+o(1)
$$ where $\rho$ is the distance between $a$ and $b, N(s)$ is the normal curvature of the geodesic joining $a$ and $b$, and $C_{0}$ is an explicitly identified constant.
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1. Introduction. Let $M$ be the exterior of a smooth, strictly convex body in Euclidean space. Let $a, b$ be two points on the boundary such that there is a unique distance-minimizing curve $\gamma$ joining them which lies completely in $M$. Since $\partial M$ is concave viewed from $M$, it is clear then $\gamma$ must be the unique geodesic joining $a$ and $b$ in $\partial M$ when $\partial M$ is viewed as a Riemannian manifold with induced metric. Let us denote the length of $\gamma$ by $\rho=d(a, b)$.

Let $p(t, x, y)$ be the heat kernel of the Laplace operator $\Delta / 2$ on the domain $M$ with the Neumann boundary condition on $\partial M$. In this paper we are interested in the asymptotic behavior of $p(t, a, b)$ as $t \rightarrow 0$. Recall the basic result of Varadhan [10]:

$$
\begin{equation*}
\lim _{t \rightarrow 0} t \log p(t, a, b)=-\frac{1}{2} \rho^{2} . \tag{1.1}
\end{equation*}
$$

Our problem is to seek an improvement of (1.1) which reflects the geometry of the boundary near the geodesic $\gamma$. It has long been recognized in the diffraction theory that the correction to (1.1) takes the following form

$$
\begin{equation*}
\log p(t, a, b)=-\frac{\rho^{2}}{2 t}-\frac{C}{t^{1 / 3}}+o\left(\frac{1}{t^{1 / 3}}\right) \tag{1.2}
\end{equation*}
$$

where $C$ is a positive constant. In fact, using the idea of path integration, Buslaev [2] was able to give a heuristic argument of (1.2) and identified constant $C$ explicitly. However, to make his argument into a mathematically acceptable proof seems not to be a simple matter. Equation (1.2) has long been known in physics literature as Busleav's conjecture.

[^78]We will study the expansion (1.2) by a probabilistic method initiated by Molchanov [9]. Our result can be briefly described as follows. We parametrize the geodesic $\gamma$ by arclength. Let $N(s)$ be the normal curvature of $\gamma($ as a curve in $\partial M \hookrightarrow M$ ) at point $\gamma(s) . N(s)$ is simply the curvature of $\gamma$ when viewed as a curve in the Euclidean space. Since $\partial M$ is the exterior of a strictly convex body, $N(s)$ is strictly positive along $\gamma$. The asymptotic behavior of $p(t, a, b)$ is described by

$$
\log p(t, a, b)=-\frac{\rho^{2}}{2 t}-\frac{\mu_{1} \rho^{1 / 3}}{t^{1 / 3}} \int_{0}^{\rho} N(s)^{2 / 3} d s-\left(\frac{d}{2}+\frac{1}{6}\right) \log t+C_{0}+o(1)
$$

Here $\mu_{1}$ is the first eigenvalue of $\phi^{\prime \prime}(x) / 2-|x| \phi(x)+\mu \phi(x)=0$ on $R^{1}$ and $C_{0}$ is nonzero constant.

Probabilistically, the heat kernel $p(t, x, y)$ is the transition density function of reflecting Brownian motion on $M$. By a series of asymptotic analyses, we reduce the computation of $p(t, a, b)$ to that of the following Wiener functional on the standard Brownian bridge $W$ :

$$
\begin{equation*}
E\left[\exp \left\{-\lambda \int_{0}^{1} l(s)\left|\hat{W}_{s}\right| d s\right\}\right] \tag{1.3}
\end{equation*}
$$

where $l$ is a smooth, strictly positive function.
Our research is inspired by the work of Ikeda [5], where a special case of the present problem is discussed. In [5], manifold $M$ is assumed to have the form of a warped product (thus the normal curvature $N(s)$ is a constant). This assumption allows us to construct Brownian motion on $M$ by skew product and to simplify the analysis involved. In our present work, we have further explored some ideas from [5]. For a related problem under a different context, see Melrose and Taylor [8].

The plan of this work is as follows. In §2, we make precise our geometric assumptions and state our main theorem. The proof of the main theorem is outlined in §3. In order not to interrupt the main line of argument, verifications of some intermediate results used in $\S 3$ are relegated to $\S \S 4$ and 5 . The asymptotic analysis of the Wiener functional (1.3) is carried out in $\S 6$.

Note. The author was informed that Professor N. Ikeda has also obtained results related to the present work.
2. Assumptions and the main theorem. Unfortunately the Euclidean coordinate system is not suitable for our work. We therefore need a little elementary differential geometry. Although we may sometimes discuss the problem under general differentio-geometrical setting, the case where $M$ is the exterior of a smooth, strictly convex body is our primary concern. We will see that various geometrical assumptions we make along the way are satisfied in this important case.

So let us assume that ( $M, g$ ) is a Riemannian manifold with smooth boundary $\partial M$. We assume that $\partial M$ is strictly concave when viewed from $M$. Mathematically this means that the second fundamental form (defined below) of $\partial M$ is strictly positive definite. Now let $a$ and $b$ be two points on $\partial M$ such that there is a unique geodesic in $\partial M$ joining them on which they are not conjugate. For example, $a$ and $b$ can be any two nonantipodal points on a sphere. The geodesic is the arc of the great circle passing through $a$ and $b$ of lesser length. We can set up a semigeodesic coordinate system $\tilde{x}=\left(x^{2}, \cdots, x^{d}\right)$ on $\partial M$ in a neighborhood of $\gamma$ with $a$ as the origin and $x^{2}$ in the direction of the geodesic $\gamma$ (cf. Molchanov [9, p. 10]). We let $x=\left(x^{1}, \tilde{x}\right)$ be the
point in $M$ which lies on the geodesic passing through $\tilde{x}$ and perpendicular to $\partial M$ with $x^{1}=d(x, \partial M)$.

Instead of $M$, which has a boundary, we can consider ( $M^{-} \cup M, g$ ) the double of $M$. Here $M^{-}$is just a copy of $M$, and $M$ and $M^{-}$are identified along the boundary. The heat kernel on $M^{-} \cup M$ and the Neumann heat kernel on $M$ are related in a very simple way (see $\S 3$ below).

The second fundamental form $H$ of the boundary $\partial M$ can be identified with the matrix

$$
H_{i j}=H\left(\frac{\partial}{\partial x^{i}}, \frac{\partial}{\partial x^{j}}\right)=\left\langle\nabla_{i} \frac{\partial}{\partial x^{j}}, \frac{\partial}{\partial x^{1}}\right\rangle
$$

( $\nabla_{i}=\nabla_{\partial / \partial x^{i}}$ is the covariant derivative). The normal curvature of $\gamma$ at $\gamma(s)$ is by definition

$$
N(s)=H_{\gamma(s)}(\dot{\gamma}(s), \dot{\gamma}(s))
$$

(see [7, p. 44]). For brevity, we sometimes write $H_{i j}(s)$ for $H_{i j}(\gamma(s))$ and $g(s)$ for $g(\gamma(s))$. The following lemma clarifies the geometric meaning of the second fundamental form.

Lemma 2.1. Let $g=\left(g_{i j}\right)$ be the metric matrix in the semigeodesic coordinates.
(a) We have

$$
g_{1 i}(x)=\delta_{1 i}, \quad g_{2 i}(0, \tilde{x})=\delta_{2 i}, \quad i=1, \cdots, d
$$

(b) Near the boundary $\partial M$, the metric matrix has the expansion

$$
g_{i j}(x)=g_{i j}(0, \tilde{x})+2 H_{i j}(\tilde{x})\left|x^{1}\right|+O\left(\left|x^{1}\right|^{2}\right), \quad 2 \leq i, j \leq d
$$

Proof. Since the coordinate line $\tilde{x}=$ const. is a geodesic perpendicular to $N$, we have $g_{1 i}(0, \tilde{x})=\delta_{1 i}$ for $x \in \partial M$ and $\nabla_{1}\left(\partial / \partial x^{1}\right)=0$. This implies

$$
\nabla_{1} g_{1 i}=\left\langle\frac{\partial}{\partial x^{1}}, \nabla_{1} \frac{\partial}{\partial x^{i}}\right\rangle=\frac{1}{2} \nabla_{i}\left\langle\frac{\partial}{\partial x^{1}}, \frac{\partial}{\partial x^{1}}\right\rangle=0 .
$$

It follows that $g_{1 i}(x)=\delta_{1 i}$. The same proof applies to $g_{2 i}(0, \tilde{x})$. Part (a) is proved.
By the definition of the second fundamental form and part (a), we have on $\partial M$

$$
H_{i j}(\tilde{x})=\left\langle\frac{\partial}{\partial x^{j}}, \nabla_{i} \frac{\partial}{\partial x^{1}}\right\rangle=\left\langle\frac{\partial}{\partial x^{i}}, \nabla_{1} \frac{\partial}{\partial x^{j}}\right\rangle=\frac{1}{2} \nabla_{1} g_{i j} .
$$

Part (b) follows immediately.
We will prove our asymptotic formula for the heat kernel under the following two geometrical assumptions.

Assumption (A). The normal curvature $N(s)=H_{22}(s), 0 \leq s \leq \rho$, is strictly positive along the geodesic $\gamma$.

Assumption (B). For any neighborhood $G$ of $\gamma$ in $M$, there exists $\epsilon>0$ such that any piecewise smooth curve in $M$ joining $a$ and $b$ with length $\leq d(a, b)+\epsilon$ lies completely inside $G$. Equivalently, $d(a, b)<d(a, \partial G)+d(b, \partial G)$ for any neighborhood $G$ of $\gamma$.

It is easy to verify that in the case where $M$ is the exterior of a strictly convex body in the Euclidean space, the above assumptions (A) and (B) are satisfied.

Let ( $\mu_{1}, \phi_{1}$ ) be the first normalized eigenpairs of the eigenvalue problem

$$
\frac{1}{2} \phi^{\prime \prime}(x)-|x| \phi(x)+\mu \phi(x)=0, \quad x \in R^{1}
$$

We are in a position to state our main result.
Theorem. Let $M$ be a Riemannian manifold with boundary and $p(t, x, y)$ the heat kernel of the Laplace-Beltrami operator $\Delta / 2$ on $M$ under the Neumann boundary condition (insulated boundary). Suppose that $a$ and $b$ are two points on the boundary such that there is a unique geodesic in the boundary $\partial M$ joining them along which they are not conjugate. Then under further assumptions (A) and (B), we have as $t \rightarrow 0$,

$$
\begin{aligned}
& p(t, a, b) \approx \\
& \quad \gamma H(a, b) \rho^{2 / 3}[N(a) N(b)]^{1 / 6} t^{-(d / 2+1 / 6)} \exp \left\{-\frac{\rho^{2}}{2 t}-\frac{\mu_{1} \rho^{1 / 3}}{t^{1 / 3}} \int_{0}^{\rho} N(s)^{2 / 3} d s\right\},
\end{aligned}
$$

where

$$
\gamma=2(2 \pi)^{-(d-1) / 2}\left|\phi_{1}(0)\right|^{2}
$$

and

$$
H(a, b)=\frac{[g(a) g(b)]^{-1 / 4}}{\left[\operatorname{det} \int_{0}^{\rho} g(s)^{-1} d s\right]^{1 / 2}} \rho^{2 / 3}
$$

Remark. $H(a, b)$ has an intrinsic geometric meaning, cf. Molchanov [9, p. 14-15].
Before proving this theorem, we need to transform Assumption (B) into a form more suitable for computation. Let $G$ be any neighborhood of $\gamma$; by Assumption (B) we have $d(a, b)<d(a, \partial G)+d(b, \partial G)$. One important consequence of this assumption is that the computation of the asymptotic behavior of $p(t, a, b)$ can be localized inside $G$. This means that the metric outside $G$ has no effect on the asymptotics of $p(t, a, b)$. In fact if $p_{g_{1}}$ and $p_{g_{2}}$ are two heat kernels for the metrics $g_{1}$ and $g_{2}$ which coincide on $G$, then we have

$$
\lim _{t \rightarrow 0} \frac{p_{g_{1}}(t, a, b)}{p_{g_{2}}(t, a, b)}=1
$$

(See Azencott [1, p. 157]). Note that in [1], the above relation is proved under the assumption $d(a, b)<\max \{d(a, \partial G), d(b, \partial G)\}$. The result holds, however, under the more relaxed condition $d(a, b)<d(a, \partial G)+d(b, \partial G)$. See Hsu [4] for details. Therefore, for the purpose of computing the asymptotics of $p(t, a, b)$, we may arbitrarily alter the metric outside $G$ to facilitate the computation. Thus we can assume that $M=R_{+}^{n}=$ $\left\{x=\left(x^{1}, x^{2}, \cdots, x^{n}\right): x^{1} \geq 0\right\}, M^{-} \cup M=R^{n}$, and that the metric is Euclidean outside a small neighborhood $G$ of $\gamma$. Let $g^{-1}=\left(g^{i j}\right)$ be the inverse of the metric matrix. From Lemma 2.1 a simple calculation shows

$$
g^{22}(x)=1-2 H_{22}(\tilde{x})\left|x^{1}\right|+O\left(\left|x^{1}\right|^{2}\right)
$$

We can then impose the following global assumptions on $\boldsymbol{g}^{22}$ :
Assumption (B1). For all $x \in R^{n}$, we have $g^{22}(x) \leq 1$.
Assumption (B2). There exists a constant $\gamma>0$ such that for all $x \in R^{n}$,

$$
1-2 H_{22}(\tilde{x})\left|x^{1}\right|-\gamma\left|x^{1}\right|^{2} \leq g^{22}(x) \leq 1-2 H_{22}(\tilde{x})\left|x^{1}\right|+\gamma\left|x^{1}\right|^{2} .
$$

The reason that we can make Assumptions (B1) and (B2) is simple: These two assumptions hold on a small neighborhood $G$ of the geodesic $\gamma$. We can then choose the metric so that they also hold outside $G$. Let us emphasize once more that (B1) and (B2) are derived from (A) and (B) and the above mentioned localization principle. We may prove our main theorem under these assumptions without losing the generality of our result.

Remark. A casual reader might think Assumption (B) is redundant because it should always hold. (B) may fail if $M$ is not complete in its Riemannian metric. Since the Euclidean space is complete, (B) indeed holds in this case. On the other hand, Assumption (A) is essential.

Finally let us look at a simple example where (B1) and (B2) are satisfied by the obvious choice of coordinates.

Example. Let $M \subset R^{2}$ be the exterior component of the ellipse: $x=a \cos \theta, y=$ $\sin \theta$. Introduce coordinates $(\theta, t)$ on $M$ :

$$
x=\left(a+\frac{b t}{\lambda(\theta)}\right) \cos \theta, \quad y=\left(b+\frac{a t}{\lambda(\theta)}\right) \sin \theta
$$

where $\lambda(\theta)^{2}=a^{2} \sin ^{2} \theta+b^{2} \cos ^{2} \theta$. A simple calculation shows

$$
d x^{2}+d y^{2}=d t^{2}+\lambda(\theta)^{2}\left(1+\frac{a b}{\lambda(\theta)^{3}} t\right)^{2} d \theta^{2}
$$

Let

$$
x^{1}=t, \quad x^{2}=\int_{0}^{\theta} \lambda(u) d u .
$$

We have

$$
g^{22}(x)=\left(1+\frac{a b}{\lambda(\theta)^{3}} x^{1}\right)^{-2}
$$

and

$$
H_{22}\left(x^{2}\right)=\frac{a b}{\lambda(\theta)} .
$$

Clearly, Assumptions (A), (B), (B1), and (B2) are satisfied.
3. Proof of the theorem. Let $g^{-1}=\left(g^{i j}\right)$ be the inverse of the metric matrix $g$. The Laplace-Beltrami operator on ( $M^{-} \cup M=R^{d}, g$ ) is given by

$$
\Delta=\frac{1}{\sqrt{\operatorname{det} g}} \frac{\partial}{\partial x^{i}}\left(\sqrt{\operatorname{det} g} g^{i j} \frac{\partial}{\partial x^{j}}\right)=g^{i j} \frac{\partial^{2}}{\partial x^{i} \partial x^{j}}+2 b^{i} \frac{\partial}{\partial x^{i}}
$$

where

$$
b^{i}=\frac{1}{2} \frac{1}{\sqrt{\operatorname{det} g}} \frac{\partial}{\partial x^{j}}\left(\sqrt{\operatorname{det} g} g^{i j}\right) .
$$

Let $X=\left\{X_{t}=\left(X_{t}^{1}, \cdots, X_{t}^{d}\right): t \geq 0\right\}$ be the Riemannian Brownian motion on ( $M^{-} \cup M, g$ ), i.e., the diffusion process generated by $\Delta / 2$ (cf. Ikeda-Watanabe [ 6 , Chaps. IV, V]). Denote by $\tau: M-\cup M \rightarrow M$ the natural projection. Then the process $\tau(X)$ is the reflecting Brownian motion on $(M, g)$. Let $p^{X}$ and $p^{\tau(X)}=p$ be the respective transition density. Then obviously

$$
p(t, x, y)=p^{X}(t, x, y)+p^{X}\left(t, x, y^{*}\right)
$$

where $\left\{y, y^{*}\right\}=\tau^{-1}(y)$. In particular, since $b^{*}=b$

$$
\begin{equation*}
p(t, a, b)=2 p^{X}(t, a, b) \tag{3.1}
\end{equation*}
$$

Diffusion process $X$ can be obtained as the solution of the stochastic differential equation on $R^{d}$ :

$$
d X_{s}=\sigma\left(X_{s}\right) d B_{s}+b\left(X_{s}\right) d s
$$

Here $\sigma$ is a smooth square root of $g$ and $B$ is a standard Brownian motion in $R^{d}$.
The behavior of the heat kernel $p(t, a, b)$ depends on the law of the Brownian bridge from $a$ and conditioned to reach $b$ at time $t$. As $t \rightarrow 0$, the Brownian bridge tends to travel along the geodesic $\gamma$ with uniform speed $\rho / t$. Let

$$
Y_{s}=X_{s}-\frac{s \rho}{t} e_{2}
$$

( $e_{2}$ is the unit vector $(0,1,0, \cdots, 0)$ in $x^{2}$-direction.) We therefore expect $Y$ to be a process with small magnitude. The equation for $Y$ is

$$
d Y_{s}=\sigma\left(Y_{s}+\frac{s \rho}{t} e_{2}\right) d B_{s}+\left[b\left(Y_{s}+\frac{s \rho}{t} e_{2}\right)-\frac{\rho}{t} e_{2}\right] d s
$$

We now alter the drift of this equation by the Girsanov transform. Consider a new equation

$$
\begin{equation*}
d Z_{s}=\sigma\left(Z_{s}+\frac{s \rho}{t} e_{2}\right) d B_{s}+c\left(Z_{s}+\frac{s \rho}{t} e_{2} ; t\right) d s \tag{3.2}
\end{equation*}
$$

Let $P^{Y}$ and $P^{Z}$ denote the laws of the processes $Y$ and $Z$ on the sample path space $C\left([0, t] \rightarrow R^{n}\right)$. By the Girsanov formula (Ikeda-Watanabe [6, p. 180]), we have

$$
\frac{d P^{Y}}{d P^{Z}}=\exp \left[\int_{0}^{t}\left\langle h\left(Z_{s}+\frac{s \rho}{t} e_{2} ; t\right), d B_{s}\right\rangle-\frac{1}{2} \int_{0}^{t}\left\|h\left(Z_{s}+\frac{s \rho}{t} e_{2} ; t\right)\right\|^{2} d s\right] \stackrel{\text { def }}{=} N_{t}
$$

where

$$
\begin{equation*}
h(x ; t)=\sigma(x)^{-1}\left[b(x)-c(x ; t)-\frac{\rho}{t} e_{2}\right] . \tag{3.3}
\end{equation*}
$$

Let $D$ be a neighborhood of $a$ (the origin of the coordinates). We have

$$
\begin{aligned}
P\left[X_{t} \in D+\rho e_{2}\right] & =P\left[Y_{t} \in D\right]=E\left[N_{t} ; Z_{t} \in D\right] \\
& =\int_{D} E\left[N_{t} \mid Z_{t}=y\right] P\left[Z_{t} \in d y\right] .
\end{aligned}
$$

It follows from this and (3.2) that

$$
\begin{equation*}
p(t, a, b)=\frac{2}{\sqrt{\operatorname{det} g(\rho)}} E\left[N_{t} \mid Z_{t}=0\right] p^{Z}(0,0 ; t, 0) \tag{3.4}
\end{equation*}
$$

where $p^{Z}(s, z ; v, x)$ is the transition density of the process $Z$ (with respect to the Lebesgue measure) defined by (3.2). Formula (3.4) is the key to the subsequent discussion.

We now choose the drift $c$ in (3.2):

$$
\begin{equation*}
c(x ; t)=b(x)-b^{1}(x) e_{1}-\frac{\rho}{t}\left[I-g(x)^{-1}\right] e_{2} . \tag{3.5}
\end{equation*}
$$

Or, what is the same thing (see (3.3))

$$
\begin{equation*}
h(x ; t)=\sigma(x)\left[b^{1}(x) e_{1}-\frac{\rho}{t} e_{2}\right] . \tag{3.6}
\end{equation*}
$$

The advantage of this choice will be clear later. Note that

$$
c^{1}\left(z+\frac{s \rho}{t} e_{2}\right) \equiv 0 .
$$

This means that the first component $Z^{1}$ of (3.2) is simply a one-dimensional Brownian motion.

The last two factors on the right-hand side of (3.4) will now be analyzed separately. First of all, we have the following lemma.

Lemma 3.1. As $t \rightarrow 0$, we have

$$
p^{Z}(0,0 ; t, 0)=\left(\frac{1}{2 \pi t}\right)^{d / 2} H_{1}[1+O(\sqrt{t})]
$$

where

$$
H_{1}=\rho^{d / 2}\left[\operatorname{det} \int_{0}^{\rho} g(s)^{-1} d s\right]^{-1 / 2}
$$

To study $E\left[N_{t} \mid Z_{t}=0\right]$, set

$$
Z_{s}^{*}=Z_{s}+\frac{s \rho}{t} e_{2}
$$

for brevity. Using (3.6), we verify easily

$$
\begin{aligned}
\int_{0}^{t}\left\langleh \left( Z_{s}^{*} ;\right.\right. & \left.t), d B_{s}\right\rangle \\
& =\int_{0}^{t}\left\langle\sigma\left(Z_{s}^{*}\right)^{-1} h\left(Z_{s}^{*} ; t\right), d Z_{s}-c\left(Z_{s}^{*} ; t\right) d s\right\rangle \\
& =-\frac{\rho^{2}}{t^{2}} \int_{0}^{t}\left[1-g^{22}\left(Z_{s}^{*}\right)\right] d s-\frac{\rho}{t} Z_{t}^{2}+\int_{0}^{t} b^{1}\left(Z_{s}^{*}\right) d Z_{s}^{1}+\frac{\rho}{t} \int_{0}^{t} b^{2}\left(Z_{s}^{*}\right) d s
\end{aligned}
$$

We also have

$$
\left\|h\left(Z_{s}^{*} ; t\right)\right\|^{2}=\frac{\rho^{2}}{t^{2}}-\frac{\rho^{2}}{t^{2}}\left[1-g^{22}\left(Z_{s}^{*}\right)\right]+\left|b^{1}\left(Z_{s}^{*}\right)\right|^{2} .
$$

It follows that

$$
\begin{equation*}
\log N_{t}=-\frac{\rho^{2}}{2 t}-\Theta_{t}+\log H_{2}+F_{t} \tag{3.7}
\end{equation*}
$$

with

$$
\begin{equation*}
\Theta_{t}=\frac{\rho^{2}}{2 t^{2}} \int_{0}^{t}\left[1-g^{22}\left(Z_{s}^{*}\right)\right] d s \tag{3.8}
\end{equation*}
$$

$$
H_{2}=\exp \left\{\int_{0}^{\rho} b^{2}\left(s e_{2}\right) d s\right\}=\left[\frac{\operatorname{det} g(\rho)}{\operatorname{det} g(0)}\right]^{1 / 4}
$$

and
(3.9)

$$
F_{t}=-\frac{\rho}{t} Z_{t}^{2}+\int_{0}^{t} b^{1}\left(Z_{s}^{*}\right) d Z_{s}^{1}+\frac{\rho}{t} \int_{0}^{t}\left[b^{2}\left(Z_{s}^{*}\right)-b^{2}\left(\frac{s \rho}{t} e_{2}\right)\right] d s-\frac{1}{2} \int_{0}^{t}\left|b^{1}\left(Z_{s}^{*}\right)\right|^{2} d s
$$

It is clear now that the proof of the main theorem in $\S 2$ will be completed if we show the following three lemmas.

Lemma 3.2. Let $\hat{W}$ be the standard Brownian bridge. We have

$$
\lim _{t \rightarrow 0} \frac{E\left[\exp \left\{-\Theta_{t}\right\} \mid Z_{t}=0\right]}{E\left[\exp \left\{-\frac{\rho^{2}}{\sqrt{t}} \int_{0}^{1} N(s \rho)\left|\hat{W}_{s}\right| d s\right\}\right]}=1 .
$$

Lemma 3.3. We have

$$
\lim _{t \rightarrow 0} \frac{E\left[\exp \left\{-\Theta_{t}+F_{t}\right\} \mid Z_{t}=0\right]}{E\left[\exp \left\{-\Theta_{t}\right\} \mid Z_{t}=0\right]}=1
$$

Let

$$
S(\lambda ; l) \stackrel{\text { def }}{=} E\left[\exp \left\{-\lambda \int_{0}^{1} l(s)\left|\hat{W}_{s}\right| d s\right\}\right] .
$$

Lemma 3.4. Let $l:[0,1] \rightarrow R_{+}$be twice continuously differentiable and strictly positive on the closed interval $[0,1]$, then for any $k \geq 0$

$$
S(\lambda ; l)=\sqrt{2 \pi}\left|\phi_{1}(0)\right|^{2}[l(0) l(1)]^{1 / 6} \lambda^{1 / 3} \exp \left\{-\mu_{1} \lambda^{2 / 3} \int_{0}^{1} l(s)^{2 / 3} d s\right\}\left[1+O\left(\lambda^{-k}\right)\right]
$$

The next three sections are devoted to the proof of Lemmas 3.1 to 3.4.
4. Proof of Lemma 3.1. Throughout the rest of this paper, letters $c_{1}, c_{2}, \cdots$, whose values may change from one appearance to another, represent constants depending only on the geometry of the manifold.

By (3.2), the function $p^{Z}(s, z ; v, y)$ is the fundamental solution of the parabolic operator

$$
\begin{equation*}
L=\frac{\partial}{\partial s}+\frac{1}{2} g^{i j}\left(z+\frac{s \rho}{t} e_{2}\right) \frac{\partial^{2}}{\partial z^{i} \partial z^{j}}+c^{i}\left(z+\frac{s \rho}{t} e_{2} ; t\right) \frac{\partial}{\partial z^{i}} . \tag{4.1}
\end{equation*}
$$

Let us investigate the coefficients $c$ more carefully. First of all, as we have pointed out before, $c^{1} \equiv 0$. By Lemma 2.1

$$
g(x)^{-1}=\left(\begin{array}{cc}
1 & 0 \\
0 & \tilde{g}(\tilde{x})^{-1}-2 \tilde{g}(\tilde{x})^{-1} H(\tilde{x}) \tilde{g}(\tilde{x})^{-1}\left|x^{1}\right|+O\left(\left|x^{1}\right|^{2}\right)
\end{array}\right) .
$$

$(\tilde{g}$ is the last $(n-1) \times(n-1)$ principal minor of $g)$. Hence near the geodesic $\gamma$

$$
\begin{equation*}
\tilde{c}\left(z+s e_{2}\right)=\tilde{b}\left(z+s e_{2}\right)-\frac{2 \rho}{t} D(s) e_{2}\left|z^{1}\right|+\frac{1}{t} O\left(\left|z^{1}\right|\|z\|\right) \tag{4.2}
\end{equation*}
$$

where

$$
D(s)=\tilde{g}\left(s e_{2}\right)^{-1} H\left(s e_{2}\right) \tilde{g}\left(s e_{2}\right)^{-1}
$$

We prove Lemma 3.1 by the method of parametrix (cf. Friedman [3]). We need to pay special attention to the dependence of the coefficients on $t$.

Let $L^{x}$ be the operator obtained from $L$ by freezing the coefficients of $L$ at $z=x$. Set for a positive definite matrix $A$

$$
\Gamma(A, y)=\frac{1}{(2 \pi)^{d / 2} \sqrt{\operatorname{det} A}} \exp \left\{-\frac{1}{2}\left\langle y, A^{-1} y\right\rangle\right\}
$$

Let

$$
u_{0}(s, z ; v, x)=\Gamma\left(\lambda_{x}(s, v), x-z\right)
$$

with

$$
\lambda_{x}(s, v)=\int_{s}^{v} g\left(x+\frac{l \rho}{t} e_{2}\right)^{-1} d l
$$

We have

$$
\begin{equation*}
u_{0}(0,0 ; t, 0)=\left(\frac{1}{2 \pi t}\right)^{d / 2} H_{1} \tag{4.3}
\end{equation*}
$$

with the same $H_{1}$ as in the statement of Lemma 3.1.
Now $p^{Z}=u$ can be obtained by iteration from the equation

$$
u(s, z ; v, x)=u_{0}(s, z ; v, x)+\int_{s}^{v} d l \int_{R^{d}} u(s, z ; l, y)\left(L-L^{x}\right) u_{0}(l, y ; v, x) d y
$$

We thus obtain an absolutely convergent series $p^{Z}=\sum_{m=0}^{\infty} u_{m}$. Using the easy estimate

$$
\begin{equation*}
\|g(z)-g(x)\|+t\|c(z ; t)-c(x ; t)\| \leq c_{3}\|z-x\| \tag{4.4}
\end{equation*}
$$

which follows from (3.5), we verify by induction the following estimate:

$$
\left|u_{m}(s, z ; v, x)\right| \leq \frac{c_{1} c_{2}^{m}}{\Gamma(m / 2+1)}\left[1+\frac{\sqrt{v-s}}{t}\right](v-s)^{(m-d) / 2} \exp \left\{-\frac{\|z-x\|^{2}}{c_{1}(v-s)}\right\}
$$

It follows immediately that

$$
\begin{equation*}
p^{Z}(s, z ; x, v) \leq \frac{c_{4}}{(v-s)^{d / 2}}\left[1+\frac{v-s}{t}\right] \exp \left\{-\frac{\|z-x\|^{2}}{c_{4}(v-s)}\right\} \tag{4.5}
\end{equation*}
$$

Now that we have

$$
\sum_{m=2}^{\infty}\left|u_{m}(0,0 ; t, 0)\right| \leq c_{5} t^{-(d-1) / 2}
$$

it is easy to see from (4.3) that the assertion of Lemma 3.1 is implied by the inequality

$$
\begin{equation*}
\left|u_{1}(0,0 ; t, 0)\right| \leq c_{6} t^{-(d-1) / 2} \tag{4.6}
\end{equation*}
$$

which we are about to show. By the iteration formula

$$
\begin{equation*}
u_{1}(0,0 ; t, 0)=\int_{0}^{t} d l \int_{R^{d}} \Gamma\left(\lambda_{y}(0, l), y\right)\left[L-L^{0}\right] \Gamma\left(\lambda_{0}(l, t), y\right) d y . \tag{4.7}
\end{equation*}
$$

From (4.2), we have

$$
L-L^{0}=\alpha^{i j} \frac{\partial^{2}}{\partial y^{i} \partial y^{j}}+\beta^{i} \frac{\partial}{\partial y^{i}}+\frac{\rho}{t} \gamma^{i} \frac{\partial}{\partial y^{i}}-\frac{2 \rho}{t} \sum_{i=2}^{n} D_{2 i}\left(\frac{s \rho}{t}\right)\left|y^{1}\right| \frac{\partial}{\partial y^{i}}
$$

with $\alpha=\alpha(y, l, t)$, etc., satisfying

$$
\begin{equation*}
\|\alpha\|+\|\beta\|+\|\gamma\|^{1 / 2} \leq c_{7}\|y\| . \tag{4.8}
\end{equation*}
$$

This fact together with (4.7) gives

$$
\begin{align*}
u_{1}(0,0 ; t, 0)= & -\frac{2 \rho}{t} \int_{0}^{t} D_{2 i}\left(\frac{l \rho}{t}\right) d l \int_{R^{n}}\left[\Gamma\left(\lambda_{y}(0, l), y\right)-\Gamma\left(\lambda_{0}(0, l), y\right)\right]\left|y^{1}\right|  \tag{4.9}\\
& \times \frac{\partial}{\partial y_{i}} \Gamma\left(\lambda_{0}(l, t), y\right) d y+O\left(t^{-(d-1) / 2}\right) .
\end{align*}
$$

(Inserting $\Gamma\left(\lambda_{0}(0, l), y\right)$ creates a term equal to zero after integration.) Finally using the inequality

$$
\left|\Gamma\left(\lambda_{y}(0, l), y\right)-\Gamma\left(\lambda_{0}(0, l), y\right)\right| \leq c_{8} l^{-d / 2}\|y\| e^{-\|y\| / c_{8} l}
$$

we obtain (4.6) from (4.9) by simple estimation. The proof of Lemma 3.1 is therefore complete.
5. Proof of Lemma 3.2 and Lemma 3.3. We adopt the following notational convention. If $G(Z)$ is a functional of the process $Z$, the same functional of $Z$ conditioned by $Z_{t}=0$ is denoted by $\hat{G}$, i.e., $\hat{G}=G(\hat{Z})$. Also if $x \in R^{n}$, then $\tilde{x}=\left(x^{2}, \cdots, x^{d}\right)$.

Set

$$
Z_{s}^{t}=\frac{Z_{s t}}{\sqrt{t}}, \quad M^{t}=\max _{0 \leq s \leq 1}\left\|Z_{s}^{t}\right\|, \quad \tilde{M}^{t}=\max _{0 \leq s \leq 1}\left\|\tilde{Z}_{s}^{t}\right\| .
$$

As mentioned immediately before Lemma 3.1 , the process

$$
\left\{W_{s} \stackrel{\text { def }}{=} Z_{s}^{t, 1} ; 0 \leq s \leq 1\right\}
$$

is a one-dimensional Brownian motion.
Let $P_{W}$ be the law of $\tilde{Z}^{t}$ conditioned by the process $W$. This means that under the probability $P_{W}$, the process $\tilde{Z}^{t}$ is the solution of the stochastic differential equation

$$
d \tilde{Z}_{s}^{t}=\tilde{\sigma}\left(\sqrt{t} W_{s} e_{1}+\sqrt{t} \tilde{Z}_{s}^{t}+s \rho e_{2}\right) d \tilde{B}_{s}+\sqrt{t} \tilde{c}\left(\sqrt{t} W_{s} e_{1}+\sqrt{t} \tilde{Z}_{s}^{t}+s \rho e_{2}\right) d s
$$

In this equation $W=\left\{W_{s} ; 0 \leq s \leq 1\right\}$ is assumed to be deterministic. Let $p^{Z^{t}}$ be the transition density of $Z^{t}$ and let $p_{W}^{\tilde{\tilde{Z}}^{t}}$ be that of the process $\tilde{Z}^{t}$ under the probability $P_{W}$.

Inequality (4.6) and Lemma 3.1 can be paraphrased as follows:

$$
\begin{gathered}
p^{Z^{t}}(s, z ; v, x) \leq \frac{c_{2}}{(v-s)^{d / 2}} e^{-\|z-x\|^{2} / c_{2}(v-s)} \leq \frac{c_{3}}{\|z-x\|^{d}} \\
p^{Z^{t}}(0,0 ; 1,0)=\left(\frac{1}{2 \pi}\right)^{d / 2}[1+O(\sqrt{t})] \geq c_{4}
\end{gathered}
$$

The proof of Lemma 3.1 can be applied to obtain the following estimates for function $p_{W}^{\tilde{z}^{t}}$ :

$$
\begin{equation*}
p_{W}^{\tilde{z}^{t}}(s, \tilde{z} ; v, \tilde{x}) \leq \frac{c_{2}}{(v-s)^{(d-1) / 2}} e^{-\|\tilde{z}-\tilde{x}\|^{2} / c_{2}(v-s)} \leq \frac{c_{3}}{\|\tilde{z}-\tilde{x}\|^{(d-1)}} \tag{5.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{W}^{\tilde{z}^{t}}(0,0 ; t, 0) \geq c_{4}\left[1-c_{5} \int_{0}^{1}\left|W_{s}\right| d s\right] \tag{5.1b}
\end{equation*}
$$

To see this, we only need to observe that (4.2) and estimates (4.4) and (4.8), which are crucial to the proof there, should be replaced by

$$
\begin{aligned}
& \tilde{c}\left(\sqrt{t} W_{s / t} e_{1}+\tilde{z}+s e_{2}\right)= \tilde{b}\left(\sqrt{t} W_{s / t} e_{1}+\tilde{z}+s e_{2}\right) \\
& \quad-\frac{2 \rho}{t}\left[\tilde{I}-\tilde{g}\left(\sqrt{t} W_{s / t} e_{1}+\tilde{z}+s e_{2}\right)^{-1}\right] e_{2}+\frac{1}{\sqrt{t}} O\left(\left|W_{s / t}\right|\|\tilde{z}\|\right) \\
&\left\|\tilde{g}\left(\sqrt{t} W_{s / t} e_{1}+\tilde{z}\right)-\tilde{g}\left(\sqrt{t} W_{s / t} e_{1}+\tilde{x}\right)\right\| \leq c_{6}\|\tilde{z}-\tilde{x}\| \\
&\left\|\tilde{c}\left(\sqrt{t} W_{s / t} e_{1}+\tilde{z} ; t\right)-\tilde{c}\left(\sqrt{t} W_{s / t} e_{1}+\tilde{x} ; t\right)\right\| \leq \frac{c_{6}}{t}\|\tilde{z}-\tilde{x}\|
\end{aligned}
$$

and

$$
\|\alpha\|+\|\beta\| \leq c_{7}\|\tilde{y}\|, \quad\|\gamma\| \leq c_{7} \sqrt{t}\left|W_{s / t}\right|\|\tilde{y}\| .
$$

with constants $c_{6}, c_{7}$ independent of $W$ and $t$.
LEMMA 5.1. There exist constants $c_{0}, c_{1}$ independent of t such that for sufficiently large $a \gg 1$,
(a)

$$
P_{W}\left[\hat{\tilde{M}}^{t}>a\right] \leq e^{-c_{1} a^{2}} \quad \text { if } \int_{0}^{1}\left|W_{s}\right| d s \leq c_{0}
$$

and
(b)

$$
P\left[\hat{M}^{t}>a\right] \leq e^{-c_{1} a^{2}}
$$

Proof. Let

$$
\tau_{a}=\inf \left\{s:\left\|\tilde{Z}_{s}^{t}\right\| \geq a\right\}
$$

By the Markov property, we have, for any neighborhood $D$ of the origin in $R^{(d-1)}$,

$$
\begin{equation*}
P_{W}\left[\tilde{M}^{t}>a, \tilde{Z}_{1}^{t} \in D\right]=E_{W}\left[\int_{D} p_{W}^{\tilde{z}^{t}}\left(a, \tau_{a} ; 1, y\right) d y ; \tau_{a}<1\right] \tag{5.2}
\end{equation*}
$$

Divide (5.2) by $P\left[\tilde{Z}_{1}^{t} \in D\right]$ and use (5.1). Letting $|D| \rightarrow 0$, we see that for $a \gg 1$,

$$
\begin{equation*}
P_{W}\left[\hat{\tilde{M}}^{t}>a\right] \leq \frac{1}{2}\left[1-c_{5} \int_{0}^{1}\left|W_{s}\right| d s\right]^{-1} P_{W}\left[\tilde{M}^{t}>a\right] \tag{5.3}
\end{equation*}
$$

To estimate the last probability, we note that the equation of $\tilde{Z}^{t}$ is

$$
\begin{equation*}
d \tilde{Z}_{s}^{t}=d Q_{s}+\sqrt{t} \tilde{c}\left(\sqrt{t} W_{s} e_{1}+\sqrt{t} \tilde{Z}_{s}^{t}+s \rho e_{2}\right) d s \tag{5.4}
\end{equation*}
$$

where

$$
d Q_{s}=\tilde{\sigma}\left(\sqrt{t} W_{s} e_{1}+\sqrt{t} \tilde{Z}_{s}^{t}+s \rho e_{2}\right) d \tilde{B}_{s}
$$

By Lemma 2.1 and (3.5) the drift in (5.4) is bounded by

$$
\sqrt{t}\left\|c\left(\sqrt{t} W_{s} e_{1}+\sqrt{t} \tilde{Z}_{s}^{t}+s \rho e_{2} ; t\right)\right\| \leq c_{8} \sqrt{t}+c_{8}\left|W_{s}\right|
$$

Also note that $Q_{s}^{i}, i=2, \cdots$ are martingale with bounded characteristic: $\left[Q^{i}\right]_{1} \leq$ $d\|\sigma\|_{\infty}^{2}$. It follows that for some $a \geq 2 c_{8}$ and all $t \leq 1$

$$
\begin{aligned}
P_{W}\left[\tilde{M}^{t}>a\right] & \leq P_{W}\left[\max _{0 \leq s \leq 1}\left\|Q_{s}\right\|>\frac{a}{2}\left(1-\int_{0}^{1}\left|W_{s}\right| d s\right)\right] \\
& \leq d P_{W}\left[\max _{0 \leq s \leq d\|\sigma\|_{\infty}^{2}}\left\|\beta_{s}\right\|>\frac{a}{2}\left(1-\int_{0}^{1}\left|W_{s}\right| d s\right)\right] \\
& \leq d \exp \left\{-c_{9} a^{2}\left(1-\int_{0}^{1}\left|W_{s}\right| d s\right)^{2}\right\}
\end{aligned}
$$

( $\beta$ is an independent one-dimensional Brownian motion). Part (a) follows immediately from (5.3) by choosing, for example, $c_{0}<\min \left(c_{5}^{-1}, 1\right)$ and $c_{1}>c_{9}\left(1-c_{0}\right)^{2}$. The proof of part (b) is similar and easier.

Lemma 5.2. For any positive $\epsilon, K$ and $0<\delta<1 / 6$, there exists a positive constant $t_{0}=t_{0}(\epsilon, K, \delta)$ such that for all $t \leq t_{0}$,

$$
P\left[\int_{0}^{1}\left|\hat{W}_{s}\right| d s \leq K t^{1 / 6}, \quad \max _{0 \leq s \leq 1}\left|\hat{W}_{s}\right| \geq \epsilon t^{-1 / 6}\right] \leq \exp \left\{-t^{-(1 / 3+\delta)}\right\}
$$

Proof. This lemma is proved in Lemma 5.4 of Ikeda [5, p. 188-189].
We now turn to the following proof.
Proof of Lemma 3.2. Set

$$
\begin{aligned}
& A_{t, K}=\left\{\omega: \int_{0}^{1}\left|\hat{W}_{s}\right| d s \leq K t^{1 / 6}\right\} \\
& B_{t, \epsilon}=\left\{\omega: \max _{0 \leq s \leq 1}\left|\hat{W}_{s}\right| \geq \epsilon t^{-1 / 6}\right\} .
\end{aligned}
$$

Also set

$$
G_{t}=\hat{\tilde{M}}^{t} \int_{0}^{1}\left|\hat{W}_{s}\right| d s
$$

We have from (3.8)

$$
\hat{\Theta}_{t}=\frac{\rho^{2}}{2 t} \int_{0}^{1}\left[1-g^{22}\left(\sqrt{t} \hat{Z}_{s}^{t}+s \rho e_{2}\right)\right] d s
$$

Assumption (B2) implies

$$
2 H_{22}\left(\tilde{z}+s e_{2}\right)\left|z^{1}\right|-\gamma\left|z^{1}\right|^{2} \leq 1-g^{22}\left(z+s e_{2}\right) \leq 2 H_{22}\left(\tilde{z}+s e_{2}\right)\left|z^{1}\right|+\gamma\left|z^{1}\right|^{2}
$$

Since

$$
\left|H_{22}\left(\tilde{z}+s e_{2}\right)-N(s)\right| \leq c_{1}\|\tilde{z}\|
$$

and $N(s)$ is strictly positive by Assumption (A), we have

$$
\begin{equation*}
\hat{\Theta}_{t} \leq \frac{\rho^{2}}{\sqrt{t}}\left[1+c_{4} \epsilon \gamma t^{1 / 3}\right] \int_{0}^{1} N(s \rho)\left|\hat{W}_{s}\right| d s+c_{3} G_{t} \text { on } B_{t, \epsilon}^{c} . \tag{5.5}
\end{equation*}
$$

Symmetrically, we have

$$
\begin{equation*}
\hat{\Theta}_{t} \geq \frac{\rho^{2}}{\sqrt{t}}\left[1-c_{4} \epsilon \gamma \|_{\infty} t^{1 / 3}\right] \int_{0}^{1} N(s \rho)\left|\hat{W}_{s}\right| d s-c_{3} G_{t} \quad \text { on } B_{t, \epsilon}^{c} . \tag{5.6}
\end{equation*}
$$

Now Lemma 5.1(a) implies that if $t \leq\left(c_{0} / K\right)^{1 / 6}$

$$
\begin{equation*}
E_{\hat{W}}\left[\exp \left\{c_{3} G_{t}\right\}\right] \leq \exp \left\{c_{5} \int_{0}^{1}\left|\hat{W}_{s}\right| d s+c_{5}\left(\int_{0}^{1}\left|\hat{W}_{s}\right| d s\right)^{2}\right\} \quad \text { on } A_{t, K} \tag{5.7}
\end{equation*}
$$

(Integration by parts!) By the Schwartz inequality, (5.7) gives

$$
\begin{equation*}
E_{\hat{W}}\left[\exp \left\{-c_{3} G_{t}\right\}\right] \geq \exp \left\{-c_{5} \int_{0}^{1}\left|\hat{W}_{s}\right| d s-c_{5}\left(\int_{0}^{1}\left|\hat{W}_{s}\right| d s\right)^{2}\right\} \quad \text { on } A_{t, K} \tag{5.8}
\end{equation*}
$$

We also have

$$
\hat{\Theta}_{t} \geq 2 c_{6} K t^{-1 / 3}-\frac{\rho^{2} \gamma}{2} \int_{0}^{1}\left|\hat{W}_{s}\right|^{2} d s \quad \text { on } A_{t, K}^{c}
$$

Hence for $\eta=\left[2 c_{6} / \rho^{2}\|f\|_{\infty}\right]^{1 / 2}$, we have

$$
\begin{equation*}
\hat{\Theta}_{t} \geq c_{6} K t^{-1 / 3} \quad \text { on } A_{t, K}^{c} \cap B_{t, \eta \sqrt{K}}^{c} . \tag{5.9}
\end{equation*}
$$

Observe that

$$
E[G(\hat{Z})]=E\left[E_{\hat{W}}\left[G\left(\hat{W} e_{1}+\hat{\tilde{Z}}\right)\right]\right]
$$

Thus, on the one hand, using (5.5), (5.8), and Lemma 5.2, we have

$$
\begin{aligned}
E & {\left[\exp \left\{-\hat{\Theta}_{t}\right\}\right] } \\
& \geq E\left[\exp \left\{-\hat{\Theta}_{t}\right\} ; A_{t, K} \cap B_{t, \epsilon}^{c}\right] \\
& \geq E\left[\exp \left\{-\frac{\rho^{2}}{\sqrt{t}}\left[1+c_{4} \epsilon \gamma t^{1 / 3}+c_{7} t^{1 / 2}+c_{7} K t^{2 / 3}\right] \int_{0}^{1} N(s \rho)\left|\hat{W}_{s}\right| d s\right\} ; A_{t, K} \cap B_{t, \epsilon}^{c}\right] \\
& \geq E[\exp \{\cdots\}]-E\left[\exp \{\cdots\} ; A_{t, K}^{c}\right]-P\left[A_{t, K} \cap B_{t, \epsilon}\right] \\
& \geq\left[\exp \left\{-\frac{\rho^{2}}{\sqrt{t}}\left[1+c_{4} \epsilon \gamma t^{1 / 3}+c_{7} t^{1 / 2}+c_{7} K t^{2 / 3}\right] \int_{0}^{1} N(s \rho)\left|\hat{W}_{s}\right| d s\right\}\right] \\
& -\exp \left\{-c_{8} K t^{-1 / 3}\right\}-\exp \left\{-c_{8} t^{-(1 / 3+\delta)}\right\} .
\end{aligned}
$$

On the other hand, by Assumption (B1), we have $\hat{\Theta}_{t} \geq 0$; hence using (5.6), (5.7), (5.9), and Lemma 5.2, we have

$$
\begin{aligned}
E\left[\exp \left\{-\hat{\Theta}_{t}\right\}\right] \leq & E\left[\exp \left\{-\hat{\Theta}_{t}\right\} ; A_{t, K} \cap B_{t, \epsilon}^{c}\right]+E\left[\exp \left\{-\hat{\Theta}_{t}\right\} ; A_{t, K}^{c} \cap B_{t, \eta \sqrt{K}}^{c}\right] \\
& +P\left[B_{t, \eta \sqrt{K}}\right]+P\left[A_{t, K} \cap B_{t, \epsilon}\right] \\
\leq & E\left[\exp \left\{-\frac{\rho^{2}}{\sqrt{t}}\left[1-c_{4} \epsilon \gamma t^{1 / 3}-c_{7} t^{1 / 2}-c_{7} K t^{2 / 3}\right] \int_{0}^{1} N(s \rho)\left|W_{s}\right| d s\right\}\right] \\
& +\exp \left\{c_{6} K t^{-1 / 3}\right\}+\exp \left\{-c_{8} K t^{-1 / 3}\right\}+\exp \left\{-t^{-(1 / 3+\delta)}\right\} .
\end{aligned}
$$

By Lemma 3.4, which we will prove independently in $\S 6$, there exist constants $c_{9}$ and $c_{10}$ such that as $t \rightarrow 0$, for any $k \geq 0$,

$$
\begin{equation*}
E\left[\exp \left\{-\frac{\rho^{2}}{\sqrt{t}} \int_{0}^{1} N(s \rho)\left|\hat{W}_{s}\right| d s\right\}\right] \sim c_{9} t^{-1 / 6} \exp \left\{-c_{10} t^{-1 / 3}\right\} \tag{5.10}
\end{equation*}
$$

Choose $K>c_{10} / \min \left(c_{6}, c_{8}\right)$. Using (5.10) and the above bounds for $E\left[\exp \left\{-\hat{\Theta}_{t}\right\}\right]$, we obtain

$$
\exp \left\{-c_{11} \epsilon \gamma\right\} \leq \lim _{t \rightarrow 0}\left\{\begin{array}{c}
\sup _{\inf }
\end{array}\right\} \frac{E\left[\exp \left\{-\hat{\Theta}_{t}\right\}\right]}{E\left[\exp \left\{-\frac{\rho^{2}}{\sqrt{t}} \int_{0}^{1} N(s \rho)\left|\hat{W}_{s}\right| d s\right\}\right]} \leq \exp \left\{c_{11} \epsilon \gamma\right\}
$$

( $c_{11}=2 c_{4} c_{10} / 3$.) Letting $\epsilon \rightarrow 0$, we obtain Lemma 3.2.
Proof of Lemma 3.3. Let us first prove: There exist constants $c_{1}$ and $c_{2}$ such that for any $|q| \geq 1$

$$
\begin{equation*}
E\left[\exp \left\{q \hat{F}_{t}\right\}\right] \leq c_{1} e^{c_{2} q^{2} t} \tag{5.11}
\end{equation*}
$$

Set

$$
\begin{aligned}
C_{u}= & \sqrt{t} \int_{0}^{u} b^{1}\left(\sqrt{t} \hat{Z}_{s}^{t}+s \rho e_{2}\right) d \hat{W}_{s}+\int_{0}^{u}\left[b^{2}\left(\sqrt{t} \hat{Z}_{s}^{t}+s \rho e_{2}\right)-b^{2}\left(s \rho e_{2}\right)\right] d s \\
& +\int_{0}^{u}\left|b^{1}\left(\sqrt{t} \hat{Z}_{s}^{t}+s \rho e_{2}\right)\right|^{2} d s .
\end{aligned}
$$

Then we have $\hat{F}_{t}=C_{1}$. Obviously

$$
\left\{E\left[\exp \left\{q \hat{F}_{t}\right\}\right]\right\}^{2} \leq E\left[\exp \left\{2 q C_{1 / 2}\right\}\right] E\left[\exp \left\{2 q\left(C_{1}-C_{1 / 2}\right)\right\}\right]
$$

Thus it is enough to prove the estimate for each of the factors on the right-hand side of the above inequality. The proofs for the two factors are the same. Take, for example, the first factor. Since $\hat{W}$ is a standard Brownian bridge, we can write

$$
d \hat{W}_{s}=d W_{s}-\frac{\hat{W}_{s}}{1-s} d s
$$

for a Brownian motion $W$. Set

$$
A_{u}=2 q \sqrt{t} \int_{0}^{u} b^{1}\left(\sqrt{t} \hat{Z}_{s}^{t}+s \rho e_{2}\right) d W_{s}-2 q^{2} t \int_{0}^{u}\left|b^{1}\left(\sqrt{t} \hat{Z}_{s}^{t}+s \rho e_{2}\right)\right|^{2} d s
$$

and

$$
D_{u}=2 q C_{u}-A_{u} .
$$

We have

$$
\begin{equation*}
\left\{E\left[\exp \left\{2 q C_{1 / 2}\right\}\right]\right\}^{2} \leq E\left[\exp \left\{2 A_{1 / 2}\right\}\right] E\left[\exp \left\{2 D_{1 / 2}\right\}\right] \tag{5.12}
\end{equation*}
$$

The first factor on the right-hand side is equal to 1 by the choice of $A_{u}$. As for the second factor, we have the bound

$$
2\left|D_{1 / 2}\right| \leq c_{3} q^{2} t+c_{3} q \sqrt{t} M^{t}
$$

It follows immediately from Lemma 5.1(b) that the second factor in (5.12) is bounded by $c_{4} e^{2 c_{2} q^{2} t}$. This implies

$$
E\left[\exp \left\{q C_{1 / 2}\right\}\right] \leq c_{1} e^{c_{2} q^{2} t}
$$

Inequality (5.11) is proved.
We now complete the proof of Lemma 3.3. By Lemma 3.2, we have

$$
\begin{equation*}
E\left[\exp \left\{-c \hat{\Theta}_{t}\right\}\right] \geq \exp \left\{-c_{5}^{-1} t^{-1 / 3}\right\} \tag{5.13}
\end{equation*}
$$

for fixed $c$. We use the cases $c=1,2$. Let $p>1$ and $1 / p+1 / q=1$. By (5.11), (5.13) and the Schwartz inequality we obtain

$$
\begin{aligned}
E & {\left[\exp \left\{-\hat{\Theta}_{t}+\hat{F}_{t}\right\}\right] } \\
& \leq\left\{E\left[\exp \left\{-\hat{\Theta}_{t}\right\}\right]\right\}^{1 / p}\left\{E\left[\exp \left\{-2 \hat{\Theta}_{t}\right\}\right]\right\}^{1 / 2 q}\left\{E\left[\exp \left\{2 q \hat{F}_{t}\right\}\right]\right\}^{1 / 2 q} \\
& \leq E\left[\exp \left\{-\hat{\Theta}_{t}\right\}\right] c_{1}^{1 / 2 q} \exp \left\{\frac{c_{5}}{2}\left(q^{3} t\right)^{-1 / 3}+2 c_{2} q t\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
E & {\left[\exp \left\{-\hat{\Theta}_{t}+\hat{F}_{t}\right\}\right] } \\
& \geq\left\{E\left[\exp \left\{-\hat{\Theta}_{t}\right\}\right]\right\}^{p}\left\{E\left[\exp \left\{-2 \hat{\Theta}_{t}\right\}\right]\right\}^{-p / 2 q}\left\{E\left[\exp \left\{-\frac{2 q}{p} \hat{F}_{t}\right\}\right]\right\}^{-p / 2 q} \\
& \geq E\left[\exp \left\{-\hat{\Theta}_{t}\right\}\right] c_{1}^{-p / 2 q} \exp \left\{-\frac{c_{5}}{2} p\left(q^{3} t\right)^{-1 / 3}-2 c_{2} p^{-1} q t\right\}
\end{aligned}
$$

Taking $q=t^{-1 / 2}$ and letting $t \rightarrow 0$, we obtain immediately Lemma 3.3.
6. Proof of Lemma 3.4. Assume first that $l$ is a constant. Using the scaling property of Brownian motion, we have

$$
S(\lambda ; t)=E\left[\exp \left\{-\int_{0}^{(\lambda l)^{2 / 3}}\left|W_{s}\right| d s\right\} \mid W_{(\lambda l)^{2 / 3}}=0\right]
$$

( $W$ is one-dimensional Brownian motion). By the Feynmann-Kac formula,

$$
S(\lambda ; l)=\sqrt{2 \pi}(\lambda l)^{1 / 3} q\left((\lambda l)^{2 / 3}, 0,0\right)
$$

where $q(s, x, y)$ is the fundamental solution of

$$
L=\frac{\partial}{\partial t}-\frac{1}{2} \frac{\partial^{2}}{\partial x^{2}}+|x| .
$$

We have the eigenexpansion

$$
q(s, x, y)=\sum_{m=0}^{\infty} \exp \left\{-\mu_{m} s\right\} \phi_{m}(x) \phi_{m}(y)
$$

It follows easily that for any $k \geq 0$,

$$
\begin{equation*}
S(\lambda ; l)=\sqrt{2 \pi}\left|\phi_{1}(0)\right|^{2}(\lambda l)^{1 / 3} \exp \left\{-\mu_{1}(\lambda l)^{2 / 3}\right\}\left[1+O\left(\lambda^{-k}\right)\right] \tag{6.1}
\end{equation*}
$$

Thus Lemma 3.4 holds in this special case. For the general case, let

$$
\begin{aligned}
& L(s)=\int_{0}^{s} l(u)^{2 / 3} d u \\
& \mu(s)=\frac{1}{3} \frac{d}{d s}\left[\log l\left(L^{-1}(s)\right)\right] \\
& \psi(s)=L(1) \mu(L(1) s) \\
& T_{\lambda}=\lambda^{2 / 3} L(1) \\
& J_{\psi}=\frac{1}{2} \int_{0}^{1}\left[\psi^{\prime}(s)+\psi(s)^{2}\right]\left|\hat{W}_{s}\right|^{2} d s \\
& \Omega(\lambda, \psi)=J_{\psi}+\lambda \int_{0}^{1}\left|\hat{W}_{s}\right| d s
\end{aligned}
$$

( $L^{-1}$ is the inverse function of $L$ ). It is not difficult to see that Lemma 3.4 is implied by the following two relations:

$$
\begin{equation*}
S(\lambda ; l)=\left[\frac{l(0) l(1)}{L(1)^{3}}\right]^{1 / 6} E\left[\exp \left\{-\Omega\left(T_{\lambda}^{3 / 2}, \psi\right)\right\}\right] \tag{6.2}
\end{equation*}
$$

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \frac{E[\exp \{-\Omega(\lambda, \psi)\}]}{E[\exp \{-\Omega(\lambda, 0)\}]}=1 \tag{6.3}
\end{equation*}
$$

To show (6.2), let $\delta$ be the $\delta$-function at $x=0$, and set

$$
u_{\lambda}(s, x)=E_{x}\left[\exp \left\{-\lambda \int_{s}^{1} l(s)\left|W_{s}\right| d s\right\} \delta\left(W_{1}\right)\right] .
$$

We have $S(\lambda ; l)=\sqrt{2 \pi} u_{\lambda}(0,0)$. Function $u_{\lambda}(s, x)$ satisfies

$$
\frac{\partial u}{\partial s}+\frac{1}{2} \frac{\partial^{2} u}{\partial x^{2}}-\lambda l(s)|x| u=0, \quad u(1, \cdot)=\delta .
$$

Introduce a new function $w_{\lambda}(s, x)$ by

$$
u_{\lambda}(s, x)=[\lambda l(1)]^{1 / 3} w_{\lambda}\left(\lambda^{2 / 3} L(s),[\lambda l(s)]^{1 / 3} x\right)
$$

Then

$$
\begin{equation*}
S(\lambda ; l)=\sqrt{2 \pi}[\lambda l(1)]^{1 / 3} w_{\lambda}(0,0) \tag{6.4}
\end{equation*}
$$

We verify directly that $w_{\lambda}(s, x)$ satisfies the equation

$$
\frac{\partial w}{\partial s}+\frac{1}{2} \frac{\partial^{2} w}{\partial x^{2}}+\lambda^{-2 / 3} \mu\left(\lambda^{-2 / 3} s\right) x \frac{\partial w}{\partial x}-|x| w=0, \quad w\left(T_{\lambda}, \cdot\right)=\delta
$$

By the Girsanov formula and the Feynman-Kac formula, we can write

$$
w_{\lambda}(0,0)=E\left[\exp \{A(\lambda)\} \delta\left(W_{T_{\lambda}}\right)\right]
$$

where
$A(\lambda)=\lambda^{-2 / 3} \int_{0}^{T_{\lambda}} \mu\left(\frac{s}{\lambda^{2 / 3}}\right) W_{s} d W s-\frac{1}{2} \lambda^{-4 / 3} \int_{0}^{T_{\lambda}} \mu\left(\frac{s}{\lambda^{2 / 3}}\right)^{2}\left|W_{s}\right|^{2} d s-\int_{0}^{T_{\lambda}}\left|W_{s}\right| d s$.
Using the scaling property of Brownian motion, we can write

$$
\begin{equation*}
w_{\lambda}(0,0)=\frac{1}{\sqrt{2 \pi T_{\lambda}}} E[\exp \{B(\lambda)\}] \tag{6.5}
\end{equation*}
$$

with

$$
B(\lambda)=\int_{0}^{1} \psi(s) \hat{W}_{s} d \hat{W}_{s}-\frac{1}{2} \int_{0}^{1} \psi(s)^{2}\left|\hat{W}_{s}\right|^{2} d s-T_{\lambda}^{3 / 2} \int_{0}^{1}\left|\hat{W}_{s}\right| d s
$$

By Itô's formula,

$$
\begin{aligned}
B(\lambda) & =-\frac{1}{2} \int_{0}^{1}\left[\psi^{\prime}(s)+\psi(s)^{2}\right]\left|\hat{W}_{s}\right|^{2} d s-T_{\lambda}^{3 / 2} \int_{0}^{1}\left|\hat{W}_{s}\right| d s-\frac{1}{2} \int_{0}^{1} \psi(s) d s \\
& =-\Omega\left(T_{\lambda}, \psi\right)-\frac{1}{6} \log \frac{l(1)}{l(0)}
\end{aligned}
$$

The desired formula (6.2) follows from (6.4) and (6.5).
It remains to prove (6.3). We claim

$$
\begin{equation*}
\exists p>1: \quad C(p) \stackrel{\text { def }}{=} E\left[\exp \left\{-p J_{\psi}\right\}\right]<\infty . \tag{6.6}
\end{equation*}
$$

Let $\left\{X_{1}, X_{2}, \cdots\right\}$ be a sequence of independently and identically distributed random variables with standard normal distribution $N(0,1)$. Then the Brownian bridge $\hat{W}_{s}$ can be expanded as

$$
\hat{W}_{s}=\frac{\sqrt{2}}{\pi} \sum_{k=1}^{\infty} X_{k} \frac{\sin k \pi s}{k}
$$

We have

$$
J_{\psi}=\frac{1}{2} \sum_{k, l=1}^{\infty} a_{k l} X_{k} X_{l}
$$

with

$$
a_{k l}=\frac{2}{\pi^{2}} \int_{0}^{1}\left[\psi^{\prime}(s)+\psi(s)^{2}\right] \frac{\sin k \pi s}{k} \frac{\sin l \pi s}{l} d s
$$

Let $H$ be the Hilbert space

$$
H=\left\{f \in A C[0,1]: \quad f(0)=f(1)=0, \quad\|f\|_{H}^{2} \stackrel{\text { def }}{=} \int_{0}^{1}\left|f^{\prime}(s)\right|^{2} d s<\infty\right\}
$$

Let $\left\{e_{1}, e_{2}, \cdots\right\}$ be an orthonormal basis for $H$. Define $A: H \rightarrow H$ by $A e_{k}=$ $\sum_{l=1}^{\infty} a_{k l} e_{l}$. Let $\alpha_{1}, \alpha_{2}, \cdots\left(\alpha_{i} \rightarrow 0\right)$ be the eigenvalues of $A$ with normalized eigenvectors $f_{1}, f_{2}, \cdots$. Define $\left(c_{k l}\right)$ by $e_{k}=\sum_{l=1}^{\infty} c_{k l} f_{l}$. The random variables $Y_{i}=$ $\sum_{l=1}^{\infty} c_{l i} X_{l}, i=1,2, \cdots$ are again i.i.d. with standard normal $N(0,1)$. Furthermore $J_{\psi}=\frac{1}{2} \sum_{i=1}^{\infty} \alpha_{i}\left|Y_{i}\right|^{2}$. It follows that as long as $1+p \alpha_{i} \geq 0$ for all $i$, we have

$$
\begin{equation*}
C(p)=E\left[\exp \left\{-\frac{p}{2} \sum_{i=1}^{\infty} \alpha_{i}\left|Y_{i}\right|^{2}\right\}\right]=\prod_{i=1}^{\infty}\left(1+p \alpha_{i}\right)^{-1 / 2} \tag{6.7}
\end{equation*}
$$

The infinite product (6.7) converges to a finite value if and only if the series $\sum_{i=1}^{\infty} \alpha_{i}$ converges and $1+p \alpha_{i}>0$ for all $i$. On the other hand, from the definition of $C(p)$, we know $C(p)$ is finite for small $p$. Thus the the series $\sum_{i=1}^{\infty} \alpha_{i}$ indeed converges. It is now clear that $C(p)$ is finite for those $p$ such that $1+p \alpha_{i}>0$ for all $i$. Thus $C(p)<\infty$ for some $p>1$ if and only if all eigenvalues $\alpha_{i}>-1$ (note that $\alpha_{i} \rightarrow 0$ ), or what is the same thing,

$$
\begin{equation*}
\forall f \in H: \quad\langle A f, f\rangle_{H}>-\|f\|_{H}^{2} \tag{6.8}
\end{equation*}
$$

A direct computation shows that

$$
\langle A f, f\rangle=\int_{0}^{1}\left[\psi^{\prime}(s)+\psi(s)^{2}\right]|f(s)|^{2} d s
$$

Relation (6.8) follows then from the elementary fact: for all $f \in H$

$$
\int_{0}^{1}\left[\psi^{\prime}(s)+\psi(s)^{2}\right]|f(s)|^{2} d s+\int_{0}^{1}\left|f^{\prime}(s)\right|^{2} d s=\int_{0}^{1}\left[\psi(s) f(s)-f^{\prime}(s)\right]^{2} d s>0
$$

Equation (6.6) is proved.
We can now finish the proof of (6.3). Let

$$
C_{\lambda, \epsilon}=\left\{\omega:\left|J_{\psi}\right| \leq \epsilon \lambda^{1 / 3} \int_{0}^{1}\left|\hat{W}_{s}\right| d s\right\}
$$

and

$$
D_{\lambda, K}=\left\{\omega: \int_{0}^{1}\left|\hat{W}_{s}\right| d s>K \lambda^{-1 / 3}\right\}
$$

Then on $C_{\lambda, \epsilon}$

$$
\lambda\left[1-\epsilon \lambda^{-2 / 3}\right] \int_{0}^{1}\left|\hat{W}_{s}\right| d s \leq \Omega(\lambda, \psi) \geq \lambda\left[1+\epsilon \lambda^{-2 / 3}\right] \int_{0}^{1}\left|\hat{W}_{s}\right| d s
$$

On the set $D_{\lambda, K}$

$$
\Omega(\lambda, \psi) \geq J_{\psi}+K \lambda^{2 / 3}
$$

It follows that on the one hand

$$
\begin{align*}
E[\exp \{-\Omega(\lambda, \psi)\}] \leq & E\left[\exp \left\{-\lambda\left[1-\epsilon \lambda^{-2 / 3}\right] \int_{0}^{1}\left|\hat{W}_{s}\right| d s\right\}\right]  \tag{6.9}\\
& +C(1) \exp \left\{-K \lambda^{2 / 3}\right\}+C(p)^{1 / p} P\left[C_{\lambda, \epsilon}^{c} \cap D_{\lambda, K}^{c}\right]^{1 / q}
\end{align*}
$$

Note that we have proved $C(1)$ and $C(p)$ are finite. On the other hand, we have

$$
\begin{align*}
E[\exp \{-\Omega(\lambda, \psi)\}] \geq E & {\left[\exp \left\{-\lambda\left[1+\epsilon \lambda^{-2 / 3}\right] \int_{0}^{1}\left|\hat{W}_{s}\right| d s\right\}\right] }  \tag{6.10}\\
& -\exp \left\{-K \lambda^{2 / 3}\right\}-P\left[C_{\lambda, \epsilon}^{c} \cap D_{\lambda, K}^{c}\right]
\end{align*}
$$

Note that

$$
C_{\lambda, \epsilon}^{c} \cap D_{\lambda, K}^{c} \subset\left\{\omega: \int_{0}^{1}\left|\hat{W}_{s}\right| d s \leq K \lambda^{-1 / 3}, \max _{0 \leq s \leq 1}\left|\hat{W}_{s}\right| \geq \epsilon c(\psi) \lambda^{1 / 3}\right\}
$$

with $c(\psi)=\left\|\psi^{\prime}+\psi^{2}\right\|_{\infty}^{-1}$. Take $K>\mu_{1} L(1)$. By Lemma 5.2 and (6.1), (6.9), and (6.10),

$$
e^{-2 \mu_{1} \epsilon / 3} \leq \lim _{\lambda \rightarrow \infty}\left\{\begin{array}{c}
\sup _{\inf }
\end{array}\right\} \frac{E[\exp \{-\Omega(\lambda, \psi)\}]}{E[\exp \{-\Omega(\lambda, 0)\}]} \leq e^{2 \mu_{1} \epsilon / 3} .
$$

Letting $\epsilon \rightarrow 0$ we obtain (6.3). The proof is complete.
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#### Abstract

Global existence results are obtained for semilinear parabolic systems of partial differential equations of the form $$
u_{t}=D \Delta u+f(u) \quad \text { on } \Omega \times(0, T),
$$ with bounded initial data and various boundary conditions, where $D$ is an $m \times m$ diagonal matrix with positive entries on the diagonal, $\Omega$ is a smooth bounded domain in $R^{n}$, and $f: R^{m} \rightarrow R^{m}$ is locally Lipschitz. These results are based on $f$ satisfying a Lyapunov-type condition, and generalize a previous result of Hollis, Martin, and Pierre [SIAM J. Math. Anal., 18 (1987), pp. 744-761]. This theory is applied to some specific reaction-diffusion and nerve conduction problems.
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1. Introduction and motivation. In recent years, there has been a great deal of research concerning global existence for solutions of semilinear parabolic systems of partial differential equations. The problem has been approached via invariant sets, differential inequalities, semigroup theory, and many other methods (see [1], [3], [16], [19]). More recently, Hollis, Martin, and Pierre [10] studied this problem by examining systems of two unknowns, where one of the unknowns is bounded and the nonlinearity obeys a simple Lyapunov-type condition. The results obtained in this work are a generalization of this idea.

Much of the motivation for this work comes from studying systems of ordinary differential equations. Suppose that $m$ is a positive integer, $f: \mathbf{R}^{m} \rightarrow \mathbf{R}^{m}$ is continuously differentiable, and $y_{0} \in \mathbf{R}^{m}$. Consider the following system:

$$
\begin{array}{ll}
y^{\prime}=f(y), & t>0, \\
y=y_{0}, & t=0 . \tag{1.1}
\end{array}
$$

Local existence is well known for such systems. That is, there exists a real number $T_{\max }>0$ such that (1.1) has a unique noncontinuable solution $y(t)$ on $\left[0, T_{\text {max }}\right)$. Furthermore, if $T_{\max }<\infty$, then $|y(t)| \rightarrow \infty$ as $t \rightarrow T_{\max }$. Hence, (1.1) has a solution for all $t>0$ (a global solution) if $y$ does not blow up in finite time. One method for determining whether (1.1) has a solution for all $t>0$ is the following Lyapunov-type criterion.

Proposition 1.1. Suppose that $H: \mathbf{R}^{m} \rightarrow[0, \infty)$ is a smooth function satisfying
(i) $|H(z)| \rightarrow \infty$ as $|z| \rightarrow \infty$;
(ii) There exists a real number $M$ such that

$$
\nabla H(z) \cdot f(z) \leqq M H(z) \quad \text { for all } z \in \mathbf{R}^{m} .
$$

Then $T_{\max }=\infty$.
It is interesting to note that if $M \leqq 0$ then the level sets of $H$ determine invariant regions for solutions of (1.1).

Actually, systems of the form (1.1) are a special case of the following. Suppose $\Omega$ is a bounded domain in $\mathbf{R}^{n}$ with a smooth boundary $\partial \Omega$ (say, $\partial \Omega$ is an ( $n-1$ )-

[^79]dimensional $C^{2+\mu}$ manifold, such that $\Omega$ lies locally on one side of $\partial \Omega$ ), $D$ is an $m \times m$ diagonal matrix with positive entries $d_{i}$ on the diagonal, $\Delta$ is the Laplacian operator, $\nabla$ is the gradient operator, $\partial$ is the derivative operator, $\partial / \partial \eta$ is the derivative with respect to the outward unit normal on $\partial \Omega$, and $v_{0} \in L^{\infty}\left(\Omega, \mathbf{R}^{m}\right)$. Consider the system
\[

$$
\begin{array}{ll}
v_{t}(x, t)=D \Delta v(x, t)+f(v(x, t)), & x \in \Omega, \quad t>0 \\
\partial v(x, t) / \partial \eta=0, & x \in \partial \Omega, \quad t>0  \tag{1.2}\\
v(x, 0)=v_{0}(x), & x \in \Omega .
\end{array}
$$
\]

Note that if $v_{0} \equiv y_{0}$, then $v(x, t) \equiv y(t)$, where $y$ solves (1.1).
Local existence for (1.2) is similar to that for (1.1) (complete statements are given in $\S 2$ ). That is, there exists a real number $T_{\max }>0$ such that (1.2) has a unique, classical, noncontinuable solution $v(x, t)=\left(v_{i}(x, t)\right)$ on $\Omega \times\left[0, T_{\max }\right)$. Furthermore, if $T_{\text {max }}<\infty$, then $\left|v_{i}(\cdot, t)\right|_{\infty, \Omega} \rightarrow \infty$ as $t \rightarrow T_{\text {max }^{-}}$, for some $1 \leqq i \leqq m$.

Note that the criterion for determining global existence for (1.2) is essentially the same as that for (1.1). That is, (1.2) has global existence if $v$ does not blow up in finite time in the sup-norm. However, determining global existence for (1.2), even when $f$ is quite simple, can be a difficult task. In general it is not known whether global existence for (1.1) guarantees global existence for (1.2). We might hope that the invariant regions for (1.1) (obtained, for example, when $M=0$ in Proposition 1.1) would also be invariant regions for (1.2). Unfortunately, if the $d_{i}$ are distinct, the only invariant regions for (1.2) are products of intervals (see Smoller [20]). Consequently, the spread of solutions of (1.2) outside more general invariant regions for (1.1) leads us to believe that global existence for (1.1) does not imply global existence for (1.2). Although this work does not resolve this problem, conditions similar to those given in Proposition 1.1, and guaranteeing global existence for (1.2), are stated in § 2. The principal portion of these conditions can be stated as follows.

Suppose that I is an invariant region (possibly unbounded) for (1.2), $v(x, t)=$ $\left(v_{i}(x, t)\right)$ solves (1.2) on $\mathrm{cl}(\Omega) \times\left[0, T_{\max }\right)$, and there exists a function $H \in C^{2}(\mathbf{I},[0, \infty))$ such that:

$$
\begin{align*}
& \text { (1.3) } \quad \partial^{2} H(z) \text { is nonnegative definite for all } z \in \mathbf{I} \text {; }  \tag{1.3}\\
& \text { (1.4) }  \tag{1.4}\\
& \text { (1.5) }
\end{align*} \text { There exists }|z| \rightarrow \infty \text {; } M \in \mathbf{R} \text { such that } \nabla H(z) \cdot f(z) \leqq M H(z) \text { for all } z \in \mathbf{I} \text {. }
$$

Note that (1.3) and (1.4) assert that $H$ is a convex, coercive function from $\mathbf{I}$ to $[0, \infty)$, and that (1.5) imposes a growth restriction on the vector field $f$ across level sets of $H$. The additional conditions given in § 2 place a polynomial growth restriction on $f$, along with an "intermediate sum" restriction that allows us to handle distinct diffusion coefficients $d_{i}$. When the diffusion coefficients are not distinct, we have the following simple result.

Proposition 1.2. If $d_{i}=d_{j}$ for all $1 \leqq i, j \leqq m$ and there exists a function $H \in$ $C^{2}\left(\mathbf{I},[0, \infty)\right.$ ) satisfying (1.3)-(1.5), then $T_{\max }=\infty$. Furthermore, if $M \leqq 0$ then there exists $N>0$ such that $|v(\cdot, t)|_{\infty, \Omega} \leqq N$ for all $t \geqq 0$.

Proof. Set $u(x, t)=H(v(x, t))$ on $\Omega \times\left[0, T_{\max }\right)$. Then from (1.3)-(1.5), $u \geqq 0$ and

$$
\begin{array}{ll}
u_{t}(x, t) \leqq d_{1} \Delta u(x, t)+M u(x, t), & (x, t) \in \Omega \times\left(0, T_{\max }\right), \\
\partial u(x, t) / \partial \eta=0, & (x, t) \in \partial \Omega \times\left(0, T_{\max }\right),  \tag{1.6}\\
u(x, 0)=H(v(x, 0)), & x \in \Omega .
\end{array}
$$

Thus, if $K=|H(v(x, 0))|_{\infty, \Omega}$, then application of the strong maximum principle (see Sperb [21, § 2.3]) implies that $0 \leqq u(x, t) \leqq K e^{M t}$ on $\Omega \times\left[0, T_{\text {max }}\right)$. Hence, from the basic existence theorem given above and (1.4), we have $T_{\max }=\infty$. Furthermore, if $M \leqq 0$, then there exists $N>0$ such that $|v(\cdot, t)|_{\infty, \Omega} \leqq N$ for all $t \geqq 0$.

We remark that if, in addition to (1.3)-(1.5), $H$ also satisfies $H(z)=0$ if and only if $z=0$, then $M<0$ implies $|v(\cdot, t)|_{\infty, \Omega} \rightarrow 0$ as $t \rightarrow \infty$.

Conditions (1.3)-(1.5) are actually a generalization (see §5) of a "dissipativity condition" considered by Groger [8] requiring a function related to the dissipation rate of the chemical reactions to be nonnegative. From the work of Horn, Feinberg, and Jackson [5], [11], [12] on mass-action kinetics in reaction networks, it follows that this condition is satisfied for many systems of practical interest. Also, many standard "energy inequalities" arising in mechanical problems correspond to the choices $H(v)=c_{1} v_{1}^{2}+\cdots+c_{m} v_{m}^{2}$ for some positive constants $c_{1}, \cdots, c_{m}$. For chemical systems we usually choose quite different $H$ 's, as illustrated in § 5 .

The material in this paper is organized as follows. The notation and main results are given in § 2 . In § 3 we develop some useful a priori bounds, and in § 4 we prove the results stated in $\S 2$. Section 5 contains applications of this theory to some reactiondiffusion and nerve conduction problems.
2. Notation and statements of main results. We assume that the reader is familiar with the standard $L^{p}$ and Sobolev spaces. If $0 \leqq \tau<T$ and $1 \leqq p<\infty$, then $W^{2,1, p}(\Omega \times$ $(\tau, T)$ ) will denote the Banach space consisting of the elements $u$ of $L^{p}(\Omega \times(\tau, T))$, having the distributional derivatives $D_{t}^{r} D_{x}^{s} u$, where $2 r+s \leqq 2$ and each of the derivatives lies in $L^{p}(\Omega \times(\tau, T))$. The norm is defined by

$$
|u|_{p, \Omega \times(\tau, T)}^{(2)}=\sum_{2 r+s \leqq 2}\left|\partial_{t}^{r} \partial_{x}^{s} u\right|_{p, \Omega \times(\tau, T)} .
$$

If $\alpha, \beta \in \mathbf{R}^{m}$, then $\alpha \leqq \beta$ if and only if $\alpha_{i} \leqq \beta_{i}$ for all $1 \leqq i \leqq m$. Also, the positive orthant of $\mathbf{R}^{m}$ is defined by $\mathbf{P}^{m}=\left\{x \in \mathbf{R}^{m}: x_{i}>0\right.$ for all $\left.1 \leqq i \leqq m\right\}$, and the nonnegative orthant of $\mathbf{R}^{m}$ is defined by cl ( $\mathbf{P}^{m}$ ).

Throughout, $\Omega$ will be given as in $\S 1$. Furthermore, if $s$ and $t$ are real numbers satisfying $0 \leqq s<t$, then $\Omega \times[s, t]$ will be denoted by $Q[s, t]$. Similarly, $\Omega \times[s, t)$, $\Omega \times(s, t)$, and $\Omega \times(s, t]$ will be denoted by $Q[s, t), Q(s, t)$, and $Q(s, t]$, respectively.

The primary concern of this work is the system

$$
\begin{array}{ll}
v_{t}(x, t)=D \Delta v(x, t)+f(v(x, t)), & x \in \Omega, \quad t>0, \\
B v(x, t)=\gamma, & x \in \partial \Omega, t>0,  \tag{2.1}\\
v(x, 0)=v_{0}(x), & x \in \Omega,
\end{array}
$$

where $D$ and $f$ are given as in $\S 1$, and $B$ and $\gamma$ satisfy the following assumptions:
(A1) $\quad \alpha=\left(\alpha_{i}\right), \gamma=\left(\gamma_{i}\right) \in \mathbf{R}^{m}$ and $B=\left(B_{i}\right)$ is a diagonal operator given by $B v=\left(B_{i} v_{i}\right)$, where $B_{i} v_{i}=\alpha_{i} v_{i}+\beta\left(\partial v_{i} / \partial \eta\right)$ for all $1 \leqq i \leqq m$. Furthermore, $\alpha, \beta$, and $\gamma$ satisfy: (i) $\alpha_{k} \geqq 0$ and $\beta \in\{0,1\}$ for all $1 \leqq k \leqq m$; (ii) if $\beta=0$ then $\alpha_{k}=1$ for all $1 \leqq k \leqq m$; and (iii) if $\alpha_{i}=0$ for some $1 \leqq i \leqq m$, then $\alpha \equiv 0, \beta=1$, and $\gamma \equiv 0$. $v_{0}=\left(v_{i 0}\right) \in L^{\infty}\left(\Omega, \mathbf{R}^{m}\right)$.
Conditions (A1), (A2) guarantee local existence and uniqueness for (2.1). A proof of the following theorem can be found in Hollis, Martin, and Pierre [10, Prop. 1, p. 745].

Theorem 2.1. Suppose that (A1), (A2) hold. Then there exists $T_{\max }>0$ and $N=$ $\left(N_{i}\right) \in C\left(\left[0, T_{\max }\right), \mathbf{R}^{m}\right)$ such that
(i) (2.1) has a unique, classical, noncontinuable solution $v(x, t)$ on $\mathrm{cl}(\Omega) \times$ [ $0, T_{\text {max }}$ ); and
(ii) $\left|v_{i}(\cdot, t)\right|_{\infty, \Omega} \leqq N_{i}(t)$ for all $1 \leqq i \leqq m, 0 \leqq t<T_{\max }$.

Moreover, if $T_{\max }<\infty$, then $\left|v_{i}(\cdot, t)\right|_{\infty, \Omega} \rightarrow \infty$ for some $1 \leqq i \leqq m$.
For the remainder of this paper I will be a (possibly unbounded) subset of $\mathbf{R}^{m}$ for which (2.1) is invariant. Since our primary interest lies in the case when the "diffusion coefficients" $d_{i}$ are distinct, it follows from our comment in § 1 that there exist (possibly unbounded) intervals $\mathbf{I}_{i}$ of $\mathbf{R}$ such that $\mathbf{I}=\mathbf{I}_{1} \times \cdots \times \mathbf{I}_{m}$. In addition, this invariance assumption seems to warrant the following.
(A3) If $1 \leqq i \leqq m$ and $\alpha_{i} \neq 0$, then $\gamma_{i} / \alpha_{i} \in \mathbf{I}_{i}$. Furthermore, $v_{0}(x) \in \mathbf{I}$ for all $x$.
In order to state a version of Proposition 1.1 for (2.1), we give a restricted version of (1.3)-(1.5). Suppose $v=\left(v_{i}\right)$ solves (2.1) and there exist functions $H \in C^{2}(\mathbf{I}, \mathbf{R})$ and $h_{i} \in C^{2}\left(\mathbf{I}_{i}, \mathbf{R}\right)$ for each $1 \leqq i \leqq m$ such that:
(H1) $\quad H(z)=\sum_{i=1}^{m} h_{i}\left(z_{i}\right)$ for all $z \in \mathbf{I}$.
(H2) $\quad h_{i}\left(z_{i}\right), h_{i}^{\prime \prime}\left(z_{i}\right) \geqq 0$ for all $z_{i} \in \mathbf{I}_{i}, 1 \leqq i \leqq m$.
(H3) $\quad H(z) \rightarrow \infty$ if and only if $|z| \rightarrow \infty$ in I.
(H4) There exists $A=\left(a_{i j}\right) \in \mathbf{R}^{m \times m}$ satisfying $a_{i j} \geqq 0, a_{i i}>0$ for all $1 \leqq i, j \leqq m$, such that for each $1 \leqq j \leqq m$, either (i) there exist $r, K_{1}, K_{2} \geqq 0$, independent of $j$, such that $\sum_{i=1}^{j} a_{j i} h_{i}^{\prime}\left(z_{i}\right) f_{i}(z) \leqq K_{1}(H(z))^{r}+K_{2}$ for all $z \in \mathbf{I}$; or (ii) there exists $\zeta \geqq 1$ such that for all $\zeta \leqq p<\infty$ there exist $0<\delta_{p}<1$ and $K_{3 p}, K_{4 p} \in C([0, \infty))$ such that for all $0 \leqq \tau<T<T_{\max }$ we have $\left|h_{j}\left(v_{j}\right)\right|_{p, \mathrm{Q}[\tau, T]} \leqq$ $K_{3 p}(T-\tau)+K_{4 p}(T-\tau)|H(v)|_{p, Q[\tau, T]}^{\delta_{p}}$.
(H5) There exist $q_{1}, K_{5}, K_{6} \geqq 0$ such that for all $1 \leqq i \leqq m$ we have $h_{i}^{\prime}\left(z_{i}\right) f_{i}(z) \leqq$ $K_{5}(H(z))^{q_{1}}+K_{6}$ for all $z \in I$.
(H6) There exist $K_{7}, K_{8} \geqq 0$ such that $\nabla H(z) \cdot f(z) \leqq K_{7} H(z)+K_{8}$ for all $z \in \mathbf{I}$.
Remarks. (i) Conditions (H1)-(H3) and (H6) are a restatement of (1.3)-(1.5) with a "splitting condition" imposed on $H$. We show in § 3 that these conditions are sufficient to obtain certain a priori bounds on $H(v)$.
(ii) Hypothesis ( H 4 ) requires that either there exists a polynomial upper bound for the $j$ th "intermediate sum," or $h_{j}\left(v_{j}\right)$ satisfies an $L^{p}$ growth restriction. Note that (H4)(ii) is satisfied if $v_{j}$ can be bounded a priori on $Q\left(0, T_{\max }\right)$. The results we obtain are dependent on $r$ if (H4)(ii) does not always hold, but the restrictions on $r$ allow nontrivial nonlinearities in $f$. We show in $\S 4$ that if (H4)(ii) holds for all $1 \leqq j \leqq m$, then $T_{\text {max }}=\infty$.
(iii) Hypothesis (H5) is essentially a polynomial growth restriction on $f$. The results we obtain are independent of the size of $q_{1}$.

In § 5, we will see that several model systems satisfy (H1)-(H6). Our first result is stated as Theorem 2.2.

Theorem 2.2. Suppose (A1)-(A3) and (H1)-(H5) hold. If there exist $a>0$ and $g \in C([0, \infty))$ such that

$$
\begin{equation*}
\left|\int_{0}^{t}(H(v(\cdot, s)))^{a} d s\right|_{\infty, \Omega} \leqq g(t) \quad \text { for all } 0<t<T_{\max } \tag{2.2}
\end{equation*}
$$

and $r<1+a$, then $T_{\max }=\infty$.
Although it is not obvious, Theorem 2.2 gives us a generalization of Proposition 1.2 to cases of general diffusion coefficients and more general boundary conditions. Suppose that (A1)-(A3), (H1), (H2), and (H6) are satisfied. Then it will be shown in $\S 3$ that (2.2) holds with $a=1$, independent of $m$ and $n!$ Hence, if $r<2$ in (H4)(i), then this theorem provides a global existence result independent of space dimension and size of diffusion coefficients. Thus, returning to consider systems (1.1) and (1.2),
we see that global existence for (1.1), with an appropriate $H$, implies global existence for (1.2) for a large class of nontrivial systems.

Theorem 2.2 also generalizes the global existence result of Hollis, Martin, and Pierre, who considered systems of the form (2.1) with $m=2$ and the following assumptions:
(a) $f_{1}\left(0, z_{2}\right), f_{2}\left(z_{1}, 0\right) \geqq 0$ for all $z_{1}, z_{2} \geqq 0$.
(b) $v_{i 0}(x) \geqq 0$, for all $x \in \Omega, i=1,2$.
(c) $f_{1}(v(x, t))+f_{2}(v(x, t)) \leqq M\left(v_{1}(x, t)\right)$, for some $M \in C([0, \infty))$ on $Q\left(0, T_{\max }\right)$.
(d) There exists $g \in C([0, \infty))$ such that $\left|v_{1}(\cdot, t)\right|_{\infty, \Omega} \leqq g(t)$ for all $0<t<T_{\max }$.

Assumptions (a) and (b) above imply that $\mathrm{cl}\left(\mathbf{P}^{2}\right)$ is invariant for (2.1) (see Lightbourne and Martin [15]), whereas (c) and (d) are simple cases of (H6) and (H4)(ii), respectively, with $H(v)=v_{1}+v_{2}+$ constant. Hence, these assumptions imply that the hypotheses of Theorem 2.2 hold.

We can also extend a version of a very general result of Amann's [2] (which was given for nonlinear parabolic systems) as it applies to systems of the form (2.1). Amann's result (as it applies to (2.1)) can be stated as follows. Suppose that:
(i) There exist $K, r>0$ such that for all $1 \leqq j \leqq m$

$$
\left|f_{j}(v(x, t))\right| \leqq K\left(\sum_{i=1}^{m} v_{i}(x, t)+1\right)^{r} \quad \text { on } Q\left(0, T_{\max }\right)
$$

(ii) There exist $g \in C([0, \infty))$ and $a>0$ such that for all $1 \leqq i \leqq m$

$$
\left.\left.\left|\int_{\Omega}\right| v_{i}(x, \cdot)\right|^{a} d x\right|_{\infty,(0, t)} \leqq g(t) \quad \text { for all } 0<t<T_{\max }
$$

(iii) $r<1+2 a / n$;
then $T_{\max }=\infty$. We state our extension as Theorem 2.3.
Theorem 2.3. Suppose (A1)-(A3) and (H1)-(H5) hold. If there exist $a>0$ and $g \in C([0, \infty))$ such that

$$
\begin{align*}
& \left|\int_{\Omega}(H(v(x, \cdot)))^{a} d x\right|_{\infty,(0, t)} \leqq g(t) \quad \text { for all } 0<t<T_{\max },  \tag{2.3}\\
& r< \begin{cases}1+2 a / n, & n \geqq 2, \\
1+a / n, & n=1,\end{cases}
\end{align*}
$$

then $T_{\max }=\infty$.
Note that assumption (H4)(i) allows the possibility of higher-order terms cancelling in "intermediate-sums." Hence, an $L^{a}(\Omega)$ a priori bound for the solution of (2.1) might be used more effectively in Theorem 2.3 than in Amann's result. Also, if (A1)-(A3), (H1), (H2), and (H6) hold, then (as shown in § 3) (2.3) holds with $a=1$. Consequently, Theorem 2.3 can be applied to many nontrivial systems.

Global existence results for (2.1) can also be given in terms of $L^{a}(Q(0, T))$ a priori bounds.

Theorem 2.4. Suppose (A1)-(A3) and (H1)-(H5) are satisfied. If there exist $a>0$ and $g \in C([0, \infty))$ such that

$$
\begin{equation*}
\int_{0}^{t} \int_{\Omega}(H(v(x, s)))^{a} d x d s \leqq g(t) \quad \text { for all } 0<t<T_{\max } \tag{2.4}
\end{equation*}
$$

and $r<1+2 a /(n+2)$, then $T_{\max }=\infty$.
As above, we show in § 3 that if (A1)-(A3), (H1), (H2), and (H6) hold, then (2.4) is satisfied with $a=2$. Thus, when $n=1$, quadratic upper bounds on "intermediate sums" are permitted.
3. A priori estimates. In this section, we show that solutions of (2.1) satisfy certain norm bounds if conditions (A1)-(A3), (H1)-(H3), and (H6) are satisfied. It should be noted that for a particular system, better a priori bounds might be obtainable than the ones given here, but these will at least indicate the merit of Theorems 2.2-2.4.

The following technical lemma will be useful in this section and $\S 5$. We omit the straightforward proof.

Lemma 3.1. Suppose that (A1), (A3), and (H1)-(H3) are satisfied. Then there exist $\delta=\left(\delta_{i}\right), \sigma=\left(\sigma_{i}\right) \in R^{m}$, and $\xi \in\{0,1\}$ such that $\delta_{i} h_{i}\left(v_{i}(x, t)\right)+\xi \partial\left(h_{i}\left(v_{i}(x, t)\right)\right) / \partial \eta \leqq \sigma_{i}$ on $\partial \Omega \times\left(0, T_{\max }\right)$ for all $1 \leqq i \leqq m$. Furthermore, parts (i)-(iii) of (A1) are satisfied with $\delta$, $\sigma$, and $\xi$ in place of $\alpha, \beta$, and $\gamma$, respectively.

Throughout the remainder of this section, $h_{i}\left(v_{i}(x, t)\right), h_{i}^{\prime}\left(v_{i}(x, t)\right) f_{i}(v(x, t))$, and $h_{i}\left(v_{i 0}(x)\right)$ will be denoted by $u_{i}(x, t), F_{i}(x, t)$, and $u_{i 0}(x)$, respectively.

The first result in this section yields bounds for $H(v)$ in $L^{1}(0, T)$.
Theorem 3.2. Suppose that (A1)-(A3), (H1), (H2), and (H6) are satisfied. Then there exists $g \in C([0, \infty))$ such that

$$
\|\left.\left. H(v(\cdot, \cdot))\right|_{1,(0, t)}\right|_{\infty, \Omega} \leqq g(t) \quad \text { for all } 0<t<T_{\max } .
$$

Proof. From (2.1), (H1), (H2), and (H6), we have

$$
\begin{aligned}
\nabla H(v(x, t)) \cdot v_{t}(x, t) & \leqq \nabla H(v(x, t)) \cdot D \Delta v(x, t)+K_{7} H(v(x, t))+K_{8} \\
& \leqq \sum_{i=1}^{m} d_{i} \Delta u_{i}(x, t)+K_{7} H(v(x, t))+K_{8} \quad \text { on } Q\left(0, T_{\max }\right) .
\end{aligned}
$$

Thus, if $0<\tau<T_{\max }$, then integration with respect to time yields

$$
\begin{align*}
H(v(x, t)) \leqq & \Delta \int_{\tau}^{t} \sum_{i=1}^{m} d_{i} u_{i}(x, s) d s+H(v(x, \tau))+K_{7} \int_{\tau}^{t} H(v(x, s)) d s  \tag{3.1}\\
& +K_{8}(t-\tau) \quad \text { on } Q\left(\tau, T_{\max }\right) .
\end{align*}
$$

Set $d=\max \left\{d_{1}, \cdots, d_{m}\right\}, \quad M=K_{7} d / \min \left\{d_{1}, \cdots, d_{m}\right\}, \quad L=|H(v(\cdot, \tau))|_{\infty, \Omega}, \quad$ and $w(x, t)=\int_{\tau}^{t} \sum_{i=1}^{m}\left(d_{i} / d\right) u_{i}(x, s) d s$ on $Q\left(\tau, T_{\max }\right)$. Then

$$
\begin{equation*}
w_{t}(x, t) \leqq d \Delta w(x, t)+L+M w(x, t)+K_{8}(t-\tau) \quad \text { on } Q\left(\tau, T_{\max }\right) . \tag{3.2}
\end{equation*}
$$

Referring to Lemma 3.1, set $b=\min \left\{\delta_{1}, \cdots, \delta_{m}\right\}, c=\xi$, and $e=\max$ $\cdot\left\{\sigma_{1}, \cdots, \sigma_{m}\right\}$. Then

$$
\begin{equation*}
b w(x, t)+c \frac{\partial w(x, t)}{\partial \eta} \leqq e(t-\tau) \quad \text { on } \partial \Omega \times\left(\tau, T_{\max }\right) . \tag{3.3}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
w(x, \tau) \equiv 0 \quad \text { on } \Omega . \tag{3.4}
\end{equation*}
$$

Consequently, application of the strong maximum principle for parabolic equations (see Sperb [21, §2.3]) to (3.2)-(3.4), along with part (ii) of Theorem 2.1, implies that there exists $g \in C([0, \infty))$ such that $|w(\cdot, t)|_{\infty, \Omega} \leqq g(t)$ for all $0<t<T_{\max }$.

The next result yields $L^{1}(\Omega)$ a priori bounds for the solution of (2.1).
Theorem 3.3. Suppose that (A1)-(A3), (H1)-(H3), and (H6) are satisfied. If $\sigma \equiv 0$ or $\xi \neq 0$ in Lemma 3.1, then there exists $g \in C([0, \infty))$ such that $|H(v(\cdot, t))|_{1, \Omega} \leqq g(t)$ for all $0<t<T_{\text {max }}$.

Proof. Integrating (4.1) over $\Omega$ with $\tau=0$, applying integration by parts, and setting $L_{1}=|\Omega|\left|H\left(v_{0}\right)\right|_{\infty, \Omega}$, we obtain

$$
\begin{align*}
|H(v(\cdot, t))|_{1, \Omega} \leqq & \int_{0}^{t} \int_{\partial \Omega} \sum_{i=1}^{m} d_{i} \frac{\partial u_{i}(x, s)}{\partial \eta} d \Sigma d s+L_{1} \\
& +K_{7} \int_{0}^{t}|H(v(\cdot, s))|_{1, \Omega} d s+K_{8}|\Omega| t \tag{3.5}
\end{align*}
$$

for all $0<t<T_{\max }$, with $d \Sigma$ denoting the usual surface measure on $\partial \Omega$. Thus, if $\sigma \equiv 0$ or $\xi \neq 0$, then $\partial u_{i}(x, s) / \partial \eta \leqq \sigma_{i}$ for all $1 \leqq i \leqq m$ on $\partial \Omega \times\left(0, T_{\max }\right)$. Hence, if we set $L_{2}=\sum_{i=1}^{m}\left(d_{i} \sigma_{i}|\partial \Omega|+K_{8}|\Omega|\right)$, we obtain

$$
\begin{equation*}
|H(v(\cdot, t))|_{1, \Omega} \leqq L_{2} t+L_{1}+K_{7} \int_{0}^{t}|H(v(\cdot, s))|_{1, \Omega} d s \quad \text { for all } 0<t<T_{\max } . \tag{3.6}
\end{equation*}
$$

Application of Gronwall's inequality to (3.6) proves the result.
As is mentioned in $\S 2, L^{2}(Q(0, T))$ norm bounds are also obtainable for solutions of (2.1). We state this result as Theorem 3.4.

Theorem 3.4. Suppose that (A1)-(A3), (H1)-(H3), and (H6) are satisfied. If $\sigma \equiv 0$ or $\xi \neq 0$ in Lemma 3.1, then there exists $g \in C([0, \infty))$ such that $|H(v)|_{2, Q(0, t)} \leqq g(t)$ for all $0<t<T_{\text {max }}$.

Proof. Choose $d>\max \left\{d_{1}, \cdots, d_{m}\right\}$ and $0<\tau<T_{\max }$. For $1 \leqq i \leqq m+1$, let $z_{i}$ be the solution of

$$
\begin{align*}
& z_{i t}(x, t)=d_{i} \Delta z_{i}(x, t)+F_{i}(x, t) \quad \text { on } Q\left(\tau, T_{\max }\right), \\
& \delta_{i} z_{i}(x, t)+\xi \frac{\partial z_{i}(x, t)}{\partial \eta}=\sigma_{i} \quad \text { on } \partial \Omega \times\left(\tau, T_{\max }\right),  \tag{3.7}\\
& z_{i}(x, \tau)=L_{i} \quad \text { on } \Omega
\end{align*}
$$

with $F_{m+1}(x, t)=K_{7} H(v(x, t))+K_{8}-\nabla H(v(x, t)) \cdot f(v(x, t)), \quad d_{m+1}=d_{m}, \quad \delta_{m+1}=\delta_{m}$, $\sigma_{m+1}=\sigma_{m}$, and $L_{m+1}=L_{m}$, where $L_{i}=\left|u_{i}(\cdot, \tau)\right|_{\infty, \Omega}$ for all $1 \leqq i \leqq m$. Then, from the strong maximum principle for parabolic equations, we have $z_{i}(x, t) \geqq u_{i}(x, t)$ for all $1 \leqq i \leqq m$, and there exists $g_{1} \in C\left(\left[0, T_{\max }\right)\right)$ such that $0 \leqq\left|z_{i}(\cdot, t)\right|_{\infty, \Omega} \leqq g_{1}(t)$ for all $\tau \leqq t<T_{\text {max }}$.

Proceeding as in the proof of Theorem 3.2, set

$$
\begin{aligned}
& w(x, t)=\int_{\tau}^{t} \sum_{i=1}^{m} \frac{d_{i}}{d} z_{i}(x, s) d s \quad \text { on } Q\left[\tau, T_{\max }\right), \\
& b=\min \left\{\delta_{1}, \cdots, \delta_{m}\right\}, \quad c=\xi, \quad e=\max \left\{\sigma_{1}, \cdots, \sigma_{m}\right\} .
\end{aligned}
$$

Then

$$
\begin{aligned}
& \begin{array}{l}
w_{t}(x, t)=d \Delta w(x, t)+\sum_{i=1}^{m+1} z_{i}(x, \tau)+\sum_{i=1}^{m+1}\left(\frac{d_{i}}{d}-1\right) z_{i}(x, t)+K_{7} \int_{\tau}^{t} H(v(x, s)) d s \\
\\
+K_{8}(t-\tau) \quad \text { on } Q\left(\tau, T_{\max }\right),
\end{array} \\
& b w(x, t)+c \frac{\partial w(x, t)}{\partial \eta} \leqq e(t-\tau) \quad \text { on } \partial \Omega \times\left(\tau, T_{\max }\right), \\
& w(x, \tau)=0 \quad \text { on } \Omega .
\end{aligned}
$$

Note that there exists $g_{2} \in C([0, \infty))$ such that $|w(\cdot, t)|_{\infty, \Omega} \leqq g_{2}(t)$ for all $\tau<t<T_{\max }$, where $g_{2}$ satisfies the same properties as the function $g$ given in Theorem 3.2. Similarly,
for each $1 \leqq i \leqq m, z_{i}$ satisfies the same $L^{1}(\Omega)$ norm bounds as $H(v)$ in Theorem 3.3. Also, from above, for $\tau<t<T_{\text {max }}$ and $1 \leqq i \leqq m+1$, we have

$$
\begin{align*}
& \int_{\tau}^{t} \int_{\Omega} z_{i} \sum_{j=1}^{m+1}\left(\frac{d_{j}}{d}-1\right) z_{j} d x d s \\
& \quad \int_{\tau}^{t} \int_{\Omega} z_{i}\left[w_{t}-d \Delta w-G-K_{7} \int_{\tau}^{s} H(v(x, r)) d r\right] d x d s \\
& \quad \int_{\tau}^{t} \int_{\Omega}\left\{z_{i}\left[w_{t}-G-K_{7} \int_{\tau}^{s} H(v(x, r)) d r\right]-d w \Delta z_{i}\right\} d x d s  \tag{3.8}\\
& \quad-d \int_{\tau}^{t} \int_{\partial \Omega}\left(z_{i} \frac{\partial w}{\partial \eta}-w \frac{\partial z_{i}}{\partial \eta}\right) d \Sigma d s
\end{align*}
$$

where $G(x, t)=\sum_{i=1}^{m+1} z_{i}(x, \tau)+K_{8}(t-\tau)$ on $Q\left(\tau, T_{\max }\right)$.
Now,

$$
\begin{aligned}
\int_{\tau}^{t} \int_{\Omega} d w \Delta z_{i} d x d s & =\int_{\tau}^{t} \int_{\Omega} \frac{d}{d_{i}} w\left(z_{i t}-F_{i}\right) d x d s \\
& =\int_{\Omega} \frac{d}{d_{i}} w(x, t) z_{i}(x, t) d x-\int_{\tau}^{t} \int_{\Omega} \frac{d}{d_{i}}\left(z_{i} w_{t}+w F_{i}\right) d x d s
\end{aligned}
$$

Making this substitution in (3.8), noting that $w_{t}(x, t)=\sum_{j=1}^{m+1}\left(d_{j} / d\right) z_{j}(x, t)$, and combining terms, we obtain

$$
\begin{aligned}
& \int_{\tau}^{t} \int_{\Omega}\left(\sum_{i=1}^{m+1} \frac{d_{i}}{d} z_{i}\right)\left(\sum_{j=1}^{m+1}\left(\frac{d_{j}}{d}-1\right) z_{j}\right) d x d s \\
&= \int_{\tau}^{t} \int_{\Omega}\left(\sum_{i=1}^{m+1}\left(\frac{d_{i}}{d}+1\right) z_{i}\right)\left(\sum_{j=1}^{m+1} \frac{d_{j}}{d} z_{j}\right) d x d s \\
&-\int_{\Omega} w(x, t) \sum_{i=1}^{m+1} z_{i}(x, t) d x \\
&-\int_{\tau}^{t} \int_{\Omega} \sum_{i=1}^{m+1} \frac{d_{i}}{d} z_{i}\left[G+K_{7} \int_{\tau}^{t} H(v(x, r)) d r\right] d x d s \\
&+\int_{\tau}^{t} \int_{\Omega} w\left(K_{7} H(v)+K_{8}\right) d x d s \\
&-\int_{\tau}^{t} \int_{\partial \Omega} \sum_{i=1}^{m+1} d_{i}\left[z_{i} \frac{\partial w}{\partial \eta}-w \frac{\partial z_{i}}{\partial \eta}\right] d \Sigma d s
\end{aligned}
$$

Thus,
$2 \int_{\tau}^{t} \int_{\Omega} \sum_{i=1}^{m+1} \frac{d_{i}}{d}\left(z_{i}\right)^{2} d x d s=\int_{\Omega} w(x, t) \sum_{i=1}^{m+1} z_{i}(x, t) d x-\int_{\tau}^{t} \int_{\Omega} w\left(K_{7} H(v)+K_{8}\right) d x d s$

$$
\begin{align*}
& +\int_{\tau}^{t} \int_{\Omega} \sum_{i=1}^{m+1} \frac{d_{i}}{d} z_{i}\left[G+K_{7} \int_{\tau}^{t} H(v(x, r)) d r\right] d x d s  \tag{3.9}\\
& +\int_{\tau}^{t} \int_{\partial \Omega} \sum_{i=1}^{m+1} d_{i}\left[z_{i} \frac{\partial w}{\partial \eta}-w \frac{\partial z_{i}}{\partial \eta}\right] d \Sigma d s
\end{align*}
$$

If $\delta \equiv \xi=0$, then the fourth term on the right-hand side of (3.9) is identically zero. If $\xi \neq 0$, then the fourth term on the right-hand side of (3.9) can be bounded above by $\int_{\tau}^{t} \int_{\partial \Omega} d_{i} z_{i}\left(e+\delta_{i} w\right) d \Sigma d s$. Thus, if we apply Hölder's inequality and Theorems 3.2 and 3.3 to the right-hand side of (3.9), then the result follows.
4. Proofs of global existence results. Throughout this section, we assume that (A1)-(A3) and (H1)-(H5) hold. Suppose $v(x, t)$ solves (2.1) on $\mathrm{cl}(\Omega) \times\left[0, T_{\max }\right)$, $0 \leqq \tau<T<T_{\max }$, and $\delta, \sigma$, and $\xi$ are given by Lemma 3.1. Furthermore, suppose $1<p<\infty, \theta \in L^{p}(Q(\tau, T))$ satisfies $|\theta|_{p, Q(\tau, T)}=1$ and $\theta \geqq 0$, and for $1 \leqq i \leqq m, \Psi_{i}$ is the solution of

$$
\begin{array}{ll}
\Psi_{i t}(x, t)=-d_{i} \Delta \Psi_{i}(x, t)-\theta(x, t) & \text { on } Q[\tau, T), \\
b_{1} \Psi_{i}(x, t)+\xi \partial \Psi_{i}(x, t) / \partial \eta=0 & \text { on } \partial \Omega \times[\tau, T),  \tag{4.1}\\
\Psi_{i}(x, T)=0 & \text { on } \Omega,
\end{array}
$$

where $b_{1}=\min \left\{\delta_{1}, \cdots, \delta_{m}\right\}$.
Note that if $w_{i}(x, t)=\Psi_{i}(x, T-t)$ on $\mathrm{cl}(\Omega) \times[0, T-\tau]$, then

$$
\begin{array}{ll}
w_{i t}(x, t)=d_{i} \Delta w_{i}(x, t)+\theta(x, T-t) & \text { on } Q(0, T-\tau], \\
b_{1} w_{i}(x, t)+\xi \partial w_{i}(x, t) / \partial \eta=0 & \text { on } \partial \Omega \times(0, T-\tau],  \tag{4.2}\\
w_{i}(x, 0)=0 & \text { on } \Omega .
\end{array}
$$

Thus, the well-known results (cf. Ladyzenskaja, Solonnikov, and Uralceva [13, Thm. 9.1, p. 341]) and basic maximum principles imply that $\Psi_{i} \in W^{2,1, p}(Q(\tau, T))$ and $\Psi_{i} \geqq 0$. Furthermore, we have the following important lemma.

Lemma 4.1. For all $1<p<\infty$ and $1 \leqq i, j \leqq m$, there exists $C_{p(T-\tau)}>0$ (independent of $\theta$ ) such that
(i) $\left|\Psi_{i}(\tau)\right|_{p, \Omega},\left|\Psi_{i}\right|_{p, Q(\tau, T)}^{(2)} \leqq C_{p(T-\tau)}$,
(ii) $\int_{\tau}^{T} \int_{\partial \Omega}\left[\Psi_{j}(x, t) \frac{\partial\left(h_{i}\left(v_{i}(x, t)\right)\right)}{\partial \eta}-h_{i}\left(v_{i}(x, t)\right) \frac{\partial \Psi_{j}(x, t)}{\partial \eta}\right] d \Sigma d s \leqq C_{p(T-\tau)}$.

Furthermore, if $1<p<(n+2) / 2$ and $q=p(n+2) /(n+2-2 p)$ then there exists $K_{q(T-\tau)}$ such that
(iii) $\left|\Psi_{i}\right|_{q, Q(\tau, T)} \leqq K_{q(T-\tau)}$.

Proof. Parts (i) and (iii) follow immediately from (4.1), (4.2), [13, Thm. 9.1, p. 341], and [10, Lemma 2, p. 750]. For part (ii), note that we have $\xi \in\{0,1\}$. Let $C_{p(T-\tau)}$ be given to satisfy part (i). If $\xi=1$, then

$$
\begin{aligned}
\int_{\tau}^{T} \int_{\partial \Omega}\left[\Psi_{i} \frac{\partial\left(h_{i}\left(v_{i}\right)\right)}{\partial \eta}-h_{i}\left(v_{i}\right) \frac{\partial \Psi_{j}}{\partial \eta}\right] d \Sigma d s & \leqq \int_{\tau}^{T} \int_{\partial \Omega}\left(\Psi_{j}\left(\sigma_{i}-\delta_{i} h_{i}\left(v_{i}\right)\right)+b_{1} h_{i}\left(v_{i}\right)\right) d \Sigma d s \\
& \leqq \int_{\tau}^{T} \int_{\partial \Omega} \sigma_{i} \Psi_{j} d \Sigma d s \\
& \leqq \sigma_{i}|\partial \Omega|^{(p-1) / p} \int_{\tau}^{T}|\Psi(\cdot, s)|_{p, \partial \Omega} d s \\
& \leqq \sigma_{i}|\partial \Omega|^{(p-1) / p} \int_{\tau}^{T} L_{p}\left|\Psi_{j}(\cdot, s)\right|_{2, p, \Omega} d s \\
& \leqq \sigma_{i}|\partial \Omega|^{(p-1) / p} L_{p} C_{p(T-\tau)}(T-\tau)^{(p-1) / p}
\end{aligned}
$$

from the definition of $b_{1}$, part (i), Hölder's inequality, and the Trace Class Imbedding Theorem (cf. Grisvard [7, Chap. 1, Thm. 1.5.1.2]).

Similarly, if $\xi=0$, then $\delta_{i}=1$ for all $1 \leqq i \leqq m$. Thus, $\Psi_{j} \equiv 0$ and $\partial \Psi_{j} / \partial \eta \leqq 0$ on $\partial \Omega \times(\tau, T)$, for all $1 \leqq j \leqq m$. Therefore,

$$
\int_{\tau}^{T} \int_{\partial \Omega}\left[\Psi_{j} \frac{\partial\left(h_{i}\left(v_{i}\right)\right)}{\partial \eta}-h_{i}\left(v_{i}\right) \frac{\partial \Psi_{j}}{\partial \eta}\right] d \Sigma d s \leqq \int_{\tau}^{T} \int_{\partial \Omega} \sigma_{i}\left|\frac{\partial \Psi_{j}}{\partial \eta}\right| d \Sigma d s \leqq M_{p(T-\tau)}
$$

as above. The result follows.
The following lemma is fundamental to all of the results in this section.
Lemma 4.2. Suppose that for all $1 \leqq j \leqq m$, (H4)(ii) holds. Then $T_{\max }=\infty$.
Proof. Suppose (by way of contradiction) that $T_{\max }<\infty$. Consequently, by hypothesis, for all $1 \leqq p<\infty$ there exist $M_{p}, N_{p}>0$, and $0<\delta_{p}<1$ such that

$$
\begin{equation*}
|H(v)|_{p, Q(\tau, T)} \leqq M_{p}+N_{p}|H(v)|_{p, Q(\tau, T)}^{\delta_{p}} . \tag{4.3}
\end{equation*}
$$

Thus, $|H(v)|_{p, Q(\tau, T)}<\infty$ for all $1 \leqq p<\infty$. It then follows that

$$
\begin{equation*}
\left|K_{5}(H(v))^{q_{1}}+K_{6}\right|_{p, Q(\tau, T)}<\infty \quad \text { for all } 1 \leqq p<\infty, \tag{4.4}
\end{equation*}
$$

where $K_{5}, K_{6}$, and $q_{1}$ are given in (H5). Now, let $1 \leqq j \leqq m$, set $w=h_{j}\left(v_{j}\right)$, and suppose $M=\left|H\left(v_{0}\right)\right|_{\infty, \Omega}$. Then from the convexity of $h_{j}$, Lemma 3.1, and standard maximum principles we have $w \leqq z$, where $z$ solves

$$
\begin{align*}
& z_{t}=d_{j} \Delta z+K_{5}(H(v))^{q_{1}}+K_{6} \quad \text { on } \Omega \times\left(0, T_{\max }\right), \\
& \delta_{j} z+\xi \frac{\partial z}{\partial \eta}=\sigma_{j} \quad \text { on } \partial \Omega \times\left(0, T_{\max }\right),  \tag{4.5}\\
& z=M \quad \text { on } \Omega \times\{0\} .
\end{align*}
$$

Furthermore, from [13, Thm. 9.1, p. 341] and the Sobolev Imbedding Theorem we have the existence of $\bar{M}>0$ such that $|z(\cdot, t)|_{\infty, \Omega}<\bar{M}$ for all $0 \leqq t<T_{\max }$. That is, $\left|h_{i}\left(v_{i}(\cdot, t)\right)\right|_{\infty, \Omega}<\bar{M}$ for all $0 \leqq t<T_{\text {max }}$. Hence, from (H3), there exists $N>0$ such that $\left|v_{j}(\cdot, t)\right|_{\infty, \Omega}<N$ for all $0 \leqq t<T_{\text {max }}$ and $1 \leqq j \leqq m$. This contradicts (via Theorem 2.1) our assumption that $T_{\max }<\infty$, and therefore $T_{\max }=\infty$.

Throughout the remainder of this section, we will denote $h_{i}\left(v_{i}(x, t)\right)$, $h_{i}^{\prime}\left(v_{i}(x, t)\right) f_{i}(v(x, t))$, and $h_{i}\left(v_{i 0}(x)\right)$ by $u_{i}(x, t), F_{i}(x, t)$, and $u_{i 0}(x)$, respectively.

Proof of Theorem 2.2. Suppose there exists $1 \leqq j \leqq m$ such that $u_{j}$ does not satisfy (H4)(ii), and if $1 \leqq i \leqq m$ such that $i<j$, then $u_{i}$ satisfies (H4)(ii). Then (H4)(i) is satisfied for $j$.

Let $\tau=0$ in (4.1). Then for $i \leqq j$,

$$
\begin{align*}
\int_{0}^{T} \int_{\Omega} u_{i} \theta d x d s & =\int_{0}^{T} \int_{\Omega} u_{i}\left(-\Psi_{j t}-d_{j} \Delta \Psi_{j}\right) d x d s \\
\leqq & -\int_{0}^{T} \int_{\Omega} u_{i} \Psi_{j t} d x d s-\frac{d_{j}}{d_{i}} \int_{0}^{T} \int_{\Omega} \Psi_{j} d_{i} \Delta u_{i} d x d s  \tag{4.6}\\
& +C_{p T} \text { from Lemma 4.1. }
\end{align*}
$$

Now, from (H2) and (2.1),

$$
\begin{align*}
-\int_{0}^{T} \int_{\Omega} \Psi_{j} d_{i} \Delta u_{i} d x d s & \leqq \int_{0}^{T} \int_{\Omega} \Psi_{j}\left(F_{i}-u_{i t}\right) d x d s  \tag{4.7}\\
& =\int_{0}^{T} \int_{\Omega}\left(\Psi_{j} F_{i}+u_{i} \Psi_{j t}\right) d x d s+\int_{\Omega} \Psi_{j}(x, 0) u_{i 0}(x) d x
\end{align*}
$$

Making this substitution in (4.6) yields

$$
\begin{align*}
\int_{0}^{T} \int_{\Omega} u_{i} \theta d x d s \leqq & \left(\frac{d_{j}}{d_{i}}-1\right) \int_{0}^{T} \int_{\Omega} u_{i} \Psi_{j t} d x d s \\
& +\frac{d_{j}}{d_{i}}\left(\int_{0}^{T} \int_{\Omega} \Psi_{j} F_{i} d x d s+\int_{\Omega} \Psi(x, 0) u_{i 0}(x) d x\right)+C_{p T} \tag{4.8}
\end{align*}
$$

Consequently, if we apply (H4)(i), then

$$
\begin{align*}
\int_{0}^{T} \int_{\Omega} \sum_{i=1}^{j} \frac{d_{i}}{d_{j}} a_{j i} u_{i} \theta d x d s \leqq & \sum_{i=1}^{j-1} a_{j i}\left(1-\frac{d_{i}}{d_{j}}\right) \int_{0}^{T} \int_{\Omega} u_{i} \Psi_{j t} d x d s \\
& +\int_{0}^{T} \int_{\Omega} \Psi_{j}\left[K_{1}(H(v))^{r}+K_{2}\right] d x d s  \tag{4.9}\\
& +\sum_{i=1}^{j} a_{j i}\left[\int_{\Omega} \Psi_{j}(x, 0) u_{i 0}(x) d x+\frac{d_{i}}{d_{j}} C_{p T}\right] .
\end{align*}
$$

Now, if we apply Hölder's inequality, Lemma 4.1, and (H4)(ii) for $i<j$ to the first term on the right-hand side of (4.9), then

$$
\begin{align*}
& \sum_{i=1}^{j-1} a_{j i}\left(1-\frac{d_{i}}{d_{j}}\right) \int_{0}^{T} \int_{\Omega} u_{i} \Psi_{j t} d x d s \\
& \quad \leqq \sum_{i=1}^{j-1} a_{j i}\left|1-\frac{d_{i}}{d_{j}}\right| C_{p T}\left(K_{3 q}(T)+K_{4 q}(T)|H(v)|_{q, Q(0, T)}^{\delta q}\right), \tag{4.10}
\end{align*}
$$

where $1 / p+1 / q=1$.
Note that from Lemma 4.1, $\left|\Psi_{j t}(x, \cdot)\right|_{p,(0, T)}$ exists for almost all $x \in \Omega$. Thus, if we apply the Sobolev Imbedding Theorem, then there exists $L_{p T}>0$ such that

$$
\begin{equation*}
\left|\Psi_{j}(x, \cdot)\right|_{\infty,(0, T)}<L_{p T}\left|\Psi_{j}(x, \cdot)\right|_{1, p,(0, T)} \quad \text { for almost all } x \in \Omega \tag{4.11}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\left|\left|\Psi_{j}(x, \cdot)\right|_{\infty,(0, T)}\right|_{p, \Omega} \leqq L_{p T}\left|\Psi_{j}\right|_{p, Q(0, T)}^{(2)} \leqq L_{p T} C_{p T} \quad \text { from Lemma 4.1. } \tag{4.12}
\end{equation*}
$$

So, applying Hölder's inequality and (4.12), we have

Without loss of generality, assume $r>0$. If $r \leqq a$, then

$$
\begin{equation*}
\left|\int_{0}^{T}(H(v(\cdot, s)))^{r} d s\right|_{q, \Omega} \leqq|\Omega|^{1 / q} T^{(a-r) / a}(g(T))^{r / a} \tag{4.14}
\end{equation*}
$$

Now suppose $a<r<1+a$. If $p$ is sufficiently close to 1 and $k=$ $a[p-r(p-1)] /[p-a(p-1)]$, then $a / k>1, a(r-k) /(a-k)=p /(p-1)$, and $p(a-k) /$ $[a(p-1)]<1$. Thus,

$$
\begin{align*}
\left|\int_{0}^{T}(H(v(\cdot, s)))^{r} d s\right|_{q, \Omega} & =\left|\int_{0}^{T}(H(v(\cdot, s)))^{r-k}(H(v(\cdot, s)))^{k} d s\right|_{q, \Omega}  \tag{4.15}\\
& \leqq(g(T))^{k / a}|H(v)|_{q, Q(0, T)}^{p(a-k) / a(p-1)}|\Omega|^{(p k-a) / a p} .
\end{align*}
$$

If we now apply (4.10)-(4.15) and Lemma 4.1 to the right-hand side of (4.9), then

$$
\begin{align*}
\int_{0}^{T} \int_{\Omega} \sum_{i=1}^{j} & a_{j i} \frac{d_{i}}{d_{j}} u_{i} \theta d x d s \\
& \leqq \sum_{i=1}^{j-1} a_{j i}\left|1-\frac{d_{i}}{d_{j}}\right| C_{p T}\left(K_{3 q}(T)+K_{4 q}(T)|H(v)|_{q, Q(0, T)}^{\delta q}\right)
\end{aligned} \quad \begin{aligned}
& \quad+K_{1} L_{p T} C_{p T}\left[|\Omega|^{1 / q} T^{(a-r) / a} g(T)\right.  \tag{4.16}\\
& \left.\quad+|\Omega|^{(p k-a) / a p}(g(T))^{k / a}|H(v)|_{q, Q(0, T)}^{p(a-k) / a(p-1)}\right] \\
& \\
& \quad+\sum_{i=1}^{j} a_{j i} C_{p T}\left[\left|u_{i 0}\right|_{q, Q(0, T)}+\frac{d_{i}}{d_{j}}\right] .
\end{align*}
$$

Then, since $0<\delta_{q}, p(a-k) / a(p-1)<1$, we see that there exist $K_{7 q}, K_{8 q} \in C([0, \infty))$ and $0<\varepsilon_{q}<1$ for all $q$ sufficiently large such that

$$
\begin{equation*}
\left|u_{i}\right|_{q, Q(0, T)} \leqq K_{7 q}(T)+K_{8 q}(T)|H(v)|_{q_{q}, Q(0, T)}^{\varepsilon_{i}} \quad \text { for all } 0<T<T_{\max } . \tag{4.17}
\end{equation*}
$$

It follows that (H4)(ii) holds for $j$. Therefore we have a contradiction, and hence (H4)(ii) is satisfied for all $1 \leqq i \leqq m$. Consequently, the result follows from Lemma 4.2.

Proof of Theorem 2.3. As in the proof of Theorem 2.2 , suppose there exists $1 \leqq j \leqq m$ such that (H4)(ii) is not satisfied for $j$, and if $1 \leqq i \leqq m$ such that $i<j$, then (H4)(ii) is satisfied for $i$. Then (H4)(i) is satisfied for $j$. Setting $\tau=0$ in (4.1), we see that (4.6)-(4.10) are satisfied.

Case 1. Suppose $n \geqq 3$. Note that if $p>1$, then $\left|\Psi_{j}(\cdot, s)\right|_{2, p, \Omega}$ exists for almost all $0<s<T$. Also, if $1<p<n / 2$, then the Sobolev Imbedding Theorem implies that there exists $M_{p}>0$ such that if $q=p n /(n-2 p)$, then $\left|\Psi_{j}(\cdot, s)\right|_{q, \Omega} \leqq M_{p}\left|\Psi_{j}(\cdot, s)\right|_{2, p, \Omega}$ for almost all $0<s<T$. Thus,

$$
\begin{equation*}
\left(\int_{0}^{T}\left|\Psi_{j}(\cdot, s)\right|_{q, \Omega}^{p} d s\right)^{1 / p} \leqq M_{p}\left(\int_{0}^{T}\left|\Psi_{j}(\cdot, s)\right|_{2, p, \Omega}^{p} d s\right)^{1 / p} \leqq M_{p} C_{p T} . \tag{4.18}
\end{equation*}
$$

Consequently,

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega} \Psi_{j}(H(v))^{r} d x d s \\
& \leqq \int_{0}^{T}\left(\int_{\Omega}\left(\Psi_{j}\right)^{q} d x\right)^{1 / q}\left(\int_{\Omega}(H(v))^{r p n /((p-1) n+2 p)} d x\right)^{(p-1) / p+2 / n} d s \\
& \leqq\left(\int_{0}^{T}\left|\Psi_{j}(\cdot, s)\right|_{p, \Omega}^{p} d s\right)^{1 / p}  \tag{4.19}\\
& \times\left(\int_{0}^{T}\left(\int_{\Omega}(H(v))^{r p n /((p-1) n+2 p)} d x\right)^{1+(2 p / n(p-1))} d s\right)^{(p-1 / p)} \\
& \leqq M_{p} C_{p T}\left(\int_{0}^{T}\left(\int_{\Omega}(H(v))^{r p n /((p-1) n+2 p)} d x\right)^{1+(2 p / n(p-1))} d s\right)^{(p-1 / p)} .
\end{align*}
$$

Note that for $p>1, r p n /((p-1) n+2 p)<r n / 2$. Hence, if $0<r \leqq 2 a / n$, then $r n / 2 \leqq a$, and there exists $\varepsilon_{p n}>0$ such that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \Psi_{j}(H(v))^{r} d x d s \leqq M_{p} C_{p T}|\Omega|^{\varepsilon_{p}}\left(\int_{0}^{T}(g(s))^{1+2 p / n(p-1)} d s\right)^{(p-1) / p} \tag{4.20}
\end{equation*}
$$

So, suppose $2 a / n<r<1+2 a / n$. Then for $p>1$ and sufficiently close to 1 , if $k=$ $a p[n(p-1)(1-r)+2 p] /[p(1-a)+a][(p-1) n+2 p]$, then $0<k<a,(r p n /((p-1) n+$ $2 p)-k)(a /(a-k))=(p / p-1)$, and $(1+2 p /(n(p-1)))(a-k) / a<1$. Hence,

$$
\begin{aligned}
&\left(\int_{0}^{T}\left(\int_{\Omega}(H(v))^{r p n /((p-1) n+2 p)} d x\right)^{1+2 p /(n(p-1))} d s\right)^{(p-1) / p} \\
&=\left(\int_{0}^{T}\left(\int_{\Omega}(H(v))^{r p n /((p-1) n+2 p)-k}(H(v))^{k} d x\right)^{1+2 p /(n(p-1))} d s\right)^{(p-1) / p} \cdot \\
&1)\left(\int_{0}^{T}\left(\int_{\Omega}(H(v))^{p /(p-1)} d x\right)^{(1+2 p /(n(p-1)))(a-k) / a}\right. \\
&\left.\times\left(\int_{\Omega}(H(v))^{a} d x\right)^{(1+2 p /(n(p-1))) k / a} d s\right)^{(p-1) / p} \\
& \leqq|g|_{\infty,(0, T)}^{(1+2 p /(n(p-1)))(k(p-1) /(a p))} T^{(k n(p-1)+2 p(k-a)) /(a n p)}|H(v)|_{p /(p-1), Q(0, T)}^{(1+2 p /(n(p-1))(a-k) / a} .
\end{aligned}
$$

Then, as in the proof of Theorem 2.2, (4.10), (4.19), (4.20), and (4.21) combined with (4.9) imply that (H4)(ii) holds for $j$. Thus, we have a contradiction, and (H4)(ii) holds for all $1 \leqq i \leqq m$. Consequently, the result follows from Lemma 4.2.

Case 2. Suppose $n \leqq 2$. As in Case 1, if $p>1$, then $\left|\Psi_{j}(\cdot, s)\right|_{2, p, \Omega}$ exists for almost all $0<s<T$. Then (from the Sobolev Imbedding Theorem) there exists $M_{p}>0$ such that $\left|\Psi_{j}(\cdot, s)\right|_{\infty, \Omega} \leqq M_{p}\left|\Psi_{j}(\cdot, s)\right|_{2, p, \Omega}$ for almost all $0<s<T$. Consequently,

$$
\begin{equation*}
\left(\int_{0}^{T}\left|\Psi_{j}(\cdot, s)\right|_{\infty, \Omega}^{p} d s\right)^{1 / p} \leqq M_{p}\left(\int_{0}^{T}\left|\Psi_{j}(\cdot, s)\right|_{2, p, \Omega}^{p} d s\right)^{1 / p} \leqq M_{p} C_{p T} . \tag{4.22}
\end{equation*}
$$

Then, as in Case 1, we have

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega} \Psi_{j}(H(v))^{r} d x d s \\
& \quad \leqq \int_{0}^{T}\left|\Psi_{j}(\cdot, s)\right|_{\infty, \Omega} \int_{\Omega}(H(v))^{r} d x d s \\
& \quad \leqq\left(\int_{0}^{T}\left|\Psi_{j}(\cdot, s)\right|_{\infty, \Omega}^{p} d s\right)^{1 / p}\left(\int_{0}^{T}\left(\int_{\Omega}(H(v))^{r} d x\right)^{p /(p-1)} d s\right)^{(p-1) / p}  \tag{4.23}\\
& \quad \leqq M_{p} C_{p T}\left(\int_{0}^{T}\left(\int_{\Omega}(H(v))^{r} d x\right)^{p /(p-1)} d s\right)^{(p-1) / p}
\end{align*}
$$

Now, if $r \leqq a$, then there exists $\delta_{r} \geqq 0$ such that

$$
\begin{equation*}
\left(\int_{0}^{T}\left(\int_{\Omega}(H(v))^{r} d x\right)^{p /(p-1)} d s\right)^{(p-1) / p} \leqq|\Omega|^{\delta}\left(\int_{0}^{T}(g(s))^{(p-1) r / p a} d s\right)^{(p-1) / p} \tag{4.24}
\end{equation*}
$$

If $a<r<1+a$ and $p>1$ is sufficiently close to 1 , then setting $k=$ $a[r(p-1)-p] /(a(p-1)-p)$ implies $a / k>1,(a-k) p /(a(p-1))<1$, and $a(r-k) /$
$(a-k)=p /(p-1)$. Hence,

$$
\begin{aligned}
& \left(\int_{0}^{T}\left(\int_{\Omega}(H(v))^{r} d x\right)^{p /(p-1)} d s\right)^{(p-1) / p} \\
& \quad=\left(\int_{0}^{T}\left(\int_{\Omega}(H(v))^{r-k}(H(v))^{k} d x\right)^{p /(p-1)} d s\right)^{(p-1) / p} \\
& \quad \leqq\left(\int_{0}^{T}\left(\int_{\Omega}(H(v))^{p /(p-1)} d x\right)^{(a-k) p /(a(p-1))}\left(\int_{\Omega}(H(v))^{a} d x\right)^{k p /(a(p-1))} d s\right)^{(p-1) / p} \\
& \quad \leqq|g|_{\infty,(0, T)}^{k / a} T^{(k p-a) / a p}|H(v)|_{p /(p-1), Q(0, T)}^{(a-k) p /(a(p-1))}
\end{aligned}
$$

We can now combine (4.9), (4.10), and (4.23)-(4.25) to show that (H4)(ii) holds for $j$. Thus, we have a contradiction, and therefore (H4)(ii) holds for all $1 \leqq i \leqq m$. Thus, from Lemma 4.2, the result follows.

Proof of Theorem 2.4. As in the proof of Theorem 2.2, suppose there exists $1 \leqq j \leqq m$ such that $u_{j}$ does not satisfy (H4)(ii), and if $1 \leqq i \leqq m$ such that $i<j$, then $u_{i}$ satisfies (H4)(ii). Then (H4)(i) is satisfied for $j$. Setting $\tau=0$ in (4.1), we see that (4.5)-(4.10) are satifised. Also, note that from Lemma 4.1, if

$$
1<p<\frac{n+2}{2}, \quad q=\frac{p(n+2)}{n+2-2 p}
$$

then

$$
\begin{equation*}
\left|\Psi_{j}\right|_{q, Q(0, T)} \leqq K_{q T} \tag{4.26}
\end{equation*}
$$

Thus,

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega} \Psi_{j}(H(v))^{r} d x d s \\
& \quad \leqq\left|\Psi_{j}\right|_{q, Q(0, T)}\left(\int_{0}^{T} \int_{\Omega}(H(v))^{r p(n+2) /((p-1)(n+2)+2 p)} d x d s\right)^{(p-1) / p+2 /(n+2)}  \tag{4.27}\\
& \quad \leqq K_{q T}\left(\int_{0}^{T} \int_{\Omega}(H(v))^{r p(n+2) /((p-1)(n+2)+2 p)} d x d s\right)^{(p-1) / p+2 /(n+2)}
\end{align*}
$$

Clearly, $p(n+2) /((p-1)(n+2)+2 p)<(n+2) / 2$. So, if $r \leqq 2 a /(n+2)$, then $r p(n+2) /$ $((p-1)(n+2)+2 p)<a$. Consequently,

$$
\begin{align*}
& \left(\int_{0}^{T} \int_{\Omega}(H(v))^{r p(n+2) /((p-1)(n+2)+2 p)} d x d s\right)^{(p-1) / p+2 /(n+2)}  \tag{4.28}\\
& \quad \leqq T^{1-r p(n+2) /(a[(p-1)(n+2)+2 p])}|H(v)|_{a, Q(0, T)}^{r / a}
\end{align*}
$$

Now, suppose $2 a /(n+2)<r<1+2 a /(n+2)$. If $p$ is sufficiently close to 1 and we set

$$
k=\frac{a p[(p-1)(n+2)+2 p]-\operatorname{arp}(p-1)(n+2)}{[p-a(p-1)][(p-1)(n+2)+2 p]}
$$

then $a / k>1,(r p(n+2) /((p-1)(n+2)+2 p)-k) a /(a-k)=p /(p-1)$, and $((p-1) / p$
$+2 /(n+2))(a-k) / a<(p-1) / p$. Hence, there exists $0<\delta_{q}<1$ such that

$$
\begin{align*}
& \left(\int_{0}^{T} \int_{\Omega}(H(v))^{r p(n+2) /((p-1)(n+2)+2 p)} d x d s\right)^{(p-1) / p+2 /(n+2)} \\
& \quad=\left(\int_{0}^{T} \int_{\Omega}(H(v))^{r p(n+2) /((p-1)(n+2)+2 p)-k}(H(v))^{k} d x d s\right)^{(p-1) / p+2 /(n+2)}  \tag{4.29}\\
& \quad \leqq(g(T))^{(k / a)((p-1) / p+2 /(n+2))}|H(v)|_{q_{q},(0, T)}^{\delta_{0}} .
\end{align*}
$$

Then, as in the proof of Theorem 2.2, combining (4.9), (4.10), and (4.27)-(4.29), we see that (H4)(ii) holds for $j$. This is a contradiction, and therefore (H4)(ii) holds for all $1 \leqq i \leqq m$. Therefore, from Lemma 4.2, the result follows.
5. Applications. In this section we show that if (2.1) is a system modeling reactiondiffusion, then conditions (H1)-(H3) and (H6) generalize a "dissipativity condition" used by Groger [8] that requires a function closely related to the dissipation rate of the chemical reactions to be nonnegative. We also use Theorem 2.2 to analyze specific systems modeling certain reaction-diffusion and nerve conduction problems.

Assume that (2.1) is a system modeling reaction-diffusion and $v(x, t)$ solves (2.1). The dissipativity condition considered by Groger can be stated as follows.

There exist $a \in P^{m}$ and $g \in C\left(P^{m}, R\right)$ such that

$$
\begin{equation*}
\lim _{|z| \rightarrow \infty} g(z) /|z|=0 \text {, and for all } z \in P^{m},-\sum_{i=1}^{m} f_{i}(z) \ln \left(z_{i} / a_{i}\right)+g(z) \geqq 0 \text {, } \tag{5.1}
\end{equation*}
$$

where, as noted by Groger, $-\sum_{i=1}^{m} f_{i}(v(x, t)) \ln \left(v_{i}(x, t) / a_{i}\right)$ can be interpreted as a suitably scaled dissipation rate of the chemical reactions.

Now, suppose that $P^{m}$ is invariant for (2.1), $a \in P^{m}$, and $H: P^{m} \rightarrow R$ is defined by $H(z)=\sum_{i=1}^{m} h_{i}\left(z_{i}\right)$, where $h_{i}\left(z_{i}\right)=z_{i} \ln \left(z_{i} / a_{i}\right)-z_{i}+a_{i}$. Then simple calculation shows that $h_{i}, h_{i}^{\prime \prime} \geqq 0$ on $P^{m}$, and $H(z) \rightarrow \infty$ if and only if $|z| \rightarrow \infty$ in $P^{m}$. Furthermore, from (5.1) and the definition of $H$, there exist $M, N>0$ such that $g(z) \leqq M \sum_{i=1}^{m} z_{i}+N$ and $H(z)+(\exp (1)-1) \sum_{i=1}^{m} a_{i} \geqq \sum_{i=1}^{m} z_{i}$ for all $z \in P^{m}$. Thus, $-\sum_{i=1}^{m} f_{i}(z) \ln \left(z_{i} / a_{i}\right)+g(z) \geqq$ $0 \Leftrightarrow \sum_{i=1}^{m} h_{i}^{\prime}\left(z_{i}\right) f_{i}(z) \leqq g(z) \Rightarrow \sum_{i=1}^{m} h_{i}^{\prime}\left(z_{i}\right) f_{i}(z) \leqq M H(z)+M(\exp (1)-1) \sum_{i=1}^{m} a_{i}+N$ for all $z \in P^{m}$. That is, $H$ satisfies (H1)-(H3) and (H6). Consequently, (H1)-(H3) and (H6) are a generalization of Groger's dissipativity condition. Hence, from the theory of Horn, Feinberg, and Jackson [5], [11], [12], on mass-action kinetics, it follows that many systems of practical interest satisfy these assumptions. Also, the a priori bounds obtained in § 3 apply to these systems.

There are also several model systems that satisfy (H1)-(H6). Before giving a few of these, we state the following theorem, whose proof can be found in [15].

Theorem 5.1. If for all $1 \leqq i \leqq m$, $f_{i}$ satisfies $f_{i}(z) \geqq 0$ whenever $z \in \operatorname{cl}\left(\mathbf{P}^{m}\right)$ and $z_{i}=0$ and (A3) holds with $\mathrm{I}=\mathrm{cl}\left(P^{m}\right)$, then (2.1) is invariant on $\mathrm{cl}\left(\mathbf{P}^{m}\right)$.
5.1. Model systems. (I) The Brusselator is described in Prigogine and Nicolis [18] and models a simple reaction-diffusion system. The equations are given by

$$
\begin{align*}
& u_{t}(x, t)=d_{1} \Delta u(x, t)+F v-v^{2}(x, t) u(x, t), \quad x \in \Omega, \quad t>0, \\
& v_{t}(x, t)=d_{2} \Delta v(x, t)+E-(F+1) v(x, t)+v^{2}(x, t) u(x, t), \quad x \in \Omega, \quad t>0,  \tag{5.2}\\
& B(u(x, t), v(x, t))=\gamma, \quad x \in \partial \Omega, \quad t>0, \\
& (u(x, 0), v(x, 0))=\left(u_{0}(x), v_{0}(x)\right), \quad x \in \Omega,
\end{align*}
$$

where $d_{1}, d_{2}, E, F>0$, and $u_{0}, v_{0} \in L^{\infty}(\Omega,[0, \infty))$. If we denote $f_{1}(u, v)=K v-v^{2} u$ and $f_{2}(u, v)=L-(K+1) v+v^{2} u$, then clearly Theorems 2.1 and 5.1 are satisfied. Hence, (5.2) is invariant on $\mathrm{cl}\left(\mathbf{P}^{2}\right)$, and if $H(u, v)=u+v$, then (H1)-(H6) hold with $A=\left(\begin{array}{ll}1 & 0 \\ 1 & 1 \\ 1\end{array}\right)$, $r=1, K_{1}=F, K_{2}=0, K_{5}=F+1, K_{6}=E, q_{1}=3, K_{7}=0$, and $K_{8}=E$. Thus, from Theorems 3.2 and 2.2, $T_{\max }=\infty$.

We note that Hollis, Martin, and Pierre [10] show $u$ and $v$ to be uniformly bounded independently of $\alpha, \beta$, and $\gamma$, as long as (A1) and (A3) are satisfied. Still, this example illustrates the ease with which our main results can be applied.
(II) Rothe [19, p. 157] considers the system

$$
\begin{align*}
& \left\{\begin{array}{l}
u_{t}(x, t)=d_{1} \Delta u(x, t)+w(x, t)-u(x, t) v(x, t), \\
v_{t}(x, t)=d_{2} \Delta v(x, t)+w(x, t)-u(x, t) v(x, t), \quad x \in \Omega, \quad t>0, \\
w_{t}(x, t)=d_{3} \Delta w(x, t)+u(x, t) v(x, t)-w(x, t),
\end{array}\right.  \tag{5.3}\\
& \left\{\begin{array}{l}
B(u(x, t), v(x, t))=\gamma, \quad x \in \partial \Omega, \quad t>0, \\
(u(x, 0), v(x, 0), w(x, 0))=\left(u_{0}(x), v_{0}(x), w_{0}(x)\right), \quad x \in \Omega
\end{array}\right.
\end{align*}
$$

as a model for the reaction

$$
\begin{equation*}
U+V \rightleftarrows W, \tag{5.4}
\end{equation*}
$$

where $u, v$, and $w$ are the concentrations of $U, V$, and $W$, respectively, reacting according to (5.4) with diffusion rates $d_{1}, d_{2}, d_{3}>0$, and initial concentrations $u_{0}, v_{0}, w_{0} \in$ $L^{\infty}(\Omega,[0, \infty))$. For the case of Neumann boundary conditions, Rothe [19] shows that $T_{\max }=\infty$ if $n \leqq 5$.

Suppose $n$ is arbitrary, $f_{1}(u, v, w)=f_{2}(u, v, w)=w-u v$, and $f_{3}(u, v, w)=u v-w$. Then Theorems 2.1 and 5.1 are satisfied, and (5.3) is invariant on $\mathrm{cl}\left(\mathbf{P}^{3}\right)$. Also, if $H(u, v, w)=u+v+2 w$, then (H1)-(H6) hold with

$$
A=\left(\begin{array}{lll}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 1 & 2
\end{array}\right)
$$

$r=1, K_{1}=1, K_{2}=0, K_{5}=1, K_{6}=0, q_{1}=2$, and $K_{7}=K_{8}=0$. Thus, from Theorems 3.2 and 2.2 we have $T_{\max }=\infty$.
(III) Lasry [14] considers the following system as a model to study the properties of nerve conduction:

$$
\begin{align*}
& u_{t}(x, t)=d_{1} \Delta u(x, t)+K(1-\rho(x, t)) u(x, t)-g(\beta(x, t)) v(x, t), \quad x \in \Omega, \quad t>0, \\
& v_{t}(x, t)=d_{2} \Delta v(x, t)+g(\beta(x, t)) u(x, t)+K(1-\rho(x, t)) v(x, t), \quad x \in \Omega, \quad t>0, \\
& B(u(x, t), v(x, t))=\gamma, \quad x \in \partial \Omega, \quad t>0,  \tag{5.5}\\
& (u(x, 0), v(x, 0))=\left(u_{0}(x), v_{0}(x)\right), \quad x \in \Omega .
\end{align*}
$$

Here, $d_{1}, d_{2}>0, u_{0}, v_{0} \in L^{\infty}(\Omega, R),(\rho, \beta)$ are polar coordinates for $(u, v), K>0$, and $g$ is a smooth $2 \pi$ periodic function. Note that although $\beta$ and hence $g$ are undefined when $\rho=0$, ug and $v g$ can be defined to be zero when $u=v=0$. Hence, if $f_{1}(u, v)=$ $K(1-\rho) u-g(\beta) v$ and $f_{2}(u, v)=g(\beta) u+K(1-\rho) v$, then $f_{1}$ and $f_{2}$ are locally Lipschitz. Consequently, Theorem 2.1 holds, and if $H(u, v)=u^{2}+v^{2}$ for all $(u, v) \in P^{2}$, then (H1)-(H6) are satisfied with $A=\left(\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right), r=1, K_{1}=4\left(K+|g|_{\infty,[0,2 \pi]}\right), \quad K_{2}=0, K_{5}=$ $8\left(K+|g|_{\infty,[0,2 \pi]}\right), q_{1}=3, K_{6}=0, K_{7}=K$, and $K_{8}=0$. Hence, from Theorems 3.2 and 2.2, we have $T_{\text {max }}=\infty$.
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# BIFURCATION OF HOMOCLINIC ORBITS AND BIFURCATION FROM THE ESSENTIAL SPECTRUM* 
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#### Abstract

Bifurcation for nonlinear eigenvalue problems involving a second-order ordinary differential equation on the line is considered. Solutions are required to vanish at infinity in both directions and so correspond to homoclinic orbits. When posed in function spaces, the problem concerns bifurcation from the continuous spectrum. The present approach is based on a rescaling that reduces the problem to that of continuing a nontrivial homoclinic orbit in a context where the perturbations are not periodic and are not smooth with respect to uniform convergence. Nonetheless, the nondegeneracy required for continuation amounts to finding simple zeros of a function analogous to Melnikov's function.
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1. Introduction. We consider the following eigenvalue problem:

$$
\begin{align*}
& u^{\prime \prime}(x)+\lambda u(x)+f\left(\lambda, x, u(x), u^{\prime}(x)\right)=0 \quad \text { for } x \in \mathbb{R},  \tag{1.1}\\
& \lim _{x \rightarrow-\infty} u(x)=\lim _{x \rightarrow+\infty} u(x)=0 \tag{1.2}
\end{align*}
$$

where the function $f$ satisfies the following conditions:
$f \in C^{1}\left(\mathbb{R}^{4}\right)$ and for all $(\lambda, x) \in \mathbb{R}^{2}, f(\lambda, x, \ldots,.) \in C^{2}\left(\mathbb{R}^{2}\right)$. Furthermore, there exists $B \in C\left(\mathbb{R}^{2}\right)$ such that for all $(\lambda, x, p, q) \in \mathbb{R}^{4}$,

$$
\begin{aligned}
& |f(\lambda, x, p, q)| \leqq B(\lambda, p)\left(p^{2}+q^{2}\right)^{1 / 2}, \\
& \left|\partial_{i} f(\lambda, x, p, q)\right| \leqq B(\lambda, p)\left(p^{2}+q^{2}\right)^{1 / 2} \quad \text { for } i=2,3,4 .
\end{aligned}
$$

This means that $u \equiv 0$ is a solution of (1.1), (1.2) for every $\lambda \in \mathbb{R}$ and we are interested in pairs $(\lambda, u)$ satisfying (1.1), (1.2) with $u \neq 0$. This kind of problem has often been used as an example in the study of bifurcation from the essential spectrum [7]-[11], [13]-[15], [17] since in appropriate function spaces the linearisation of (1.1), (1.2) about $u \equiv 0$ has the interval $[0, \infty)$ as spectrum. In this setting, conditions are given determining whether or not there is bifurcation in $L^{p}(\mathbb{R})$ from $\lambda=0$ in the following sense:
(1.3) There exists a sequence $\left\{\left(\lambda_{n}, u_{n}\right)\right\}$ of solutions of (1.1), (1.2) such that $u_{n} \not \equiv 0$, $\lambda_{n} \rightarrow 0$, and $\left|u_{n}\right|_{p} \rightarrow 0$ where $|\cdot|_{p}$ denotes the usual norm on $L^{p}(\mathbb{R})$.

Although (1.3) constitutes the basic definition of bifurcation at $\lambda=0$, it is possible and even desirable to envisage bifurcation in stronger senses such as follows:
(1.4) There exists a connected set $\mathscr{C}$ in $\mathbb{R} \times\left[L^{p}(\mathbb{R}) \backslash\{0\}\right]$ such that $(\lambda, u)$ is a solution of $(1.1),(1.2)$ for all $(\lambda, u) \in \mathscr{C}$ and the solution $(0,0)$ belongs to the closure of $\mathscr{C}$ in $\mathbb{R} \times L^{p}(\mathbb{R})$.
or even:
(1.5) There exist $\delta>0$ and $\phi \in C\left((-\delta, 0), L^{p}(\mathbb{R})\right)$ such that, for $-\delta<\lambda<0$, $(\lambda, \phi(\lambda))$ is a solution of $(1.1),(1.2)$ with $\phi(\lambda) \not \equiv 0$ and $\lim _{\lambda \rightarrow 0-}|\phi(\lambda)|_{p}=0$.

[^80]Clearly, (1.5) implies (1.4), which in turn implies (1.3); but in general these notions of bifurcation are distinct.

Bifurcation in the sense of (1.3) can be established by variational methods [10][13], [16]. Very roughly, if $f$ has the special form

$$
\begin{equation*}
f(\lambda, x, p, q)=r(x)|p|^{\sigma} p \tag{1.6}
\end{equation*}
$$

where $r \in C(\mathbb{R})$ and $\sigma>0$, the variational approach has been applied to cases where either $Q=\lim _{|x| \rightarrow \infty} r(x)=0$ or

$$
Q=\lim _{|x| \rightarrow \infty} r(x)>0 \quad \text { and } \quad \frac{1}{2}\{r(x)+r(-x)\} \underset{\equiv \equiv}{\geqq} Q \quad \forall x \in \mathbb{R}
$$

(see [12], [13], [15], [16] for other conditions and generalisations), and the solutions ( $\lambda_{n}, u_{n}$ ) obtained in this way have a simple variational characterisation as follows. $u_{n}$ minimizes an appropriate potential function over a manifold of codimension 1. However, the variational approach does not yield information about bifurcation in the sense of (1.4) or (1.5) and, of course, not all equations have a variational structure.

Bifurcation in the sense of (1.4) has been discussed by Toland [17] for the special case (1.6). His method replaces (1.1), (1.2) by the same equation on the interval ( $-L, L$ ) with boundary conditions $u(-L)=u(L)=0$. To extract useful information about the limit $L \rightarrow \infty$, Toland's method must require that $r(x)=r(-x)$ for all $x \in \mathbb{R}$ and $r$ nonincreasing on [ $0, \infty$ ). Other results on this kind of bifurcation are contained in [1] and [18].

Bifurcation in the sense of (1.5) was first discussed by Küpper and Reimer [7] in the case (1.6) where $r$ is constant on $\mathbb{R}$. In this case (1.1) is autonomous and can be analysed by quadrature. For nonconstant $r$, the problem is treated in [14], where in the context of (1.6) it is required that

$$
r(x)=r(-x) \quad \forall x \in \mathbb{R} \text { and } Q \equiv \lim _{|x| \rightarrow \infty} r(x)>0
$$

More recently, Magnus [8], [9] has developed a powerful apparatus for establishing bifurcation in the sense of (1.5) and has applied it to some specific examples of the type (1.6).

In this note, we continue the study of bifurcation in the sense of (1.5) for the problem (1.1), (1.2). The present approach is a little different from that used by Magnus [9], but the two methods have much in common. It may be said that Magnus [9] reduces (1.1), (1.2) to the problem of perturbing a nondegenerate critical point of an appropriate potential function, whereas here we reduce (1.1), (1.2) to a situation in which bifurcation can be established by an application of the Crandall-Rabinowitz theorem [5] on bifurcation from a simple eigenvalue. Both treatments require several changes of variable, but in the present approach they seem more intuitive and consequently are easier to find in some systematic way. Furthermore, our discussion brings out the relationship between our conditions and work on bifurcations of homoclinic orbits using Melnikov's method [2], [3], [6]. Note that (1.1), (1.2) corresponds to seeking homoclinic orbits of (1.1). Finally we note that our approach does not require any variational structure and the behaviour of $|\cdot|_{p}$ as $\lambda \rightarrow 0$ is determined.

After some preliminary work in § 2, the main result is Theorem 3.2 of § 3. However, the hypotheses of that theorem are not formulated directly in terms of the function $f$ in (1.1). Checking these hypotheses involves choosing new variables in ways that depend on the behaviour of $f$. The remainder of the paper is devoted to showing how this can be done in various circumstances. First, the special form (1.6) is dealt with in § 4, then various more complicated cases are treated in § 5 as higher-order perturbations of (1.6).
2. Rescaling. As in [14], the first step is to introduce the new variables

$$
\begin{equation*}
k=|\lambda|^{1 / 2} \quad \text { and } \quad v(x)=k^{-\alpha} u\left(\frac{x}{k}\right) \tag{2.1}
\end{equation*}
$$

where $\alpha>0$ is a constant to be chosen later. Then, if $(k, v)$ satisfies

$$
\begin{gather*}
v^{\prime \prime}(x)-v(x)+k^{-(2+\alpha)} f\left(-k^{2}, \frac{x}{k}, k^{\alpha} v(x), k^{\alpha+1} v^{\prime}(x)\right)=0 \quad \forall x \in \mathbb{R},  \tag{2.2}\\
\lim _{x \rightarrow-\infty} v(x)=\lim _{x \rightarrow+\infty} v(x)=0,  \tag{2.3}\\
k>0 \tag{2.4}
\end{gather*}
$$

it is easily verified that $(\lambda, u)$ satisfies (1.1), (1.2), where

$$
\begin{equation*}
\lambda=-k^{2} \quad \text { and } \quad u(x)=k^{\alpha} v(k x) \tag{2.5}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
|u|_{p}=|\lambda|^{(\alpha-1 / p) / 2}|v|_{p} \tag{2.6}
\end{equation*}
$$

Since we are trying to solve (1.1), (1.2) near $\lambda=0$, we suppose that $\alpha>0$ can be chosen in such a way that (2.2) has a well-defined but nontrivial limit as $k \rightarrow 0+$.
(A2) There exists $\alpha>0$ and $g \in C^{2}\left(\mathbb{R}^{2}\right)$ such that

$$
\lim _{k \rightarrow 0+} k^{-(2+\alpha)} f\left(-k^{2}, \frac{x}{k}, k^{\alpha} p, k^{\alpha+1} q\right)=g(p, q)
$$

for all $x \neq 0$ and all $p, q \in \mathbb{R}$. Furthermore, there exists $B \in C(\mathbb{R})$ such that for all $(p, q) \in \mathbb{R}^{2}$,

$$
\begin{aligned}
& |g(p, q)| \leqq B(p)\left(p^{2}+q^{2}\right)^{1 / 2}, \\
& \left|\partial_{i} g(p, q)\right| \leqq B(p)\left(p^{2}+q^{2}\right)^{1 / 2} \quad \text { for } i=1,2 .
\end{aligned}
$$

When (A2) is satisfied, we set

$$
\begin{equation*}
h(k, x, p, q)=k^{-(2+\alpha)} f\left(-k^{2}, \frac{x}{k}, k^{\alpha} p, k^{\alpha+1} q\right)-g(p, q) \tag{2.7}
\end{equation*}
$$

and note that in general $h(k, o, p, q)$ does not tend to zero as $k \rightarrow 0+$. Due to this nonuniformity of the limit in (A2), the standard results and methods concerning the bifurcation of homoclinic orbits cannot be applied to (2.2), (2.3) as $k \rightarrow 0$. The limit must be taken in some space such as $L^{p}(\mathbb{R})$ or $H^{-1}(\mathbb{R})$ that allows for nonuniform convergence. Once this space has been chosen, the domain of the operators concerned is fixed by the requirement that $u^{\prime \prime}-u$ should define an isomorphism between the spaces concerned. For simplicity, in what follows we only discuss the case

$$
\begin{equation*}
X=H^{1}(\mathbb{R}) \quad \text { and } \quad Y=H^{-1}(\mathbb{R}) \tag{2.8}
\end{equation*}
$$

but other frameworks such as

$$
\begin{equation*}
X=W^{2,1}(\mathbb{R}) \quad \text { and } \quad Y=L^{1}(\mathbb{R}) \tag{2.9}
\end{equation*}
$$

are possible and would yield results under different conditions on the nonlinear term $f$. Also, a dynamical-systems approach does not control $|\cdot|_{p}$.

From now on we fix the setting as (2.8) and we must ensure a certain minimal regularity of the operator induced by $f$ between these spaces. To obtain this regularity
it is usually necessary to rescale the parameter $k$. For this, we denote by $\Gamma$ a function having the following properties:

$$
\begin{equation*}
\Gamma \in C^{1}((0, \varepsilon),(0, \infty)) \quad \text { with } \lim _{k \rightarrow 0+} \Gamma(k)=0 \text { and } \Gamma^{\prime}(k)>0 \quad \text { for } 0<k<\varepsilon . \tag{2.10}
\end{equation*}
$$

In this case the inverse function $\Gamma^{-1}$ will be denoted by $\gamma$, and we introduce a new variable $s$ related to $k$ by

$$
\begin{equation*}
s=\Gamma(k), \quad k=\gamma(s) \tag{2.11}
\end{equation*}
$$

Recalling that $X=H^{1}(\mathbb{R})$ and $Y=H^{-1}(\mathbb{R})=X^{*}$, we note that an isomorphism $L: X \rightarrow$ $Y$ is defined by

$$
\begin{equation*}
\langle L v, \phi\rangle=-\int_{-\infty}^{\infty} v^{\prime} \phi^{\prime}+v \phi d x \tag{2.12}
\end{equation*}
$$

where $\langle.,$.$\rangle denotes the duality between X$ and $X^{*}$.
Furthermore, by the growth conditions in (A1) and (A2), operators $G: X \rightarrow Y$ and $H:(0, \Gamma(\varepsilon)) \times X \rightarrow Y$ can be defined by

$$
\begin{align*}
& \langle G(v), \phi\rangle=\int_{-\infty}^{\infty} g\left(v(x), v^{\prime}(x)\right) \phi(x) d x  \tag{2.13}\\
& \langle H(s, v), \phi\rangle=\int_{-\infty}^{\infty} h\left(\gamma(s), x, v(x), v^{\prime}(x)\right) \phi(x) d x \tag{2.14}
\end{align*}
$$

for $v, \phi \in X$, since $g\left(c(), v^{\prime}(\cdot)\right)$ and $h\left(\gamma(s), \cdot, v(), v^{\prime}()\right) \in L^{2}(\mathbb{R})$ for all $v \in X$.
Setting $J=(-\Gamma(\varepsilon), \Gamma(\varepsilon))$ we extend $H$ to $J \times X$ by setting $H(0, v)=0$ for all $v \in X$ and $H(s, v)=H(-s, v)$ for $-\Gamma(\varepsilon)<s<0$ and $v \in X$.

Finally, we define $F: J \times X \rightarrow Y$ by

$$
\begin{equation*}
F(s, v)=L v+G(v)+H(s, v) . \tag{2.15}
\end{equation*}
$$

Clearly, if $F(s, v)=0$ then $(\gamma(s), v)$ satisfies (2.2), (2.3) in the weak sense provided that $s \neq 0$. However, the conditions (A1) and (A2) ensure that $v$ is actually a classical solution decaying exponentially to zero as $|x| \rightarrow \infty$.

Lemma 2.1. Let the conditions (A1) and (A2) be satisfied and let

$$
\begin{equation*}
F(s, v)=0 \quad \text { for }(s, v) \in J \times X \quad \text { with } v \neq 0 \text {. } \tag{2.16}
\end{equation*}
$$

Then

$$
\begin{gather*}
v \in C^{3}(\mathbb{R}) \cap H^{3}(\mathbb{R})  \tag{2.17}\\
\lim _{|x| \rightarrow \infty}|x|^{-1} \log \left\{v(x)^{2}+v^{\prime}(x)^{2}\right\}^{1 / 2}=-1 \tag{2.18}
\end{gather*}
$$

If $s>0$, then $(\gamma(s), v)$ satisfies (2.2), (2.3), (2.4) classically, whereas if $s=0$, then $v$ satisfies

$$
\begin{equation*}
v^{\prime \prime}(x)-v(x)+g\left(v(x), v^{\prime}(x)\right)=0 \quad \forall x \in \mathbb{R} . \tag{2.19}
\end{equation*}
$$

Remarks. By (2.17), $v^{\prime}$ and $v^{\prime \prime} \in X$ when (1.16) is satisfied. The result (2.18) implies that for all $\varepsilon \in(0,1)$

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty} e^{(1-\varepsilon)|x|} v(x)=\lim _{|x| \rightarrow \infty} e^{(1-\varepsilon)|x|} v^{\prime}(x)=0 \tag{2.20}
\end{equation*}
$$

From (2.20) and results on asymptotic equivalence we can deduce that (2.20) holds even for $\varepsilon=0$, but since we do not need this result we omit it.

Proof. From (2.16) it follows that

$$
\int_{-\infty}^{\infty} v^{\prime} \phi^{\prime} d x=\int_{-\infty}^{\infty}\{-v+G(v)+H(s, v)\} \phi d x \quad \forall \phi \in X
$$

and by (A1) and (A2), $-v+G(v)+H(s, v) \in L^{2}(\mathbb{R})$ for all $(s, v) \in J \times X$. Hence $v \in$ $H^{2}(\mathbb{R})$ and $v^{\prime \prime}-v+G(v)+H(s, v)=0$ almost everywhere on $\mathbb{R}$. But $v \in H^{2}(\mathbb{R})$ implies that $v \in C^{1}(\mathbb{R})$ with

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty} v(x)=\lim _{|x| \rightarrow \infty} v^{\prime}(x)=0 \tag{2.21}
\end{equation*}
$$

Thus by (A1) and (A2), $-v+G(v)+H(s, v) \in C(\mathbb{R})$ and so $v \in C^{2}(\mathbb{R})$. This proves that $v$ satisfies either (2.2) when $s \neq 0$ or (2.19) when $s=0$ in the classical sense. From the smoothness of $f$ and $g$ given by (A1) and (A2) it then follows that $v \in C^{3}(\mathbb{R})$. By differentiating (2.2) (respectively, (2.19)) with respect to $x$ and using (2.21) we can conclude that $v \in H^{3}(\mathbb{R})$. Finally, (2.21) and the estimates for $f$ and $g$ given by (A1) and (A2) mean that (2.18) can be deduced from Theorem 5 of [4, Chap. IV] applied to (2.2) (respectively, (2.19)).

In view of this result, bifurcation in the sense of (1.5) can be established for (1.1), (1.2) by showing the following:

There exist $\delta>0$ and $\psi \in C((0, \delta), X \backslash\{0\})$ such that $F(s, \psi(s))=0$ for $0<s<\delta$.

In fact the pair $(\lambda, \phi(\lambda))$ defined by

$$
\begin{equation*}
\lambda=-\gamma(s)^{2}, \quad \phi(\lambda)(x)=|\lambda|^{\alpha / 2} \psi\left(\Gamma\left(|\lambda|^{1 / 2}\right)\right)\left(|\lambda|^{1 / 2} x\right) \tag{2.23}
\end{equation*}
$$

satisfies (1.1), (1.2) for $0<s<\delta, s=\Gamma(\sqrt{-\lambda})$ and $\phi \in C\left(\left(-\delta_{1}, 0\right), X \backslash\{0\}\right)$. Hence there is bifurcation for (1.1), (1.2) in the sense of (1.5) provided that

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0-}|\phi(\lambda)|_{p}=\lim _{\lambda \rightarrow 0-}|\lambda|^{(\alpha-1 / p) / 2}\left|\psi\left(\Gamma\left(|\lambda|^{1 / 2}\right)\right)\right|_{p}=0 \tag{2.24}
\end{equation*}
$$

One way of resolving (2.22) and (2.24) simultaneously is to show that
(2.25) There exist $\delta>0$ and $\psi \in C([0, \delta), X \backslash\{0\})$ such that $F(s, \psi(s))=0$ for $0 \leqq s<\delta$.

If (2.25) is satisfied it follows that there is bifurcation in the sense of (1.5) whenever $p \geqq \max \{2,1 / \alpha\}$ because

$$
\lim _{\lambda \rightarrow 0-}\left|\psi\left(\Gamma\left(|\lambda|^{1 / 2}\right)\right)\right|_{p}=|\psi(0)|_{p}>0 \quad \text { since } X=H^{1}(\mathbb{R})
$$

is continuously embedded in $L^{p}(\mathbb{R})$ for $2 \leqq p \leqq \infty$.
In the next section we give conditions implying that (2.25) is satisfied. The method used requires a certain degree of smoothness of the function $F: J \times X \rightarrow Y$ that is ensured by the following assumption:
(A3) $\quad F \in C^{1}(J \times X, Y)$ and the second-order derivatives $D_{v}^{2} F, D_{s} D_{v} F$, and $D_{v} D_{s} F$ exist and are continuous on $J \times X$.
By strengthening (A1) and (A2), we can ensure (as in §§ 4 and 5) that $F(s, \cdot) \in C^{2}(X, Y)$ for each $s \in J$. Thus the content of (A3) really concerns the smoothness of $F$ with respect to $s$, and the point is to be able to choose $\Gamma$ and $\gamma$ given by (2.10), (2.11) so that (A3) is valid.
3. Continuation of a homoclinic orbit. In the previous section the problem of bifurcation in the sense of (1.5) for (1.1), (1.2) has been reduced to (2.25). One way of establishing (2.25) is to suppose that the limit equation $F(0, v)=0$ has a nontrivial solution $v_{0}$ in $X$ and then to ensure that $v_{0}$ can be continued to yield a branch of solutions of $F(s, v)=0$ for $s$ near 0 . Thus we begin with the following assumption:

$$
\begin{equation*}
\text { There exists } v_{0} \in X \backslash\{0\} \quad \text { such that } F\left(0, v_{0}\right)=0 \text {. } \tag{A4}
\end{equation*}
$$

Next we must establish properties of $v_{0}$ and $F$ that will allow us to continue $v_{0}$. First we note that the equation $F\left(0, v_{0}\right)=0$ is equivalent to the autonomous equation (2.19) with $v_{0}$ satisfying (2.17) and (2.18). Setting $z=v_{0}^{\prime}$, we have that $z \in X$ and satisfies

$$
\begin{equation*}
z^{\prime \prime}(x)-z(x)+a(x) z(x)+b(x) z^{\prime}(x)=0 \quad \forall x \in \mathbb{R} \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
a(x)=\partial_{1} g\left(v_{0}(x), v_{0}^{\prime}(x)\right) \quad \text { and } \quad b(x)=\partial_{2} g\left(v_{0}(x), v_{0}^{\prime}(x)\right) . \tag{3.2}
\end{equation*}
$$

From (2.20) and (A2) it follows that $a$ and $b$ decay exponentially to zero as $|x| \rightarrow \infty$. Hence the integrating factor for (3.1) defined by

$$
\begin{equation*}
i(x)=\exp \int_{0}^{x} b(y) d y \tag{3.3}
\end{equation*}
$$

has the following properties:

$$
\begin{equation*}
i \in C^{2}(\mathbb{R}), \quad i^{\prime}=b i \quad \text { and } \quad 0<L_{1} \leqq i(x) \leqq L_{2}<\infty \quad \forall x \in \mathbb{R} . \tag{3.4}
\end{equation*}
$$

From this it follows easily that

$$
\begin{equation*}
v \in X \Leftrightarrow i v \in X \tag{3.5}
\end{equation*}
$$

and (3.1) is equivalent to its symmetric form

$$
\begin{equation*}
\left(i z^{\prime}\right)^{\prime}-i[1-a] z=0 \quad \text { on } \mathbb{R} . \tag{3.6}
\end{equation*}
$$

To discuss the properties of the linearisation of $F$ at $v_{0}$, it is convenient to define a linear operator $C\left(v_{0}\right): X \rightarrow Y$ by

$$
\begin{equation*}
C\left(v_{0}\right) u=a u+b u^{\prime} \tag{3.7}
\end{equation*}
$$

where $a$ and $b$ are given by (3.2). Then by (A1)-(A3),

$$
\begin{equation*}
D_{v} F\left(0, v_{0}\right) u=L u+C\left(v_{0}\right) u \quad \forall u \in X . \tag{3.8}
\end{equation*}
$$

When no confusion is likely to arise we write $C$ for $C\left(v_{0}\right)$.
Recalling (2.8), we have the following version of the Fredholm alternative.
Lemma 3.1. Let the conditions (A1)-(A4) be satisfied. Then
(i) $C: X \rightarrow Y$ is compact;
(ii) $\operatorname{ker}(L+C)=\operatorname{span}\left\{v_{0}^{\prime}\right\}$;
(iii) $\langle(L+C) w, i u\rangle=\langle(L+C) u, i w\rangle$, for all $u, w \in X$;
(iv) For $\xi \in Y$, the equation $(L+C) u=\xi$ has a solution in $X$ if and only if $\left\langle\xi, i v_{0}^{\prime}\right\rangle=0$.

Proof. (i) This is an easy consequence of the fact that $\lim _{|x| \rightarrow \infty} a(x)=$ $\lim _{|x| \rightarrow \infty} b(x)=0$ together with the compactness of the Sobolev embeddings on compact intervals.
(ii) If $u \in \operatorname{ker}(L+C)$, we have that $u \in X$ and $\langle(L+C) u, \phi\rangle=0$, for all $\phi \in X$. In particular, $u$ is a weak solution of the linear equation (3.1) having coefficients $a$ and $b$ in $C^{1}(\mathbb{R})$. Thus, $u \in C^{3}(\mathbb{R})$ and satisfies (3.1) classically. From (3.1) we can now conclude that $u \in H^{2}(\mathbb{R})$ and so, in particular,

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty} u(x)=\lim _{|x| \rightarrow \infty} u^{\prime}(x)=0 . \tag{3.9}
\end{equation*}
$$

But $v_{0}^{\prime}$ also satisfies (3.1) and the conditions (3.9). Hence, if $u \notin \operatorname{span}\left\{v_{0}^{\prime}\right\}$ it would follow that all solutions of (3.1) satisfy (3.9). Since $a$ and $b$ decay exponentially to zero as $|x| \rightarrow \infty$, this would contradict Theorem 2 of [4, Chap. IV]. Hence we may conclude that $u \in \operatorname{span}\left\{v_{0}^{\prime}\right\}$.
(iii) For $u, w \in X$,

$$
\begin{aligned}
\langle(L+C) w, i u\rangle & =-\left\langle w^{\prime},(i u)^{\prime}\right\rangle+\left\langle-w+a w+b w^{\prime}, i u\right\rangle \\
& =-\left\langle w^{\prime}, b i u+i u^{\prime}\right\rangle+\left\langle-w+a w+b w^{\prime}, i u\right\rangle \\
& =-\left\langle w^{\prime}, i u^{\prime}\right\rangle+\langle-w+a w, i u\rangle \\
& =\langle(L+C) u, i w\rangle .
\end{aligned}
$$

(iv) Since $L: X \rightarrow Y$ is an isomorphism and $C: X \rightarrow Y$ is compact, the Fredholm alternative implies that $(L+C) u=\xi$ has a solution if and only if $\langle\xi, v\rangle=0$ for all $v \in \operatorname{ker}(L+C)^{*}$. But $v \in \operatorname{ker}(L+C)^{*}$ means that $v \in Y^{*}$ and $\left\langle(L+C)^{*} v, w\right\rangle=0$, for all $w \in X$. Since $Y^{*}=X$, this is equivalent to the conditions

$$
v \in X \quad \text { and } \quad\langle(L+C) w, v\rangle=0 \quad \forall w \in X .
$$

By (3.5), this can be expressed equivalently as

$$
v=i z \quad \text { where } z \in X \quad \text { and } \quad\langle(L+C) w, i z\rangle=0 \quad \forall w \in X,
$$

and using part (iii) this becomes

$$
v=i z \quad \text { where } z \in X \quad \text { and } \quad\langle(L+C) z, i w\rangle=0 \quad \forall w \in X .
$$

When we appeal once again to (3.5) this is equivalent to

$$
v=i z \quad \text { and } \quad z \in \operatorname{ker}(L+C)
$$

and so by part (ii), it follows that

$$
\operatorname{ker}(L+C)^{*}=i \operatorname{ker}(L+C)=i \operatorname{span}\left\{v_{0}^{\prime}\right\} .
$$

This proves (iv).
We now turn to the problem of continuing the solution $v_{0}$ given by (A4). The simplest approach would be to show that $D_{v} F\left(0, v_{0}\right): X \rightarrow Y$ is an isomorphism and hence to apply the Implicit Function Theorem. However, this cannot be done since $D_{v} F\left(0, v_{0}\right)$ is not invertible on $X$ and $v_{0}$ is not an isolated zero of $F(0, \cdot)$ in $X$. In fact, defining a translation operator $T_{\tau}$ by

$$
\begin{equation*}
T_{\tau} v(x)=v(x+\tau) \quad \text { for } x, \tau \in \mathbb{R} \tag{3.10}
\end{equation*}
$$

we see that

$$
\begin{equation*}
F\left(0, T_{\tau} v_{0}\right)=0 \quad \forall \tau \in \mathbb{R} \tag{3.11}
\end{equation*}
$$

Furthermore, $\tau \rightarrow T_{\tau} v_{0}$ is continuously differentiable since

$$
v_{0}^{\prime} \in X \quad \text { and } \quad \frac{d}{d t}\left(T_{\tau} v_{0}\right)=T_{\tau} v_{0}^{\prime} .
$$

Hence, $0=(d / d t) F\left(0, T_{\tau} v_{0}\right)=D_{v} F\left(0, T_{\tau} v_{0}\right) T_{\tau} v_{0}^{\prime}$ for all $\tau \in \mathbb{R}$ and in particular, as we already know,

$$
v_{0}^{\prime} \in \operatorname{ker} D_{v} F\left(0, v_{0}\right)=\operatorname{ker}(L+C)
$$

One way of resolving this difficulty is to suppose that $f$ has symmetries (even with respect to $x$ and $u^{\prime}(x)$ ) allowing us to remove the above degeneracy by restricting the discussion to the subspaces of $X$ and $Y$ consisting of even elements. This is what is done in [14] but in the present discussion we are trying to obtain results for cases where $f$ does not have these symmetries. The idea now is to consider the curve

$$
\begin{equation*}
\mathscr{C}=\left\{\left(0, T_{\tau} v_{0}\right): \tau \in \mathbb{R}\right\} \subset \mathbb{R} \times X \tag{3.12}
\end{equation*}
$$

as a curve of trivial solutions for the equation $F(s, v)=0$ and to seek values of the phase parameter $\tau$ at which a branch of solutions bifurcates from $\mathscr{C}$ into the region $(0, \infty) \times X$.

We shall show that the appropriate values of $\tau$ are characterised as the simple zeros of the function $M: \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
M(\tau)=\left\langle D_{s} H\left(0, T_{\tau} v_{0}\right), T_{\tau}\left(i v_{0}^{\prime}\right)\right\rangle \tag{3.13}
\end{equation*}
$$

We note that since $v_{0}^{\prime \prime} \in X$, it follows from (A3) that $M \in C^{1}(\mathbb{R})$ with

$$
\begin{equation*}
M^{\prime}(\tau)=\left\langle D_{u} D_{s} H\left(0, T_{\tau} v_{0}\right) T_{\tau} v_{0}^{\prime}, T_{\tau}\left(i v_{0}^{\prime}\right)\right\rangle+\left\langle D_{s} H\left(0, T_{\tau} v_{0}\right), T_{\tau}\left(i v_{0}^{\prime}\right)^{\prime}\right\rangle . \tag{3.14}
\end{equation*}
$$

The function $M$ defined by (3.13) depends on the choice of the solution $v_{0}$ of $F(0, v)=0$, so we denote it temporarily by $M_{v_{0}}(\tau)$. For $t \in \mathbb{R}, T_{t} v_{0}$ is also a solution of $F(0, v)=0$, so we could use it to define another function $M_{T_{t} v_{0}}(\tau)$. However, these two functions are related by

$$
\begin{equation*}
M_{v_{0}}(\tau)=C(t) M_{T_{i} v_{0}}(\tau-t) \tag{3.15}
\end{equation*}
$$

where $C(t)=\exp \left\{\int_{0}^{t} \partial_{2} g\left(v_{0}(y), v_{0}^{\prime}(y)\right) d y\right\}$.
When the conditions (A1)-(A4) are satisfied, the function $M$ defined by (3.13) will be referred to as a Melnikov function for (1.1), (1.2). This is reasonable terminology because if our procedure is applied to a situation covered by Melnikov theory [2], [3], [6], then the function $M$ generated by our method coincides with the standard Melnikov function. However, because of the nonuniformity of the limit in (A2), Melnikov theory in its usual form [2], [3], [6], cannot be applied to (2.2), (2.3), (2.4). We prove our result by an application of the classical theorem on bifurcation from a simple eigenvalue in the form due to Crandall and Rabinowitz. Many situations covered by standard Melnikov theory could also be treated in this way.

Theorem 3.2. Let the conditions (A1)-(A4) be satisfied and suppose that there exists $\tau_{0} \in \mathbb{R}$ such that

$$
M\left(\tau_{0}\right)=0 \quad \text { and } \quad M^{\prime}\left(\tau_{0}\right) \neq 0
$$

where $M: \mathbb{R} \rightarrow \mathbb{R}$ is the Melnikov function defined by (3.13) using a solution $v_{0} \in X$ of $F(0, v)=0$ given by (A4). Let $W=\left\{v \in X:\left\langle v, T_{\tau_{0}} v_{0}^{\prime}\right\rangle=0\right\}$. Then:
(a) The equation

$$
\left[L+C\left(T_{\tau_{0}} v_{0}\right)\right] z=-D_{s} H\left(0, T_{\tau_{0}} v_{0}\right)
$$

has a unique solution $z_{0} \in W$ where $C$ is defined by (3.7) with $v_{0}$ replaced by $T_{\tau_{0}} v_{0}$. Let $Z=\left\{v \in W:\left\langle v, z_{0}\right\rangle=0\right\}$. Then:
(b) There exist $\delta>0$ and functions

$$
\eta \in C((-\delta, \delta), \mathbb{R}) \quad \text { and } \quad \mu \in C((-\delta, \delta), Z)
$$

such that $\eta(0)=\tau_{0}, \mu(0)=0$, and $F(s, \psi(s))=0$ for all $s \in(-\delta, \delta)$, where $\psi(s)=$ $T_{\eta(s)} v_{0}+s z_{0}+s \mu(s)$.
(c) Setting $\delta_{1}=\gamma(\delta)^{2}$ and

$$
\phi(\lambda)(x)=|\lambda|^{\alpha / 2} \psi\left(\Gamma\left(|\lambda|^{1 / 2}\right)\right)\left(|\lambda|^{1 / 2} x\right) \quad \text { for }-\delta_{1}<\lambda<0,
$$

we have that $\phi \in C\left(\left(-\delta_{1}, 0\right), X \backslash\{0\}\right)$ and $|\phi(\lambda)|_{p}=|\lambda|^{(\alpha-1 / p) / 2}\left|\psi\left(\Gamma\left(|\lambda|^{1 / 2}\right)\right)\right|_{p}$ for $1 \leqq p \leqq$ $\infty$, where $\alpha>0$ is the constant in (A2), where $\Gamma$ and $\gamma$ are the functions given by (2.10) and (2.11) used to define $H$ in (2.14). There is bifurcation in $L^{p}(\mathbb{R})$ for (1.1), (1.2) in the sense of $(1.5)$ provided that $p \geqq \min \{2,1 / \alpha\}$.

Proof. Replacing $v_{0}$ by $T_{\tau_{0}} v_{0}$ and recalling (3.15), we suppose henceforth that $\tau_{0}=0$ and so $W=\left\{w \in X:\left\langle v_{0}^{\prime}, w\right\rangle=0\right\}$. Define an operator $N: \mathbb{R} \times J \times W \rightarrow Y$ by

$$
N(\tau, s, w)=F\left(s, w+T_{\tau} v_{0}\right)
$$

where $F$ is given by (2.15). Thus $\mathscr{C}$ becomes the line $\mathbb{R} \times\{0\} \times\{0\}$ of trivial solutions for $N$ since by (3.11), $N(\tau, 0,0)=0$ for all $\tau \in \mathbb{R}$.

By (A3), $N \in C^{1}(\mathbb{R} \times J \times W, Y)$ and furthermore,

$$
D_{\tau} N(\tau, s, w)=D_{u} F\left(s, w+T_{\tau} v_{0}\right) T_{\tau} v_{0}^{\prime},
$$

and for $(\mu, z) \in \mathbb{R} \times W$,

$$
\begin{aligned}
& D_{(s, w)} N(\tau, s, w)(\mu, z)=\mu D_{s} F\left(s, w+T_{\tau} v_{0}\right)+D_{u} F\left(s, w+T_{\tau} v_{0}\right) z \\
&=\mu D_{s} H\left(s, w+T_{\tau} v_{0}\right)+D_{u} F\left(s, w+T_{\tau} v_{0}\right) z, \\
& D_{\tau}\left\{D_{(s, w)} N(\tau, s, w)(\mu, z)\right\}=\mu D_{u} D_{s} H\left(s, w+T_{\tau} v_{0}\right) T_{\tau} v_{0}^{\prime}+D_{u}^{2} F\left(s, w+T_{\tau} v_{0}\right)\left[T_{\tau} v_{0}^{\prime}, z\right] .
\end{aligned}
$$

Thus by (A3), $N$ has the regularity required by the Crandall-Rabinowitz theorem [5] and so to establish bifurcation at $\tau_{0}=0$ we must check the following:
(i) $\operatorname{ker} D_{(s, w)} N(0,0,0)=\operatorname{span}\left\{\left(1, z_{0}\right)\right\}$ where $z_{0} \in W$;
(ii) $\operatorname{codim} D_{(s, w)} N(0,0,0)=1$;
(iii) $D_{\tau}\left\{D_{(s, w)} N(0,0,0)\left(1, z_{0}\right)\right\} \notin \operatorname{Im} D_{(s, w)} N(0,0,0)$.

By insisting that the eigenvector has the form $\left(1, z_{0}\right)$ we ensure that the branch of solutions of $N(\tau, s, w)=0$ bifurcating at $(0,0,0)$ can be parameterized by $s$.

For (i) we note that $(\mu, z) \in \operatorname{ker} D_{(s, w)} N(0,0,0) \Leftrightarrow(\mu, z) \in \mathbb{R} \times W$ and

$$
\begin{equation*}
\mu D_{s} H\left(0, v_{0}\right)+(L+C) z=0 \tag{3.16}
\end{equation*}
$$

where $C: X \rightarrow Y$ is defined by (3.7) with $C=C\left(v_{0}\right)$. Thus, by Lemma 3.1, there is an eigenvector of the form $\left(1, z_{0}\right) \in \mathbb{R} \times X$ if and only if

$$
\begin{equation*}
\left\langle D_{s} H\left(0, v_{0}\right), i v_{0}^{\prime}\right\rangle=0, \tag{3.17}
\end{equation*}
$$

and in this case the requirement $z_{0} \in W$ determines $z_{0}$ uniquely by

$$
\begin{equation*}
(L+C) z_{0}=-D_{s} H\left(0, v_{0}\right) \tag{3.18}
\end{equation*}
$$

since $\operatorname{ker}(L+C)=\operatorname{span}\left\{v_{0}^{\prime}\right\}$. The condition (3.17) is satisfied since $M(0)=0$. Thus (i) is verified and so is part (a) of the theorem.

For (ii), we note that $\xi \in \operatorname{Im} D_{(s, w)} N(0,0,0) \Leftrightarrow \xi \in Y$ and there exists $(\mu, z) \in \mathbb{R} \times W$ such that

$$
\xi=\mu D_{s} H\left(0, v_{0}\right)+(L+C) z
$$

By Lemma 3.1 and (3.17) this is equivalent to $\left\langle\xi, i v_{0}^{\prime}\right\rangle=0$, and so

$$
\operatorname{Im} D_{(s, w)} N(0,0,0)=\left\{\xi \in Y:\left\langle\xi, i v_{0}^{\prime}\right\rangle=0\right\} .
$$

This establishes (ii).
For (iii) we note that it is now enough to show that

$$
\left\langle D_{\tau}\left\{D_{(s, w)} N(0,0,0)\left(1, z_{0}\right)\right\}, i v_{0}^{\prime}\right\rangle \neq 0
$$

where $z_{0} \in W$ is determined by (3.18). Since

$$
\begin{aligned}
D_{(s, w)} N(\tau, 0,0)\left(1, z_{0}\right) & =D_{s} H\left(0, T_{\tau} v_{0}\right)+D_{u} F\left(0, T_{\tau} v_{0}\right) z_{0} \\
& =D_{s} H\left(0, T_{\tau} v_{0}\right)+L z_{0}+D_{u} G\left(T_{\tau} v_{0}\right) z_{0} \\
& =D_{s} H\left(0, T_{\tau} v_{0}\right)+L z_{0}+\left(T_{\tau} a\right) z_{0}+\left(T_{\tau} b\right) z_{0}^{\prime}
\end{aligned}
$$

we find that

$$
D_{\tau}\left\{D_{(s, w)} N(\tau, 0,0)\left(1, z_{0}\right)\right\}=D_{u} D_{s} H\left(0, T_{\tau} v_{0}\right) T_{\tau} v_{0}^{\prime}+\left(T_{\tau} a\right)^{\prime} z_{0}+\left(T_{\tau} b\right)^{\prime} z_{0}^{\prime}
$$

where the prime stands for differentiation with respect to $x$. Thus condition (iii) amounts to showing that

$$
\left\langle D_{u} D_{s} H\left(0, v_{0}\right) v_{0}^{\prime}+a^{\prime} z_{0}+b^{\prime} z_{0}^{\prime}, i v_{0}^{\prime}\right\rangle \neq 0 .
$$

But

$$
\begin{aligned}
\left\langle a^{\prime} z_{0}+b^{\prime} z_{0}^{\prime}, i v_{0}^{\prime}\right\rangle & =-\left\langle C z_{0},\left(i v_{0}^{\prime}\right)^{\prime}\right\rangle-\left\langle a z_{0}^{\prime}+b z_{0}^{\prime \prime}, i v_{0}^{\prime}\right\rangle \\
& =-\left\langle(L+C) z_{0},\left(i v_{0}^{\prime}\right)^{\prime}\right\rangle+\left\langle L z_{0},\left(i v_{0}^{\prime}\right)^{\prime}\right\rangle-\left\langle a z_{0}^{\prime}+b z_{0}^{\prime \prime}, i v_{0}^{\prime}\right\rangle
\end{aligned}
$$

and

$$
\begin{aligned}
\left\langle L z_{0},\left(i v_{0}^{\prime}\right)^{\prime}\right\rangle & =-\left\langle z_{0}^{\prime},\left(i v_{0}^{\prime}\right)^{\prime \prime}\right\rangle-\left\langle z_{0},\left(i v_{0}^{\prime}\right)^{\prime}\right\rangle \\
& =-\left\langle z_{0}^{\prime},\left(b i v_{0}^{\prime}\right)^{\prime}+\left(i v_{0}^{\prime \prime}\right)^{\prime}\right\rangle-\left\langle z_{0},\left(i v_{0}^{\prime}\right)^{\prime}\right\rangle \\
& =-\left\langle z_{0}^{\prime},\left(b i v_{0}^{\prime}\right)^{\prime}+i[1-a] v_{0}^{\prime}\right\rangle-\left\langle z_{0},\left(i v_{0}^{\prime}\right)^{\prime}\right\rangle \quad \text { by }(3.6) \\
& =-\left\langle z_{0}^{\prime},\left(b i v_{0}^{\prime}\right)^{\prime}-i a v_{0}^{\prime}\right\rangle \\
& =\left\langle z_{0}^{\prime \prime}, b i v_{0}^{\prime}\right\rangle+\left\langle z_{0}^{\prime}, i a v_{0}^{\prime}\right\rangle .
\end{aligned}
$$

Hence

$$
\left\langle a^{\prime} z_{0}+b^{\prime} z_{0}^{\prime}, i v_{0}^{\prime}\right\rangle=-\left\langle(L+C) z_{0},\left(i v_{0}^{\prime}\right)^{\prime}\right\rangle=\left\langle D_{s} H\left(0, v_{0}\right),\left(i v_{0}^{\prime}\right)^{\prime}\right\rangle \quad \text { by }(3.18) .
$$

Thus condition (iii) is reduced to

$$
\left\langle D_{u} D_{s} H\left(0, v_{0}\right) v_{0}^{\prime}, i v_{0}^{\prime}\right\rangle+\left\langle D_{s} H\left(0, v_{0}\right),\left(i v_{0}^{\prime}\right)^{\prime}\right\rangle \neq 0
$$

and by (3.14) this is just the condition $M^{\prime}(0) \neq 0$. This proves that condition (iii) is satisfied.

When we note that

$$
\mathbb{R} \times W=\operatorname{span}\left\{\left(1, z_{0}\right)\right\} \oplus[\{0\} \times Z]
$$

it follows by Theorem 1.7 of [5] that there exist $\delta>0$ and functions

$$
\eta \in C((-\delta, \delta), \mathbb{R}), \quad \theta \in C((-\delta, \delta),\{0\} \times Z)
$$

such that

$$
\eta(0)=0, \quad \theta(0)=(0,0)
$$

and

$$
N\left(\eta(s), s\left(1, z_{0}\right)+s \theta(s)\right)=0 \quad \text { for } s \in(-\delta, \delta) .
$$

Setting $\theta(s)=(0, \mu(s))$, we have that $\mu \in C((-\delta, \delta), Z), \mu(0)=0$, and

$$
\begin{aligned}
0 & =N\left(\eta(s), s, s z_{0}+s \mu(s)\right) \\
& =F\left(s, T_{\eta(s)} v_{0}+s z_{0}+s \mu(s)\right) \quad \text { for } s \in(-\delta, \delta) .
\end{aligned}
$$

This proves (b) in the case $\tau_{0}=0$.

Finally (c) follows directly from (b) as noted in (2.23), (2.24) of § 2.
Remarks. (1) While this paper was being refereed, a revised version of [9] appeared in Proc. Roy. Soc. Edinburgh Sect. A, 110 (1988), pp. 1-25. In an addendum, Magnus derived a result (Theorem 6.4) showing how an equation such as that in part (a) above arises in his context.
(2) An essential step in the above proof involves seeking a solution $v$ near $T_{\tau_{0}} v_{0}$ in the form

$$
v=w+T_{\tau} v_{0} \quad \text { where } w \in W \text { and } \tau \text { is near } \tau_{0} .
$$

In fact all $v$ near $T_{\tau_{0}} v_{0}$ in $X$ admit such a representation and it is unique. To see this set $f(\tau, r)=\left\langle T_{\tau} v_{0}, T_{\tau_{0}} v_{0}^{\prime}\right\rangle-r$, and use the Implicit Function Theorem.
4. The main example. In this section we apply the general method to the case where $f$ has the following special form:

$$
\begin{align*}
f(\lambda, x, p, q) & =r(x)|p|^{\sigma} p \quad \text { for }(\lambda, x, p, q) \in \mathbb{R}^{4}, \quad \text { or }  \tag{4.1}\\
& =r(x)|p|^{\sigma+1} \quad \text { for }(\lambda, x, p, q) \in \mathbb{R}^{4}
\end{align*}
$$

where
(H1) $\quad r \in C^{1}(\mathbb{R})$ with $\lim _{|x| \rightarrow \infty} r(x)=Q>0$ and $r^{\prime} \in L^{\infty}(\mathbb{R})$, where $\sigma>1$ in case (4.1) and $\sigma \geqq 1$ in case (4.1').

From (H1) it follows that $f$ satisfies the conditions (A1) and (A2) provided that in (A2) we set

$$
\begin{align*}
& \alpha=\frac{2}{\sigma}, g(p, q)=Q|p|^{\sigma} p, \text { or }=Q|p|^{\sigma+1} \text { and } h(k, x, p, q)=R(x / k)|p|^{\sigma} p  \tag{4.2}\\
& \text { or }=R(x / k)|p|^{\sigma+1}, \text { where } R(x)=r(x)-Q .
\end{align*}
$$

In what follows we will usually write out the formulae that are valid for the case (4.1). The corresponding results for the case (4.1') are obtained by a trivial modification. In particular, the essential formulae for the Melnikov function discussed in Theorem 4.3 are identical for (4.1) and (4.1') since the solution $v_{0}$ given by (4.26) is positive.

To obtain the regularity of the Nemytskii operators defined by (2.13)-(2.15) required in (A3), we must make an appropriate choice of the function $\Gamma$ (and hence $\gamma$ ). This depends on the rate at which $r$ converges to $Q$ and the next hypothesis distinguishes a number of situations in which a successful choice of $\Gamma$ is known.
(H2) With $R(x)=r(x)-Q$ we suppose that one of the following conditions is satisfied:
(i) There exist $\beta \in(0,1), \nu \geqq 0$, and $L( \pm \infty) \in \mathbb{R}$ such that

$$
\lim _{x \rightarrow \pm \infty} R^{\prime}(x)|x|^{\beta+1}[\ln |x|]^{-\nu}=L( \pm \infty) ;
$$

(ii) There exist $L(+\infty) \in \mathbb{R}$ and $\psi \in L^{1}(\mathbb{R})$ such that

$$
\begin{gather*}
\lim _{|x| \rightarrow \infty} x \psi(x)=0  \tag{4.4}\\
R(x)=-\frac{x L(+\infty)}{1+x^{2}}+\psi(x) \quad \forall x \in \mathbb{R} \tag{4.5}
\end{gather*}
$$

(iii) There exist $\beta \in(1,3 / 2), \nu \geqq 0$, and $L( \pm \infty) \in \mathbb{R}$ such that (4.3) holds and $\int_{-\infty}^{\infty} R(x) d x=0$.

Remarks. (1) Since both ( $L \pm \infty$ ) can be zero, the exponents $\beta$ and $\nu$ are not uniquely determined by (4.3). In fact, if the condition is satisfied for exponents $\beta$ and $\nu$ it is also satisfied for $\beta_{1}$ and $\nu_{1}$ provided that

$$
\beta_{1}<\beta \quad \text { and } \quad \nu_{1} \geqq 0
$$

or

$$
\beta_{1}=\beta \quad \text { and } \quad \nu_{1} \geqq \nu .
$$

We shall show that the function $\Gamma:(0,1) \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\Gamma(k)=\int_{0}^{k} t^{\beta-1}[-\ln t]^{\nu} d t \tag{4.6}
\end{equation*}
$$

when $r$ satisfies (H2)(i) or (H2)(iii) with exponents $\beta$ and $\nu$, or by

$$
\begin{equation*}
\Gamma(k)=k \tag{4.7}
\end{equation*}
$$

when $r$ satisfies (H2)(ii), establishes a change of variables for which (A3) is satisfied. Consequently, a Melnikov function $M$ can be defined for any such pair of exponents $\beta$ and $\nu$. However, there is at most one pair $(\beta, \nu)$ for which the corresponding $M$ is not identically zero.
(2) When (H2)(i) or (H2)(iii) holds, it follows from l'Hôpital's rule that

$$
\begin{equation*}
\lim _{x \rightarrow \pm \infty} R(x)|x|^{\beta}[\ln |x|]^{-\nu}=\mp \frac{L( \pm \infty)}{\beta} \tag{4.8}
\end{equation*}
$$

whereas (H2)(ii) implies that

$$
\begin{equation*}
\lim _{x \rightarrow \pm \infty} R(x)|x|=\mp L(+\infty) . \tag{4.9}
\end{equation*}
$$

Consequently, if (H2)(i) or (H2)(ii) holds with $L( \pm \infty) \neq 0$, it follows that $R \notin L^{1}(\mathbb{R})$. On the other hand, if $R \in L^{1}(\mathbb{R})$ and $\lim _{|x| \rightarrow \infty} x R(x)=0$ then (H2)(ii) holds with $L(+\infty)=0$. The case (H2)(iii) enables us to deal with situations where $R \in L^{1}(\mathbb{R})$ and $\int_{-\infty}^{\infty} R(x) d x=0$. In this case it is useful to set

$$
\begin{equation*}
P(x)=\int_{-\infty}^{x} R(t) d t \tag{4.10}
\end{equation*}
$$

and to note that by l'Hôpital's rule

$$
\begin{equation*}
\lim _{x \rightarrow \pm \infty} P(x)|x|^{\beta-1}[\ln |x|]^{-\nu}=\lim _{x \rightarrow \pm \infty} \frac{R(x)|x|^{\beta}}{(1-\beta)}[\ln |x|]^{-\nu}= \pm \frac{L( \pm \infty)}{\beta(\beta-1)} . \tag{4.11}
\end{equation*}
$$

From this it follows that

$$
\begin{equation*}
\lim _{x \rightarrow \pm \infty}\{x R(x)-P(x)\}|x|^{\beta-1}[\ln |x|]^{-\nu}=\frac{L( \pm \infty)}{1-\beta} . \tag{4.12}
\end{equation*}
$$

When $r$ satisfies (H1) and (H2), the function $\Gamma$ defined by (4.6) or (4.7) satisfies (2.10) and its inverse $\gamma$ is defined on ( $0, \Gamma(1)$ ). Furthermore, for $0<s<\Gamma(1)$,

$$
\begin{equation*}
\gamma^{\prime}(s) \gamma(s)^{\beta-1}[-\ln \gamma(s)]^{\nu}=1 . \tag{4.13}
\end{equation*}
$$

In particular, when $\nu=0$ we have that

$$
\begin{equation*}
\gamma(s)=(\beta s)^{1 / \beta} . \tag{4.14}
\end{equation*}
$$

In the present context, the operators $G$ and $H$ defined by (2.13)-(2.15) are given by

$$
\begin{gather*}
G(v)(x)=Q|v(x)|^{\sigma} v(x),  \tag{4.15}\\
H(s, v)(x)= \begin{cases}R\left(\frac{x}{\gamma(s)}\right)|v(x)|^{\sigma} v(x) & \text { for } 0<s<\Gamma(1), \\
0 & \text { for } s=0 \\
-H(-s, v)(x) & \text { for }-\Gamma(1)<s<0,\end{cases}  \tag{4.16}\\
F(s, v)=L v+G(v)+H(s, v) \tag{4.17}
\end{gather*}
$$

In (4.15), (4.16) we have supposed that $f$ has the form (4.1). When (4.1') holds we replace $|v|^{\sigma} v$ by $|v|^{\sigma+1}$ in these definitions.

Lemma 4.1. Let fatisfy the conditions (H1) and (H2) and let $\Gamma$ be defined according to (4.6), (4.7). The operator $F$ defined by (4.17) satisfies the condition (A3) with $X=H^{1}(\mathbb{R})$ and $Y=H^{-1}(\mathbb{R})$. Furthermore, for $v \in X, D_{s} F(0, v)=D_{s} H(0, v) \in Y$ is the distribution defined by the following formulae for $w \in X$ :
$\left\langle D_{s} F(0, v), w\right\rangle=\left\langle D_{s} H(0, v), w\right\rangle$

$$
\begin{aligned}
&= L(-\infty) \int_{-\infty}^{0}|x|^{-\beta}\left[|v|^{\sigma} v w\right](x) d x-L(+\infty) \int_{0}^{\infty}|x|^{-\beta}\left[|v|^{\sigma} v w\right](x) d x \\
& \quad \text { in case (H2)(i), } \\
&= L(+\infty)\left[\int_{-1}^{1} \ln |x|\left\{|v|^{\sigma} v w\right\}^{\prime}(x) d x-\int_{|x| \geqq 1} x^{-1}\left[|v|^{\sigma} v w\right](x) d x\right] \\
&+\int_{-\infty}^{\infty} \psi(x) d x|v(0)|^{\sigma} v(0) w(0) \quad \text { in case (H2)(ii), } \\
&= \frac{L(-\infty)}{(1-\beta)} \int_{-\infty}^{0}|x|^{1-\beta}\left[|v|^{\sigma} v w\right]^{\prime}(x) d x+\frac{L(+\infty)}{(1-\beta)} \int_{0}^{\infty}|x|^{1-\beta}\left[|v|^{\sigma} v w\right]^{\prime}(x) d x
\end{aligned}
$$ in case (H3)(iii).

These formulae hold in the case where f has the form (4.1). The corresponding results for the case (4.1') are obtained by replacing $|v|^{\sigma} v$ by $|v|^{\sigma+1}$.

Proof. We treat the case where $f$ has the form (4.1). Since $\sigma>1$, it follows by standard arguments that

$$
G \text { and } H(s, \cdot) \in C^{1}(X, Y) \quad \text { for all } s \in J=(-\Gamma(1), \Gamma(1)) .
$$

For the regularity of $H$ with respect to $s$ we deal in some detail with the case (H2)(i). For the other cases we simply mention the essential modifications that are necessary. To simplify the integral expressions it is convenient to set

$$
\begin{equation*}
L(x)=\mp L( \pm \infty) \quad \text { for } x \gtrless 0 . \tag{4.18}
\end{equation*}
$$

Suppose that $R$ satisfies (H2)(i) and set

$$
A=\max \{|L( \pm \infty)|\}, \quad B=2 A /(1-\beta) .
$$

Then for $v, w \in X$,

$$
\begin{align*}
& \left.\left|\int_{-\infty}^{\infty} L(x)\right| x\right|^{-\beta}\left[|v|^{\sigma} v w\right](x) d x \mid \\
& \quad \leqq\left||v|^{\sigma} v w\right|_{\infty} \int_{-1}^{1}|L(x)||x|^{-\beta} d x+A\left|v^{\sigma}\right|_{\infty} \int_{|x| \geqq 1}|v||w| d x  \tag{4.19}\\
& \quad \leqq B|v|_{\infty}^{\sigma+1}|w|_{\infty}+A|v|_{\infty}^{\sigma}|v|_{2}|w|_{2} \\
& \quad \leqq(A+B)\|v\|_{X}^{\sigma+1}\|w\|_{X} .
\end{align*}
$$

Hence the form $\left\langle E_{1}(v), w\right\rangle=\int_{-\infty}^{\infty} L(x)|x|^{-\beta}\left[|v|^{\sigma} v w\right](x) d x$ defines an element $E_{1}(v) \in$ $X^{*}=Y$ and $\left\|E_{1}(v)\right\|_{Y} \leqq(A+B)\|v\|_{X}^{\sigma+1}$. Similar estimates show that $E_{1} \in C^{1}(X, Y)$ and

$$
\left\langle D E_{1}(v) z, w\right\rangle=\int_{-\infty}^{\infty} L(x)|x|^{-\beta}(\sigma+1)|v|^{\sigma} z w d x \quad \text { for } v, z, w \in X .
$$

Furthermore, for $s>0$ and $v, w \in X$,

$$
\begin{align*}
\left|\left\langle\frac{H(s, v)}{s}-E_{1}(v), w\right\rangle\right| & \leqq\|w\|_{\infty}\left\{A_{1}(s, v)+A_{2}(s, v)\right\} \\
& \leqq\|w\|_{X}\left\{A_{1}(s, v)+A_{2}(s, v)\right\} \tag{4.20}
\end{align*}
$$

where

$$
\begin{aligned}
& A_{1}(s, v)=\int_{|x| \leqq 2 \gamma(s)}\left|R\left(\frac{x}{\gamma(s)}\right) \frac{|x|^{\beta}}{s}-L(x)\right||x|^{-\beta}|v|^{\sigma+1} d x, \\
& A_{2}(s, v)=\int_{|x| \geqq 2 \gamma(s)}\left|R\left(\frac{x}{\gamma(s)}\right) \frac{|x|^{\beta}}{s}-L(x)\right||x|^{-\beta}|v|^{\sigma+1} d x .
\end{aligned}
$$

Clearly,

$$
A_{1}(s, v) \leqq|v|_{\infty}^{\sigma+1}\left\{|R|_{\infty} \frac{2 \gamma(s)}{s}+A \int_{|x| \leqq 2 \gamma(s)}|x|^{-\beta} d x\right\}
$$

and so $\lim _{s \rightarrow 0+} A_{1}(s, v)=0$, since $\beta \in(0,1)$ and

$$
\lim _{s \rightarrow 0^{+}} \frac{\gamma(s)}{s}=\lim _{s \rightarrow 0+} \gamma^{\prime}(s)=\lim _{s \rightarrow 0+} \gamma(s)^{1-\beta}[-\ln \gamma(s)]^{-\nu}=0 \quad \text { by (4.13). }
$$

For $|x| \geqq 2 \gamma(s)$,

$$
\begin{aligned}
\left|R\left(\frac{x}{\gamma(s)}\right)\right| \frac{|x|^{\beta}}{s} & =\frac{\gamma(s)^{\beta}}{s}\left|R\left(\frac{x}{\gamma(s)}\right)\right|\left|\frac{x}{\gamma(s)}\right|^{\beta}\left[\ln \left|\frac{x}{\gamma(s)}\right|\right]^{-\nu}\left[\ln \left|\frac{x}{\gamma(s)}\right|\right]^{\nu} \\
& \leqq \frac{\gamma(s)^{\beta}}{s} C\left[\ln \left|\frac{x}{\gamma(s)}\right|\right]^{\nu} \text { by (4.8) }
\end{aligned}
$$

where

$$
\begin{aligned}
C & =\sup _{|z| \geqq 2} R(z)|z|^{\beta}[\ln |z|]^{-\nu}<\infty \\
& \leqq \frac{\gamma(s)^{\beta}}{s} C[-\ln \gamma(s)]^{\nu}[1+\ln |x|]^{\nu}
\end{aligned}
$$

provided that $-\ln \gamma(s) \geqq 1$ since $\nu \geqq 0$. But by (4.13), $\lim _{s \rightarrow 0+}\left(\gamma(s)^{\beta} / s\right)[-\ln \gamma(s)]^{\nu}=\beta$ and $\lim _{s \rightarrow 0+}-\ln \gamma(s)=\infty$. Hence there exists $s_{0}>0$ such that

$$
\begin{equation*}
\left|R\left(\frac{x}{\gamma(s)}\right)\right| \frac{|x|^{\beta}}{s} \leqq C(\beta+1)[1+\ln |x|]^{\nu} \tag{4.21}
\end{equation*}
$$

for $|x| \geqq 2 \gamma(s)$ and $0<s<s_{0}$.
Furthermore, for $x \neq 0$, by l'Hôpital's rule,

$$
\lim _{s \rightarrow 0+} R\left(\frac{x}{\gamma(s)}\right) \frac{|x|^{\beta}}{s}
$$

$$
=-\lim _{s \rightarrow 0+} R^{\prime}\left(\frac{x}{\gamma(s)}\right) \frac{x|x|^{\beta} \gamma^{\prime}(s)}{\gamma(s)^{2}}
$$

$$
=-\frac{x}{|x|} \lim _{s \rightarrow 0+} R^{\prime}\left(\frac{x}{\gamma(s)}\right)\left|\frac{x}{\gamma(s)}\right|^{\beta+1}\left[\ln \left|\frac{x}{\gamma(s)}\right|\right]^{-\nu}\left[\ln \left|\frac{x}{\gamma(s)}\right|\right]^{\nu} \gamma^{\prime}(s) \gamma(s)^{\beta-1}
$$

$$
=\mp L( \pm \infty) \text { for } x \gtrless 0 \text { by (4.3) }
$$

since by (4.13)

$$
\lim _{s \rightarrow 0+}\left[\ln \left|\frac{x}{\gamma(s)}\right|\right]^{\nu} \gamma^{\prime}(s) \gamma(s)^{\beta-1}=\lim _{s \rightarrow 0+}\left[\frac{\ln |x|-\ln \gamma(s)}{-\ln \gamma(s)}\right]^{\nu}=1 .
$$

Now, denoting the characteristic function of $\{x:|x| \geqq 2 \gamma(s)\}$ by $\chi_{s}$, we have that

$$
A_{2}(s, v)=\int_{-\infty}^{\infty} \chi_{s}(x)\left|R\left(\frac{x}{\gamma(s)}\right) \frac{|x|^{\beta}}{2}-L(x)\right||x|^{-\beta}|v(x)|^{\sigma+1} d x
$$

where the integrand is bounded by

$$
\left\{C(\beta+1)[1+\ln |x|]^{\nu}+A\right\}|x|^{-\beta}|v(x)|^{\sigma+1}
$$

provided that $0<s<s_{0}$. Hence the Dominated Convergence Theorem applies and we conclude from (4.22) that $\lim _{s \rightarrow 0+} A_{2}(s, v)=0$. Returning to (4.20), we have that

$$
\lim _{s \rightarrow 0}\left\|\frac{H(s, v)}{s}-E_{1}(v)\right\|_{Y}=0
$$

proving that $H$ is differentiable with respect to $s$ at $s=0$ and that $D_{s} H(0, v)=E_{1}(v)$. For $s>0$,

$$
\left\langle D_{s} H(s, v), w\right\rangle=-\int_{-\infty}^{\infty} R^{\prime}\left(\frac{x}{\gamma(s)}\right) \frac{x \gamma^{\prime}(s)}{\gamma(s)^{2}}\left[|v|^{\sigma} v w\right](x) d x
$$

and by arguments similar to those above we find that

$$
\lim _{s \rightarrow 0+}\left\|D_{s} H(s, v)-E_{1}(v)\right\|_{Y}=0
$$

From this and the continuity of $E_{1}: X \rightarrow Y$, it follows that $H \in C^{1}(J \times X, Y)$.
The discussion of the derivatives $D_{s} D_{v} H$ and $D_{v} D_{s} H$ is similar to that for $D_{s} H$, and we find that

$$
D_{s} D_{v} H(0, v)=D_{v} D_{s} H(0, v)=D E_{1}(v) \quad \forall v \in X .
$$

In this way we see that $F$ satisfies (A1) when (H2)(i) holds.

Turning to the case where $r$ satisfies (H2)(ii), we note that it is enough to establish the result for the following special cases:

$$
\begin{align*}
& R(x)=x /\left(1+x^{2}\right),  \tag{4.23}\\
& R(x)=\psi(x) . \tag{4.24}
\end{align*}
$$

We discuss (4.23) first. Defining a bilinear form by

$$
\begin{equation*}
\left\langle E_{2}(v), w\right\rangle=-\int_{-1}^{1} \ln |x|\left\{|v|^{\sigma} v w\right\}^{\prime}(x) d x+\int_{|x| \geqq 1} x^{-1}\left\{|v|^{\sigma} v w\right\}(x) d x \tag{4.25}
\end{equation*}
$$

we show that for each $v \in X$, it defines a bounded linear functional on $X$. In fact,

$$
\begin{aligned}
\left|\int_{-1}^{1} \ln \right| x\left|\left\{|v|^{\sigma} v w\right\}^{\prime}(x) d x\right| & \leqq \int_{-1}^{1}|\ln | x| |\left\{(\sigma+1)|v|^{\sigma}\left|v^{\prime}\right||w|+|v|^{\sigma+1}\left|w^{\prime}\right|\right\} d x \\
& \leqq(\sigma+1)|v|_{\infty}^{\sigma}|w|_{\infty} D\left|v^{\prime}\right|_{2}+|v|_{\infty}^{\sigma+1} D\left|w^{\prime}\right|_{2} \\
& \leqq D(\sigma+2)\|v\|_{X}^{\sigma+1}\|w\|_{X}
\end{aligned}
$$

where

$$
D=\left\{\int_{-1}^{1}(\ln |x|)^{2} d x\right\}^{1 / 2}
$$

and

$$
\left|\int_{|x| \geqq 1} x^{-1}\left\{|v|^{\sigma} v w\right\}(x) d x\right| \leqq|v|_{\infty}^{\sigma}|v|_{2}|w|_{2} \leqq\|v\|_{X}^{\sigma+1}\|w\|_{X} .
$$

Thus $E_{2}(v) \in X^{*}=Y$ for all $v \in X$ and by similar arguments $E_{2} \in C^{1}(X, Y)$. For $s>0$ and $v, w \in X$,

$$
\begin{aligned}
\left\langle\frac{H(s, v)}{s}, w\right\rangle= & \int_{-\infty}^{\infty} \frac{1}{s} R\left(\frac{x}{s}\right)\left[|v|^{\sigma} v w\right](x) d x \\
= & \int_{-1}^{1} \frac{x}{s^{2}+x^{2}}\left\{|v|^{\sigma} v w(x)-|v|^{\sigma} v w(0)\right\} d x \\
& +\int_{|x| \supseteqq 1} \frac{x^{2}}{s^{2}+x^{2}} x^{-1}\left\{|v|^{\sigma} v w\right\}(x) d x \\
= & -\int_{-1}^{1} \frac{1}{2} \ln \left(s^{2}+x^{2}\right)\left\{|v|^{\sigma} v w\right\}^{\prime}(x) d x \\
& +\frac{1}{2} \ln \left(s^{2}+1\right)\left\{|v|^{\sigma} v w(1)-|v|^{\sigma} v w(-1)\right\} \\
& +\int_{|x| \geqq 1} \frac{x^{2}}{s^{2}+x^{2}} x^{-1}\left\{|v|^{\sigma} v w\right\}(x) d x .
\end{aligned}
$$

Using this expression, it is now easy to show that

$$
\lim _{s \rightarrow 0+}\left\|\frac{H(s, v)}{s}-E_{2}(v)\right\|_{Y}=0
$$

and so $D_{s} H(0, v)=E_{2}(v)$ for all $v \in X$.
The other properties are established in a similar fashion for (4.23) and so we now pass to the discussion of (4.24).

In this case we set

$$
\left\langle E_{3}(v), w\right\rangle=\int_{-\infty}^{\infty} \psi(x) d x|v(0)|^{\sigma} v(0) w(0) .
$$

Since

$$
\begin{aligned}
\left|\left\langle E_{3}(v), w\right\rangle\right| & \leqq\left|\int_{-\infty}^{\infty} \psi(x) d x\right||v|_{\infty}^{\sigma+1}|w|_{\infty} \\
& \leqq\left|\int_{-\infty}^{\infty} \psi(x) d x\right|\|v\|_{X}^{\sigma+1}\|w\|_{X}
\end{aligned}
$$

we see that $E_{3}(v) \in Y$ for all $v \in X$ and by standard arguments $E_{3} \in C^{1}(X, Y)$.
Now for $s>0$ and $v, w \in X$,

$$
\begin{aligned}
\left\langle\frac{H(s, v)}{s}, w\right\rangle & =\int_{-\infty}^{\infty} \psi\left(\frac{x}{s}\right) \frac{1}{s}\left[|v|^{\sigma} v w\right](x) d x \\
& =-\int_{-\infty}^{\infty} P\left(\frac{x}{s}\right)\left[|v|^{\sigma} v w\right]^{\prime}(x) d x \quad \text { where } P(x)=\int_{-\infty}^{x} R(t) d t
\end{aligned}
$$

and so

$$
\left\langle\frac{H(s, v)}{s}-E_{3}(v), w\right\rangle=-\int_{-\infty}^{\infty}\left[P\left(\frac{x}{s}\right)-N(x)\right]\left[|v|^{\sigma} v w\right]^{\prime}(x) d x
$$

where

$$
N(x)= \begin{cases}0 & \text { if } x<0 \\ \int_{-\infty}^{\infty} \psi(t) d t & \text { if } x>0\end{cases}
$$

Since $\lim _{s \rightarrow 0+} P(x / s)-N(x)=0$ for all $x \neq 0$ it is now easy to show, using dominated convergence, that

$$
\lim _{s \rightarrow 0+}\left\|\frac{H(s, v)}{s}-E_{3}(v)\right\|_{Y}=0 .
$$

This proves that $D_{s} H(0, v)=E_{3}(v)$ when (4.24) holds and the remaining properties of $H$ are established in a similar fashion.

Finally, we consider the case where $r$ satisfies (H2)(iii). As usual we begin by studying the bilinear form defined by

$$
\begin{align*}
& \left\langle E_{4}(v), w\right\rangle=\frac{L(-\infty)}{(1-\beta)} \int_{-\infty}^{0}|x|^{1-\beta}\left[|v|^{\sigma} v w\right]^{\prime}(x) d x \\
& \quad+\frac{L(+\infty)}{(1-\beta)} \int_{0}^{\infty}|x|^{1-\beta}\left[|v|^{\sigma} v w\right]^{\prime}(x) d x . \tag{4.25}
\end{align*}
$$

Now setting $\left.\left|\int_{-\infty}^{0}\right| x\right|^{1-\beta}\left[|v|^{\sigma} v w\right]^{\prime}(x) d x \mid=I_{1}$, we have that

$$
\begin{aligned}
& I_{1} \leqq \int_{-\infty}^{0}|x|^{1-\beta}\left\{(\sigma+1)|v|^{\sigma}\left|v^{\prime}\right||w|+|v|^{\sigma+1}\left|w^{\prime}\right|\right\}(x) d x \\
& \begin{array}{l}
\leqq \int_{-\infty}^{-1}\left\{(\sigma+1)|v|^{\sigma}\left|v^{\prime}\right||w|+|v|^{\sigma+1}\left|w^{\prime}\right|\right\}(x) d x \\
\quad \quad \quad \int_{-1}^{0}|x|^{1-\beta}\left\{(\sigma+1)|v|^{\sigma}\left|v^{\prime}\right||w|+|v|^{\sigma+1}\left|w^{\prime}\right|\right\}(x) d x \\
\leqq(\sigma+1)|v|_{\infty}^{\sigma}\left|v^{\prime}\right|_{2}|w|_{2}+|v|_{\infty}^{\sigma}|v|_{2}\left|w^{\prime}\right|_{2} \\
\quad+(\sigma+1)|v|_{\infty}^{\sigma}|w|_{\infty} F\left|v^{\prime}\right|_{2}+|v|_{\infty}^{\sigma+1} F\left|w^{\prime}\right|_{2}
\end{array}
\end{aligned}
$$

where

$$
\begin{aligned}
& F=\left\{\int_{-1}^{0}|x|^{2(1-\beta)} d x\right\}^{1 / 2} \\
& I_{1} \leqq(\sigma+2)(F+1)\|v\|_{X}^{\sigma+1}\|w\|_{X}
\end{aligned}
$$

The second integral in (4.25) is estimated in the same way, so we can conclude that $E_{4} \in C^{1}(X, Y)$. For $s>0$ and $v, w \in X$, we have that

$$
\begin{aligned}
\left\langle\frac{H(s, v)}{s}, w\right\rangle & =\int_{-\infty}^{\infty} R\left(\frac{x}{\gamma(s)}\right) \frac{1}{s}\left[|v|^{\sigma} v w\right](x) d x \\
& =-\int_{-\infty}^{\infty} P\left(\frac{x}{\gamma(s)}\right) \frac{\gamma(s)}{s}\left[|v|^{\sigma} v w\right]^{\prime}(x) d x
\end{aligned}
$$

where $P(x)=\int_{-\infty}^{x} R(t) d t$. Since $\int_{-\infty}^{\infty} R(t) d t=0$ we can use l'Hôpital's rule and obtain

$$
\begin{aligned}
\lim _{s \rightarrow 0+} P\left(\frac{x}{\gamma(s)}\right) \frac{\gamma(s)}{s} & =\lim _{s \rightarrow 0+}\left\{-R\left(\frac{x}{\gamma(s)}\right) \frac{x \gamma^{\prime}(s)}{\gamma(s)}+P\left(\frac{x}{\gamma(s)}\right) \gamma^{\prime}(s)\right\} \\
& =-\lim _{s \rightarrow 0+}\left\{\frac{x}{\gamma(s)} R\left(\frac{x}{\gamma(s)}\right)-P\left(\frac{x}{\gamma(s)}\right)\right\} \gamma^{\prime}(s)=-\frac{L( \pm \infty)}{1-\beta}|x|^{\beta-1}
\end{aligned}
$$

by (4.12) and (4.13).
Arguing much as in (H2)(i), the Dominated Convergence Theorem can now be used to show that

$$
\lim _{s \rightarrow 0+}\left\|\frac{H(s, v)}{s}-E_{4}(v)\right\|_{Y}=0 \quad \forall v \in X,
$$

and the proof is completed in the usual way.
Lemma 4.2. Let $f$ satisfy conditions (H1) and (H2) and consider the function $F: J \times X \rightarrow Y$ defined by (4.17) via the transformation (4.6), (4.7). Then

$$
\begin{aligned}
\{v \in X \backslash\{0\}: F(0, v)=0\} & =\left\{ \pm T_{\tau} v_{0}: \tau \in \mathbb{R}\right\} \quad \text { in case (4.1) } \\
& =\left\{T_{\tau} v_{0}: \tau \in \mathbb{R}\right\} \quad \text { in case }\left(4.1^{\prime}\right)
\end{aligned}
$$

where

$$
\begin{equation*}
v_{0}(x)=\left\{\frac{\sigma+2}{2 Q}\right\}^{1 / \sigma} c h^{-2 / \sigma}\left(\frac{\sigma x}{2}\right) \text { for } x \in \mathbb{R} \tag{4.26}
\end{equation*}
$$

In particular, (A4) is satisfied by $v_{0}$, which is even and positive.
Proof. If $v \in X$ and $F(0, v)=0$, it follows from Lemma 2.1 that $v \in H^{3}(\mathbb{R}) \cap C^{3}(\mathbb{R})$ and $v$ satisfies (2.19). By (4.2), in the case (4.1), (2.19) is

$$
\begin{equation*}
v^{\prime \prime}(x)-v(x)+Q|v(x)|^{\sigma} v(x)=0 \quad \forall x \in \mathbb{R} . \tag{4.27}
\end{equation*}
$$

By direct calculation we show that

$$
\left\{v \in C^{2}(\mathbb{R}) \backslash\{0\}:(4.27) \text { is satisfied and } \lim _{|x| \rightarrow \infty} v(x)=0\right\}=\left\{ \pm T_{\tau} v_{0}: \tau \in \mathbb{R}\right\} .
$$

Since $v_{0}, v_{0}^{\prime} \in X$ this completes the proof in case (4.1). The case (4.1') is similar.
By Lemmas 4.1 and 4.2 , we know that when $r$ satisfies ( H 1 ) and ( H 2 ) and $\Gamma$ is defined by (4.6), (4.7), the conditions (A1)-(A4) of $\S 3$ are all fulfilled, and it is sufficient
to consider the Melnikov function generated by the function $v_{0}$ given in (4.26). From Lemma 4.1 and definition (3.13), the Melnikov function $M$ is given by

$$
M(\tau)=\left\langle D_{s} H\left(0, T_{\tau} v_{0}\right), T_{\tau} v_{0}^{\prime}\right\rangle
$$

since $i(x) \equiv 1$ by (4.2).
When we set

$$
m_{\beta}(\tau)= \begin{cases}\int_{0}^{\infty} \frac{x^{1-\beta}}{(1-\beta)}\left[v_{0}^{\sigma+1} v_{0}^{\prime}\right]^{\prime}(x+\tau) d x & \text { for } \beta \neq 1,  \tag{4.28}\\ \int_{0}^{\infty} \ln x\left[v_{0}^{\sigma+1} v_{0}^{\prime}\right]^{\prime}(x+\tau) d x & \text { for } \beta=1,\end{cases}
$$

where $v_{0}$ is given by (4.26), it follows from Lemma 4.1 that the Melnikov function for (4.1) or (4.1') is given by

$$
\begin{align*}
M(\tau) & =L(-\infty) m_{\beta}(-\tau)+L(+\infty) m_{\beta}(\tau) \quad \text { in cases (H1)(i) and (H1)(iii), }  \tag{4.29}\\
& =L(+\infty)\left[m_{1}(-\tau)+m_{1}(\tau)\right]+\int_{-\infty}^{\infty} \psi(x) d x v_{0}(\tau)^{\sigma+1} v_{0}^{\prime}(\tau) \tag{4.30}
\end{align*}
$$

in case (H2)(ii).
In connection with (4.28), it is worth noting that

$$
\begin{align*}
{\left[v_{0}^{\sigma+1} v_{0}^{\prime}\right]^{\prime} } & =\frac{\left(v_{0}^{\sigma+2}\right)^{\prime \prime}}{\sigma+2}  \tag{4.31}\\
& =(\sigma+2) v_{0}^{\sigma+2}\left\{1-\frac{(3 \sigma+4)}{(\sigma+2)^{2}} Q v_{0}^{\sigma}\right\}, \tag{4.32}
\end{align*}
$$

and furthermore $m_{\beta}(\tau)=d n_{\beta}(\tau) / d \tau$, where

$$
n_{\beta}(\tau)= \begin{cases}\int_{0}^{\infty} \frac{x^{1-\beta}}{(1-\beta)}\left[v_{0}^{\sigma+1} v_{0}^{\prime}\right](x+\tau) d x & \text { for } \beta \neq 0 \\ \int_{0}^{\infty} \ln x\left[v_{0}^{\sigma+1} v_{0}^{\prime}\right](x+\tau) d x & \text { for } \beta=1\end{cases}
$$

It is easy to prove that $\lim _{|\tau| \rightarrow \infty} n_{\beta}(\tau)=0$ for $0<\beta<3 / 2$ and

$$
\begin{aligned}
M(\tau) & =\frac{d}{d \tau}\left\{-L(-\infty) n_{\beta}(-\tau)+L(+\infty) n_{\beta}(\tau)\right\} \quad \text { in cases (H2)(i) and (H2)(iii) } \\
& =\frac{d}{d \tau}\left\{-L(+\infty) n_{1}(-\tau)+L(+\infty) n_{1}(\tau)+\int_{-\infty}^{\infty} \psi(x) d x \frac{v_{0}(\tau)^{\sigma+2}}{(\sigma+2)}\right\}
\end{aligned}
$$

in case (H2)(ii).
Thus in all cases $M$ is the derivative of a function converging to zero as $\tau \rightarrow \pm \infty$.
This ensures that in all cases there exists at least one $\tau_{0} \in \mathbb{R}$ such that $M\left(\tau_{0}\right)=0$. By Theorem 3.2 we must seek the simple zeros of $M$.

In terms of bifurcation in the sense of (1.5) for the problem (1.1), (1.2) we obtain the following result.

Theorem 4.3. Let f be of the form (4.1) where (H1) and (H2) are satisfied. Suppose that

$$
\begin{equation*}
M\left(\tau_{0}\right)=0 \quad \text { and } \quad M^{\prime}\left(\tau_{0}\right) \neq 0 \tag{4.33}
\end{equation*}
$$

where $M$ is the Melnikov function defined by (4.29), (4.30). Then there is bifurcation in $L^{p}(\mathbb{R})$ for (1.1), (1.2) in the sense of (1.5) provided that $p \geqq \min \{2, \sigma / 2\}$. Furthermore the branch of solutions has the form given by Theorem 3.2 with $\alpha=2 / \sigma$, where $v_{0}$ is defined by (4.26) and $\Gamma$ by (4.6), (4.7).

This result is an immediate consequence of Theorem 3.2 and Lemmas 4.1 and 4.2. In general it seems that the location of simple zeros of $M$ must be treated by numerical integration. See the Appendix. However, there are some cases in which the solution is easy. For example, if

$$
\begin{equation*}
R \in L^{1}(\mathbb{R}) \quad \text { with } \lim _{|x| \rightarrow \infty} x R(x)=0 \text { and } \int_{-\infty}^{\infty} R(x) d x \neq 0 \tag{4.34}
\end{equation*}
$$

then we are in case (H2)(ii) with $L(+\infty)=0$ and

$$
M(\tau)=\int_{-\infty}^{\infty} R(x) d x v_{0}(\tau)^{\sigma+1} v_{0}^{\prime}(\tau)
$$

Hence,

$$
\begin{equation*}
M(0)=0 \quad \text { and } \quad M^{\prime}(0)=-\int_{-\infty}^{\infty} R(x) d x \frac{\sigma}{2}\left[\frac{\sigma+2}{Q}\right]^{(\sigma+2) / \sigma} \neq 0 \quad \text { by (4.32). } \tag{4.35}
\end{equation*}
$$

Another easy case is that in which $R$ satisfies (H2)(i) with

$$
\begin{equation*}
L(+\infty)=-L(-\infty) \neq 0 \tag{4.36}
\end{equation*}
$$

In this case,

$$
M(0)=L(+\infty)\left[-m_{\beta}(0)+m_{\beta}(0)\right]=0,
$$

and

$$
\begin{align*}
M^{\prime}(0) & =2 L(+\infty) m_{\beta}^{\prime}(0)=L(+\infty) \int_{0}^{\infty} \frac{x^{1-\beta}}{(1-\beta)}\left\{\frac{v_{0}^{\sigma+2}}{\sigma+2}\right\}^{\prime \prime \prime}(x) d x \\
& =-L(+\infty) \int_{0}^{\infty} x^{-\beta}\left\{\frac{v_{0}^{\sigma+1}}{\sigma+2}\right\}^{\prime \prime} d x \\
& =-\frac{L(+\infty)}{(\sigma+2)} \lim _{\varepsilon \rightarrow 0+} \int_{\varepsilon}^{\infty} x^{-\beta}\left\{v_{0}^{\sigma+2}\right\}^{\prime \prime} d x \\
& =-\frac{L(+\infty)}{(\sigma+2)} \lim _{\varepsilon \rightarrow 0+}\left\{\left.x^{-\beta}\left(v_{0}^{\sigma+2}(x)\right)^{\prime}\right|_{\varepsilon} ^{\infty}+\beta \int_{\varepsilon}^{\infty} x^{-\beta-1}\left\{v_{0}^{\sigma+2}\right\}^{\prime} d x\right\}  \tag{4.37}\\
& =-\frac{\beta L(+\infty)}{(\sigma+2)} \int_{0}^{\infty} x^{-\beta-1}\left\{v_{0}(x)^{\sigma+1}\right\}^{\prime} d x \quad \text { since } v_{0}^{\prime}(0)=0 \\
& \neq 0 \quad \text { since }\left(v_{0}(x)^{\sigma+1}\right)^{\prime}<0 \quad \text { for } x>0 .
\end{align*}
$$

We end this section with two typical examples showing how the various cases in (H2) arise.

Example 4.4. Let $f$ be of the form (4.1) with

$$
r(x)=Q+C\left(1+x^{2}\right)^{-\gamma} \text { for } x \in \mathbb{R}
$$

where $C \in \mathbb{R} \backslash\{0\}, Q>0$, and $\gamma>0$.
First we note that since $r$ is even, this case is covered by the result in [14]. In terms of the present discussion we note that (H1) is satisfied provided that $\sigma>1$. Then
(H2)(i) holds for $\beta \leqq \min \{2 \gamma, 1\}$, where $L( \pm \infty)=0$ unless $\beta=2 \gamma<1$ and $\nu=0$, in which case $L( \pm \infty)= \pm 2 \gamma C$. Hence for $0<\gamma<\frac{1}{2}$, we use $\beta=2 \gamma$ and $\nu=0$ in (H2)(i) to obtain the Melnikov function

$$
M(\tau)=-4 \gamma C \int_{0}^{\infty} x^{-\beta}\left[v_{0}^{\sigma+1} v_{0}^{\prime}\right](x+\tau) d x
$$

and by (4.36), $M(0)=0$ and $M^{\prime}(0) \neq 0$. If $\gamma>\frac{1}{2}$, then (H2)(ii) is satisfied with $L(+\infty)=0$ and we obtain the Melnikov function

$$
M(\tau)=C \int_{-\infty}^{\infty}\left(1+x^{2}\right)^{-\gamma} d x v_{0}(\tau)^{\sigma+1} v_{0}^{\prime}(\tau) .
$$

By (4.34), $M(0)=0$ and $M^{\prime}(0) \neq 0$. None of the results in this paper covers the case $\gamma=\frac{1}{2}$, but due to the evenness of $R$ the result in [14] applies.

Example 4.5. Let $f$ be of the form (4.1) with

$$
r(x)=Q+C x\left(1+x^{2}\right)^{-\gamma} \text { for } x \in \mathbb{R}
$$

where $C \in \mathbb{R} \backslash\{0\}, Q>0$, and $\gamma>\frac{1}{2}$.
In this case the results in [14] do not apply since $r$ is not even. In terms of the present discussion (H1) holds provided that $\sigma>1$, and (H2)(i) is satisfied provided that $\beta \leqq \min \{2 \gamma-1,1\}$, where $L( \pm \infty)=0$ unless $\beta=2 \gamma-1<1$ and $\nu=0$ in which case $L( \pm \infty)=(1-2 \gamma) C$. Thus we get a nontrivial Melnikov function by using $\beta=2 \gamma-1$ and $\nu=0$ in (H2)(i) provided that $\frac{1}{2}<\gamma<1$. For $\gamma=1$ we apply the case (H2)(ii) with

$$
L(+\infty)=-1 \quad \text { and } \quad \psi \equiv 0 .
$$

For $\gamma>1$ the case (H2)(ii) again applies with $L(+\infty)=0$, but we obtain a trivial Melnikov function since $\int_{-\infty}^{\infty} R(x) d x=0$. However, for $\gamma>1$ we see that $r$ satisfies (H2)(iii) provided that

$$
\beta \leqq \min \left\{2 \gamma-1, \frac{3}{2}\right\}
$$

where $L( \pm \infty)=0$ unless $\beta=2 \gamma-1<3 / 2$ and $\nu=0$, in which case $L( \pm \infty)=(1-2 \gamma) C$. Thus for $1<\gamma<5 / 4$ we obtain a nontrivial Melnikov function by using (H2)(iii) with $\beta=2 \gamma-1$ and $\nu=0$.
5. More general nonlinearities. In this section we discuss nonlinearities $f$ in (1.1) that are sums of terms of the form (4.1), and we also allow perturbations containing a factor $u^{\prime}$. The basic idea is to select the dominant contribution, together with the appropriate change of variables, ensuring that it leads to a nontrivial Melnikov function as in §4. Then we show that the remaining terms are regular (in the sense of (A3)) and lead to Melnikov functions that are identically zero for this same change of variables. In the simplest cases the dominant term is the one with the smallest value of the exponent $\sigma$, so we discuss this kind of situation first. However, there are problems where the dominant term is not given by the smallest power of $u$, and we conclude with some examples of this kind.

We suppose that the nonlinearity $f$ in (1.1) can be written as

$$
\begin{equation*}
f(\lambda, x, p, q)=f_{0}(x, p)+\sum_{i=1}^{N} \lambda^{n_{i}} f_{i}(x, p) q^{\delta_{i}} \tag{5.1}
\end{equation*}
$$

where $f_{i}$ is of the form (4.1) or (4.1') for $0 \leqq i \leqq N$ with coefficient $r_{i}$ and exponent $\sigma_{i}$. Setting $r_{0}=r$ and $\sigma_{0}=\sigma$, we suppose that $f_{0}$ satisfies (H1) and (H2) with exponent $\beta$ in (H2) ( $\beta=1$ for the case (H2)(ii)) and $R(x)=Q-r(x)$.

For $1 \leqq i \leqq N$ we suppose that

$$
n_{i} \in\{0,1,2, \cdots\}=\mathbb{N}, \quad \delta_{i} \in\{0,1\}
$$

and we set

$$
\mu_{i}=2 n_{i}-2+\frac{2 \sigma_{i}}{\sigma}+\delta_{i}\left(1+\frac{2}{\sigma}\right) .
$$

For $\alpha=2 / \sigma$ we find that

$$
k^{-(2+\alpha)} f\left(-k^{2}, \frac{x}{k}, k^{\alpha} p, k^{\alpha+1} q\right)=Q|p|^{\sigma} p+R\left(\frac{x}{k}\right)|p|^{\sigma} p+\sum_{i=1}^{N}(-1)^{n_{i}} k^{\mu_{i}} f_{i}\left(\frac{x}{k}, p\right) q^{\delta_{i}}
$$

when $f_{0}$ satisfies (4.1), whereas if $f_{0}$ satisfies (4.1') we simply replace $|p|^{\sigma} p$ by $|p|^{\sigma+1}$.
Let $\gamma=\Gamma^{-1}$ be the change of variables associated with $r$ via (H2) and (4.6), (4.7).
Let $F_{0}: J \times X \rightarrow Y$ be the operator associated with $f_{0}$ as in (4.17). Thus if $f_{0}$ satisfies (4.1)

$$
F_{0}(s, v)(x)=v^{\prime \prime}(x)-v(x)+Q|v(x)|^{\sigma} v(x)+R\left(\frac{x}{\gamma(s)}\right)|v(x)|^{\sigma} v(x)
$$

and if $f_{0}$ satisfies (4.1') we simply replace $|v|^{\sigma} v$ by $|v|^{\sigma+1}$. As usual $X=H^{1}(\mathbb{R})$ and $Y=H^{-1}(\mathbb{R})$. By Lemmas 4.1 and $4.2, F$ satisfies (A3).

For $1 \leqq i \leqq N$, we set

$$
K_{i}(k, v)(x)=(-1)^{n_{i}} f_{i}\left(\frac{x}{k}, v(x)\right) v^{\prime}(x)^{\delta_{i}}
$$

and

$$
H_{i}(s, v)= \begin{cases}\gamma(s)^{\mu_{i}} K_{i}(\gamma(s), v) & \text { for } 0<s<\Gamma(1) \\ 0 & \text { for } s=0 \\ -H_{i}(-s, v) & \text { for }-\Gamma(1)<s<0\end{cases}
$$

The object now is to give conditions implying that $H_{i}$ satisfies (A3) and $D_{s} H_{i}(0, v) \equiv 0$ for $1 \leqq i \leqq N$. From this it will follow that $f$ satisfies the conditions (A1)-(A4) with $v_{0}$ given by (4.26) and Melnikov function given by (4.29), (4.30). This objective is attained by imposing the following conditions.
(H3) $\quad$ For $1 \leqq i \leqq N, r_{i} \in C^{1}(\mathbb{R}) \cap L^{\infty}(\mathbb{R})$ with $\left|x r_{i}^{\prime}(x)\right| \leqq C$ for all $x \in \mathbb{R}$ with $\mu_{i}>\beta$ unless $r_{i} \equiv 0$. Furthermore, $f_{1}(x, p)=r_{1}(x) p$ and $\delta_{1}=1$, whereas for $2 \leqq i \leqq N$, $f_{i}$ has the form (4.1) or (4.1') with $\sigma_{i}>1$ or $\sigma_{i} \geqq 1$ and $\delta_{i} \in\{0,1\}$.
Under the above hypotheses it is easy to see that $f$, given by (5.1), satisfies (A1) and (A2). Also for $s>0$,

$$
\begin{aligned}
D_{s} H_{i}(s, v)(x)= & (-1)^{n_{i}} \gamma(s)^{\mu_{i}-1} \gamma^{\prime}(s) \\
& \cdot\left\{\mu_{i} r_{i}\left(\frac{x}{\gamma(s)}\right)-\frac{x}{\gamma(s)} r_{i}^{\prime}\left(\frac{x}{\gamma(s)}\right)\right\}|v(x)|^{\sigma_{i}} v(x) v^{\prime}(x)^{\delta_{i}}
\end{aligned}
$$

if $f_{i}$ has the form (4.1), and in the case (4.1') we simply replace $|v|^{\sigma_{i}} v$ by $|v|^{\sigma_{i}+1}$. However, $\mu_{i}>\beta>0$, and by (4.13)

$$
\lim _{s \rightarrow 0+} \gamma(s)^{\mu_{i}-1} \gamma^{\prime}(s)=\lim _{s \rightarrow 0+} \gamma(s)^{\mu_{i}-\beta}[-\ln \gamma(s)]^{-\nu}=0 .
$$

Since $r_{i}$ and $x r_{i}^{\prime}(x) \in L^{\infty}(\mathbb{R})$ it follows easily that $\left\|D_{s} H(s, v)\right\|_{Y} \rightarrow 0$ as $s \rightarrow 0$ and by a similar argument that

$$
\left\|\frac{H(s, v)}{s}\right\|_{Y} \rightarrow 0 \text { as } s \rightarrow 0 .
$$

Thus we see that (H3) implies that $H_{i} \in C^{1}(J \times X, Y)$ with $D_{s} H_{i}(0, v) \equiv 0$ for $1 \leqq i \leqq N$. The information concerning second partial derivatives for $H_{i}$ required by (A3) is checked by the same argument. Hence we have established the following result.

Theorem 5.1. Let $f$ be of the form (5.1) and suppose that (H1), (H2) are satisfied by $r$ and $\sigma$ and that $(\mathrm{H} 3)$ holds. Let $\gamma=\Gamma^{-1}$ be the change of variables defined by (4.6), (4.7) via (H2) using $r$ and $\sigma$. Then conditions (A1)-(A4) are fulfilled by $f$, and the Melnikov function $M$ for $f$ is determined by $r$ and $\sigma$ through (4.26) and (4.29), (4.30). In particular, there is bifurcation in $L^{p}(\mathbb{R})$ for (1.1), (1.2) in the sense of (1.5) provided that (4.33) holds and $p \geqq \min \{2, \sigma / 2\}$.

When $n_{i}=0$ for $1 \leqq i \leqq N, \delta_{i}=0$ for $2 \leqq i \leqq N$, and $r_{1} \equiv 0$, it follows from (H3) that $\sigma_{i}>\sigma$ for all $i \geqq 2$ and hence the dominant contribution to $f$ comes from the smallest power $\sigma$. We end with some examples of situations where the dominant contribution comes from a higher power of $u$.

Example 5.2.

$$
f(\lambda, x, p, q)=\frac{x^{2}}{1+x^{2}} p^{3}+\frac{x}{\left(1+x^{2}\right)^{2}} p^{2} .
$$

Setting

$$
Q=1, \quad R(x)=-\frac{1}{1+x^{2}}, \quad r_{1}(x)=\frac{x}{\left(1+x^{2}\right)^{2}},
$$

we have $f(\lambda, x, p, q)=p^{3}+R(x) p^{3}+r_{1}(x) p^{2}$, where $\lim _{|x| \rightarrow \infty} R(x)=\lim _{|x| \rightarrow \infty} r_{1}(x)=0$. Clearly, (A1) is satisfied and setting $\alpha=1$ and $g(p, q)=p^{2}$, we find that (A2) is also satisfied. Furthermore, $R$ and $r_{1} \in L^{1}(\mathbb{R})$ with

$$
\lim _{|x| \rightarrow \infty} x R(x)=\lim _{|x| \rightarrow \infty} x r_{1}(x)=0 .
$$

Hence both $R$ and $r_{1}$ satisfy (H2)(ii) with $L( \pm \infty)=0$. Thus by Lemmas 4.1 and 4.2, (A3) is satisfied (with change of variable $\gamma(s)=s$ ) and

$$
\begin{aligned}
\left\langle D_{s} H(0, v), w\right\rangle & =\int_{-\infty}^{\infty} R(x) d x v(0)^{3} w(0)+\int_{-\infty}^{\infty} r_{1}(x) d x v(0)^{2} w(0) \\
& =-\pi v(0)^{3} w(0) \quad \text { for all } w \in X .
\end{aligned}
$$

Since $g(p, q)=p^{3}$ we see that (A4) holds with $v_{0}(x)=\sqrt{2} c h^{-1} x$ and the Melnikov function in this case is $M(\tau)=4 \pi s h \pi c h^{-5} \tau$. By (4.35), $M(0)=0$ and $M^{\prime}(0) \neq 0$.

Example 5.3.

$$
f(\lambda, x, p, q)=\left\{1+\left(1+x^{2}\right)^{-1 / 4}\right\} p^{3}+\left(1+x^{2}\right)^{-1 / 2} p^{2}
$$

Clearly (A1) holds. Setting $\alpha=1$ and $g(p, q)=p^{3}$, we verify easily that (A2) is satisfied. Setting $R(x)=\left(1+x^{2}\right)^{-1 / 4}$ and $r_{1}(x)=\left(1+x^{2}\right)^{-1 / 2}$, we find that

$$
\lim _{x \rightarrow \pm \infty} R^{\prime}(x)|x|^{3 / 2}=\mp \frac{1}{2} \quad \text { and } \quad \lim _{x \rightarrow \pm \infty} r_{1}^{\prime}(x)|x|^{3 / 2}=0
$$

Hence both $R$ and $r_{1}$ satisfy (H2)(i) with $\beta=\frac{1}{2}, \nu=0$, and

$$
\begin{array}{ll}
L( \pm \infty)=\mp \frac{1}{2} & \text { for } R \\
L( \pm \infty)=0 & \text { for } r_{1} .
\end{array}
$$

It follows that (A3) is satisfied (with $\gamma(s)=s^{2} / 4$ ) and that

$$
\left\langle D_{s} H(0, v), w\right\rangle=\frac{1}{2} \int_{-\infty}^{\infty}|x|^{-1 / 2} v(x)^{3} w(x) d x .
$$

Again we are in a situation where (A4) holds with

$$
v_{0}(x)=\sqrt{2}{c h^{-1} x}
$$

and in this case the Melnikov function is

$$
M(\tau)=-2 \int_{-\infty}^{\infty}|x|^{-1 / 2} \frac{\operatorname{sh}(x+\tau)}{[\operatorname{ch}(x+\tau)]^{5}} d x
$$

By (4.37), $M(0)=0$ and $M^{\prime}(0)<0$.
Appendix. We present the graphs of some of the Melnikov functions encountered in § 4 (Figs. 1-6). They were obtained through numerical integration by François Meynard.


Fig. 1. $\sigma=2 ; \beta=0.5 ; L(-\infty)=-1 ; L(+\infty)=1$. One value for $s_{0}: s_{0}=0$. This agrees with (4.36).
It is convenient to begin with some simplifications of the original formula. From (4.26), (4.28), and (4.32), we find that for $\beta \neq 1$,

$$
m_{\beta}(\tau)=\int_{0}^{\infty} \frac{x^{1-\beta}}{(1-\beta)} w(x+\tau) d x
$$

where

$$
w(x)=\frac{(\sigma+2)^{2+2 / \sigma}}{(2 Q)^{1+2 / \sigma}} \frac{1}{c h^{\alpha}(\sigma x / 2)}\left\{1-\frac{(1+1 / \alpha)}{c h^{2}(\sigma x / 2)}\right\}
$$

and

$$
\alpha=2+\frac{4}{\sigma} .
$$

Hence there exists $C(Q, \sigma)>0$ such that for $\beta \neq 1$,

$$
M(\tau)=\frac{C(Q, \sigma)}{(1-\beta)} A\left(\frac{\sigma \tau}{2}\right)
$$



Fig. 2. $\sigma=2 ; \beta=0.5 ; L(-\infty)=1 ; L(+\infty)=1$. Two values for $s_{0}: s_{0} \simeq+0.87 ; s_{0} \simeq-0.87$.


Fig. 3. $\sigma=2 ; \beta=0.5 ; L(-\infty)=1 ; L(+\infty)=0$. One value for $s_{0}: s_{0} \simeq+0.37$.
where $A(s)=L(-\infty) B(-s)+L(+\infty) B(s)$ with

$$
B(s)=\int_{0}^{\infty} x^{1-\beta} \frac{1}{c h^{\alpha}(x+s)}\left\{1-\frac{(1+1 / \alpha)}{\operatorname{ch}^{2}(x+s)}\right\} d x
$$

Then (4.33) is equivalent to $\tau_{0}=2 s_{0} / \sigma$, where $A\left(s_{0}\right)=0$ and $A^{\prime}\left(s_{0}\right) \neq 0$.


FIG. 4. $\sigma=2 ; \beta=1.25 ; L(-\infty)=-1 ; L(+\infty)=1$. Three values for $s_{0}: s_{0}=0 ; s_{0} \simeq+1.63 ; s_{0} \simeq-1.63$.


FIG. 5. $\sigma=2 ; \beta=1.25 ; L(-\infty)=1 ; L(+\infty)=1$. Two values for $s_{0}$ : $s_{0} \simeq+0.63 ; s_{0} \simeq-0.63$.

For $\sigma=2(\alpha=4)$, Figs. 1-6 represent the function $A$ for various values of $\beta$ and $L( \pm \infty)$.
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FIG. 6. $\sigma=2 ; \beta=1.25 ; L(-\infty)=1 ; L(+\infty)=0$. Two values for $s_{0}: s_{0} \simeq+1.27 ; s_{0} \simeq-0.13$.
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#### Abstract

Two versions of the equivalence problem-determining when two second-order differential operators on the line are the same under a change of variables-are solved completely using the Cartan method of equivalence.
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1. Introduction. The basic equivalence problem to be treated here is to determine when two second-order differential operators on the real line can be transformed into each other by an appropriate change of variables. There are two different possible interpretations of the notion of equivalence, depending on whether we wish to preserve the differential expression corresponding to the operator or the Lie bracket between operators. In this paper we treat both versions of the equivalence problem for secondorder operators on the line. The problems here are related to the more general equivalence problem for second-order ordinary differential equations [4], [5], [11], but are specialized by linearity. We employ the equivalence method of Cartan, which gives necessary and sufficient conditions for equivalence. Although the simplest of the possible equivalence problems arising in the study of differential operators, these problems provide a good illustration of the power and ease of use of Cartan's equivalence method, which offers a straightforward algorithm for solving these and other equivalence problems important in applications. Extensions to higher-order or higher-dimensional operators can be readily done using the methods of this paper, although the intervening calculations will, as a rule, become much more complicated. In the proof of the theorem, we assume that the reader has a basic familiarity with the Cartan equivalence method as explained, for instance, in [2], [3], [6], and [7], although the reader can certainly understand the final results without all the intervening machinery.

This paper originated in answer to a question raised by Levine [9], who asked when a differential operator can be expressed as a bilinear combination of first-order differential operators that generate a finite-dimensional Lie algebra. This problem has applications to scattering theory in molecular dynamics and quantum chemistry. Indeed, there are now a number of well-established methods for dealing with such operators, where the calculation of eigenvalues, spectra, and dynamics is considerably simplified. The companion paper [8] applies the results of this paper to solving Levine's problem completely.
2. Equivalence problems for differential operators. Consider a second-order differential operator

$$
\begin{equation*}
\mathscr{D}=f(x) D^{2}+g(x) D+h(x), \tag{2.1}
\end{equation*}
$$

[^81]where $f, g, h$, are analytic functions of the real variable $x \in \mathbb{R}$, and $D=d / d x$. If we apply $\mathscr{D}$ to a scalar-valued function $u(x)$, we obtain the expression
\[

$$
\begin{equation*}
\mathscr{D}[u]=f u^{\prime \prime}+g u^{\prime}+h u . \tag{2.2}
\end{equation*}
$$

\]

In particular, we can look at the linear, homogeneous second-order ordinary differential equation $\mathscr{D}[u]=0$, or the eigenvalue problem $\mathscr{D}[u]=\lambda u$, or the Schrödinger equation $u_{t}=i \mathscr{D}[u]$, in which $\mathscr{D}$ plays the role of the Hamiltonian.

We will be concerned with the problem of when two such differential operators can be mapped into each other by an appropriate change of coordinates. It turns out that two natural classes of transformations can be employed to change the differential operator. Clearly, as far as the independent and dependent variables are concerned, the appropriate pseudogroup consists of the fiber-preserving transformations that are linear in the fiber variable $u$ :

$$
\begin{equation*}
\bar{x}=\varphi(x), \quad \bar{u}=\psi(x) u . \tag{2.3}
\end{equation*}
$$

The total derivative operators are related by the chain rule formula ${ }^{1}$

$$
\begin{equation*}
\bar{D}=\frac{1}{\varphi^{\prime}(x)} D . \tag{2.4}
\end{equation*}
$$

In the first of our two equivalence problems, we identify the two differential expressions $\overline{\mathscr{D}}[\bar{u}]=\mathscr{D}[u]$ (cf. (2.2)), where

$$
\overline{\mathscr{D}}=\bar{f}(\bar{x}) \bar{D}^{2}+\bar{g}(\bar{x}) \bar{D}+\bar{h}(\bar{x})
$$

is another second-order differential operator. The explicit formulae for the new coefficient functions $\bar{f}, \bar{g}, \bar{h}$, in terms of the original coefficients $f, g, h$ of $\mathscr{D}$, can be determined using the transformation rule

$$
\begin{equation*}
\overline{\mathscr{D}}=\mathscr{D} \cdot \frac{1}{\psi(x)}, \tag{2.5}
\end{equation*}
$$

together with the chain rule (2.4). The first of our equivalence problems for differential operators then amounts to determining conditions on the two differential operators such that there exists a transformation (2.3) that maps one to the other according to (2.5).

The transformation rule (2.5) has the disadvantage of not preserving either the eigenvalue problem or the Schrödinger equation associated with the operator. For instance, $\mathscr{D}[u]=\lambda u$ does not imply $\overline{\mathscr{D}}[\bar{u}]=\lambda \bar{u}$, since we are missing a factor of $\psi(x)$. To rectify this situation, we need to premultiply by $\psi(x)$ and use the alternative transformation rule

$$
\begin{equation*}
\overline{\mathscr{D}}=\psi(x) \cdot \mathscr{D} \cdot \frac{1}{\psi(x)} . \tag{2.6}
\end{equation*}
$$

This transformation rule leads to slightly different formulae expressing the new coefficients $\bar{f}, \bar{g}, \bar{h}$, in terms of $f, g, h$. The transformations (2.6) enjoy the additional property of preserving the standard commutator Lie bracket $[\mathscr{D}, \mathscr{E}]=\mathscr{D} \cdot \mathscr{E}-\mathscr{E} \cdot \mathscr{D}$ between differential operators. The second equivalence problem is to determine conditions on two differential operators such that there exists a transformation (2.3) mapping one to the other according to (2.6).

[^82]We will solve both equivalence problems in this paper. Incidentally, if we try to combine all the transformations (2.3), (2.5), (2.6) (for different functions $\psi(x)$ ), we end up with the trivial result that all second-order differential operators are equivalent under this largest pseudogroup.

To apply Cartan's algorithm to either equivalence problem, we need to recast the transformation rules (2.3), and (2.5) or (2.6), in the language of differential forms. The appropriate space to work in will be the second jet space $J^{2}$, which has coordinates $x, u, p, q$. Here $p$ represents the derivative $u^{\prime}$, and $q$ the derivative $u^{\prime \prime}$. The immediate goal is to construct an appropriate coframe, or pointwise basis for the cotangent space $T^{*} J^{2}$, that will encode the relevant transformation rules for our problem(s). The first remark is that as long as $u \neq 0$, the pseudogroup of transformations (2.3) is uniquely prescribed by imposing the 1 -form equations

$$
\begin{gather*}
d \bar{x}=\alpha d x,  \tag{2.7}\\
\frac{d \bar{u}}{\bar{u}}=\frac{d u}{u}+\beta d x . \tag{2.8}
\end{gather*}
$$

Here $\alpha$ and $\beta$ are functions $J^{2}$, whose precise form does not need to be specified in advance. Indeed, the first equation implies that $\bar{x}=\varphi(x)$, with $\alpha=\varphi^{\prime}$, while the second necessarily requires the linearity of the transformation in $u$, so that $\bar{u}=\psi(x) u$, with $\beta=\psi^{\prime} / \psi$. Note that the restriction to $u \neq 0$, which means that we are restricting our attention to either the positive or negative real $u$-axis, is inessential as far as the differential operator itself is concerned. (Indeed, analytic continuation will extend our results across the apparent singular subspace $u=0$.)

For the derivative variables $p$ and $q$ to transform correctly, we need to preserve the contact ideal on $J^{2}$, which is the differential ideal generated by the pair of 1 -forms $d u-p d x, d p-q d x$. In general, a diffeomorphism $\Phi: J^{2} \rightarrow J^{2}$ determines a contact transformation if and only if

$$
\begin{gather*}
d \bar{u}-\bar{p} d \bar{x}=\lambda(d u-p d x),  \tag{2.9}\\
d \bar{p}-\bar{q} d \bar{x}=\mu(d u-p d x)+\nu(d p-q d x), \tag{2.10}
\end{gather*}
$$

where $\lambda, \mu, \nu$, are functions on $J^{2}$. Equations (2.7)-(2.9) by themselves already constitute part of an overdetermined equivalence problem on $J^{2}$. There is an algorithm, due to Cartan, to reduce this to an equivalence problem of standard form, but in our case, we can do this by inspection. It is easy to see that the 1 -form $(d u-p d x) / u$ is invariant, so the identification

$$
\begin{equation*}
\frac{d \bar{u}-\bar{p} d \bar{x}}{\bar{u}}=\frac{d u-p d x}{u} \tag{2.11}
\end{equation*}
$$

can replace both (2.8) and (2.9). The reader can check that the 1-form identities (2.7), (2.10), (2.11), are equivalent to requiring that the transformation on $J^{2}$ be the prolongation of a point transformation of the special form (2.3), with the derivative variables $p, q$, transforming correctly. Therefore, we take as the first three elements of our eventual coframe the 1 -forms

$$
\begin{equation*}
\omega_{1}=d x, \quad \omega_{2}=\frac{d u-p d x}{u}, \quad \omega_{3}=d p-q d x, \tag{2.12}
\end{equation*}
$$

with the transformation rules

$$
\bar{\omega}_{1}=A \omega_{1}, \quad \bar{\omega}_{2}=\omega_{2}, \quad \bar{\omega}_{3}=B \omega_{2}+C \omega_{3}, \quad A, C \neq 0
$$

where $A, B, C$, are functions on $J^{2}$. This much of the coframe is the same for each equivalence problem. To complete the coframe, we need to supplement these 1 -forms with an additional 1-form, which will encode the action of the transformation rule (2.5) or (2.6) on the differential operator itself.

In both cases, there is an obvious invariant function for the problem. For the equivalence problem (2.5), the invariant is the differential expression (2.2), i.e.,

$$
\begin{equation*}
I(x, u, p, q)=\mathscr{D}[u]=f(x) q+g(x) p+h(x) u . \tag{2.13}
\end{equation*}
$$

For the second problem (2.6), the invariant is slightly more complicated:

$$
\begin{equation*}
I(x, u, p, q)=\frac{\mathscr{D}[u]}{u}=\frac{f(x) q+g(x) p}{u}+h(x), \tag{2.14}
\end{equation*}
$$

since we need to take care of the extra factor of $\psi$. In either case, we have $I(x, u, p, q)=$ $\bar{I}(\bar{x}, \bar{u}, \bar{p}, \bar{q})$ under the identification (2.5) or (2.6). We therefore take our final 1-form to be the differential $\omega_{4}=d I$, so that for the equivalence problem (2.5) we have

$$
\begin{equation*}
\omega_{4}=f d q+g d p+h d u+\left\{f^{\prime} q+g^{\prime} p+h^{\prime} u\right\} d x \tag{2.15}
\end{equation*}
$$

whereas for the alternative problem (2.6) we take

$$
\begin{equation*}
\omega_{4}=\frac{f}{u} d q+\frac{g}{u} d p-\frac{f q+g p}{u^{2}} d u+\left\{\frac{f^{\prime} q+g^{\prime} p}{u}+h^{\prime}\right\} d x . \tag{2.16}
\end{equation*}
$$

In both cases, the four 1 -forms $\omega_{1}, \omega_{2}, \omega_{3}, \omega_{4}$, provide a coframe on the subset

$$
\begin{equation*}
\Omega^{*}=\left\{(x, u, p, q) \in J^{2} \mid u \neq 0 \text { and } f(x) \neq 0\right\} . \tag{2.17}
\end{equation*}
$$

From now on, we restrict our attention to a connected component $\Omega \subset \Omega^{*}$ of the subset (2.17); note that on such a component, the signs of $f(x)$ and $u$ are fixed. We require only that the last coframe elements agree up to contact, i.e.,

$$
\bar{\omega}_{4}=D \omega_{2}+E \omega_{3}+\omega_{4} .
$$

We therefore define the structure group

$$
G=\left\{\left(\begin{array}{cccc}
A & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & B & C & 0 \\
0 & D & E & 1
\end{array}\right): A, B, C, D, E \in \mathbb{R}, A \cdot C \neq 0\right\}
$$

which happens to be the same for both equivalence problems, even though the two coframes are different.

As a consequence of these preliminary considerations, we have successfully encoded our equivalence problem in terms of a coframe, and have shown the following.

Proposition 2.1. Let $\mathscr{D}$ and $\overline{\mathscr{D}}$ be second-order differential operators. Let $\left\{\omega_{1}, \omega_{2}, \omega_{3}, \omega_{4}\right\}$ and $\left\{\bar{\omega}_{1}, \bar{\omega}_{2}, \bar{\omega}_{3}, \bar{\omega}_{4}\right\}$ be the corresponding coframes, on open subsets $\Omega$ and $\bar{\Omega}$ of the second jet space, given by (2.12) and (2.15) or (2.16), the choice of $\omega_{4}$ and $\bar{\omega}_{4}$ depending on the equivalence problem under consideration. The differential operators are equivalent under the pseudogroup (2.3) according to the respective transformation rule (2.5) or (2.6) if and only if there is a diffeomorphism $\Phi: \Omega \rightarrow \bar{\Omega}$ that satisfies

$$
\Phi^{*}\left(\bar{\omega}_{i}\right)=\sum_{j=1}^{4} g_{i j} \omega_{j}, \quad i=1, \cdots, 4
$$

where $g=\left(g_{i j}\right)$ is a $G$-valued function on $J^{2}$, and $\Phi^{*}$ denotes the pull-back map on differential forms.

To apply Cartan's algorithm for this equivalence problem, we must "lift" the coframes to the space $J^{2} \times G$. The lifted coframe takes the form

$$
\begin{equation*}
\theta_{1}=A \omega_{1}, \quad \theta_{2}=\omega_{2}, \quad \theta_{3}=B \omega_{2}+C \omega_{3}, \quad \theta_{4}=D \omega_{2}+E \omega_{3}+\omega_{4}, \tag{2.18}
\end{equation*}
$$

where the coefficients $A, B, C, D, E$ are now interpreted as coordinates in the structure group $G$. We then have the standard reformulation of the equivalence condition of Proposition 2.1.

Proposition 2.2. Under the setup of Proposition 2.2, two differential operators $\mathscr{D}$ and $\overline{\mathscr{D}}$ are equivalent if and only if there is a diffeomorphism $\Psi: \Omega \times G \rightarrow \bar{\Omega} \times G$ that commutes with the natural left action of $G$, and maps the appropriate lifted coframe elements to each other:

$$
\begin{equation*}
\Psi^{*}\left(\bar{\theta}_{i}\right)=\theta_{i}, \quad i=1, \cdots, 4 . \tag{2.19}
\end{equation*}
$$

3. Solution of the first equivalence problem. To keep our presentation as short as possible, we will assume that the reader has some familiarity with the mechanics of Cartan's equivalence method as discussed, for instance, in [2], [3], and [6]. We will solve both equivalence problems, beginning with the setup (2.5), corresponding to the coframe element (2.15). The solutions are fairly similar intrinsically, although the parametric formulae differ. We present this case in detail, and briefly indicate how the other problem goes in the following section.

We begin with the lifted coframe (2.18), based on the base coframe (2.12), (2.15). The basic tool in Cartan's method is the invariance of the exterior derivative operation under smooth maps, so we begin by computing the differentials $d \theta_{i}$. They are found to have the form

$$
\begin{aligned}
& d \theta_{1}=\alpha \wedge \theta_{1}+\sigma_{1}, \\
& d \theta_{2}=\sigma_{2}, \\
& d \theta_{3}=\beta \wedge \theta_{2}+\gamma \wedge \theta_{3}+\sigma_{3}, \\
& d \theta_{4}=\delta \wedge \theta_{2}+\varepsilon \wedge \theta_{3}+\sigma_{4} .
\end{aligned}
$$

Here $\alpha, \beta, \gamma, \delta, \varepsilon$, form a basis for the right-invariant 1 -forms on the Lie group $G$, and the torsion terms take the form

$$
\sigma_{i}=\sum_{j<k} \tau_{i j k} \theta_{j} \wedge \theta_{k}, \quad i=1, \cdots, 4 .
$$

In the absorption part of Cartan's process, we are allowed to replace each 1 -form $\alpha, \beta, \gamma, \delta, \varepsilon$ by an expression of the form $\alpha+\Sigma z_{j} \theta_{j}$, etc., where the functions $z_{j}$ are chosen so as to make as many of the torsion coefficients $\tau_{i j k}$ vanish as possible. In the present setup we can readily "absorb" all the torsion components except

$$
\tau_{212}=-\frac{B+C p}{A C u}, \quad \tau_{213}=\frac{1}{A C u}, \quad \tau_{314}=\frac{C}{A f}, \quad \tau_{414}=\frac{E}{A f} .
$$

These components are invariants of the problem. Since they depend on the group parameters, the next step in the process is to normalize them to as simple a form as possible through a suitable choice of the group parameters. There are two possible normalizations for these torsion components, depending on $\kappa_{1}=\operatorname{sign}(f(x) \cdot u)$, leading to two different branches for the equivalence problem. (However, as we remarked above, as far as the differential operator itself is concerned, the division into two branches is not essential, since we can always change the sign of $u$ by restricting our attention to a different connected component $\Omega$ of the domain (2.17). It is nevertheless
convenient to retain the sign through our analysis.) We normalize the torsion components to $0, \kappa_{1}, 1,0$, respectively, by setting

$$
\begin{equation*}
A=\frac{\sigma_{1}}{\sqrt{|f u|}}, \quad B=-\sigma_{2} p \sqrt{\left|\frac{f}{u}\right|}, \quad C=\sigma_{2} \sqrt{\left|\frac{f}{u}\right|}, \quad E=0 . \tag{3.1}
\end{equation*}
$$

Here $\sigma_{1}= \pm 1$ is an undetermined sign that must be left ambiguous (even with the specification of $\kappa_{1}$ ), and $\sigma_{2}=\sigma_{1} \cdot(\operatorname{sign} f)$. (See [7] for a detailed discussion of these types of signs.) The normalizations (3.1) have the effect of reducing the original Lie group $G$ to a one-parameter subgroup, with $D$ the only remaining undetermined parameter.

In the second loop through the equivalence procedure, we substitute (3.1) into the formulas for the lifted coframe (2.18) and recompute the differentials. The unabsorbable torsion component $\tau_{413}=D$ can then be normalized to zero by setting $D=0$. Note that we could have avoided adding in contact terms in our definition of $\theta_{4}$, since $\omega_{4}$ turns out to already be an invariant form.

By normalizing the torsion components, we have managed to eliminate all of the group parameters. This has had the effect of (a) reducing the structure group to the identity, and (b) reducing the lifted invariant coframe to an invariant coframe on the base space $J^{2}$, known as an $\{e\}$-structure or local parallelism. The explicit formula for the invariant coframe comes from (2.18), (3.1), and we have

$$
\begin{align*}
& \theta_{1}=\frac{\sigma_{1} d x}{\sqrt{|f u|}}, \\
& \theta_{2}=\frac{d u-p d x}{u}, \\
& \theta_{3}=\sigma_{2} \sqrt{\left|\frac{f}{u}\right|}\left\{-\frac{p}{u}(d u-p d x)+(d p-q d x)\right\},  \tag{3.2}\\
& \theta_{4}=f d q+g d p+h d u+\left(f^{\prime} q+g^{\prime} p+h^{\prime} u\right) d x .
\end{align*}
$$

Indeed, as the reader can check, these 1 -forms do satisfy the invariance conditions

$$
\bar{\theta}_{i}=\theta_{i}, \quad i=1,2,3,4,
$$

under the pseudogroup of transformations (2.3), (2.5). Applying the exterior derivative to the invariant coframe elements, and re-expressing the resulting 2 -forms in terms of the coframe, we find that the structure equations for our problem take the form

$$
\begin{align*}
& d \theta_{1}=\frac{1}{2} \theta_{1} \wedge \theta_{2}, \\
& d \theta_{2}=\kappa_{1} \theta_{1} \wedge \theta_{3}, \\
& d \theta_{3}=-I \theta_{1} \wedge \theta_{2}+\kappa_{1} J \theta_{1} \wedge \theta_{3}+\theta_{1} \wedge \theta_{4}+\frac{1}{2} \theta_{2} \wedge \theta_{3},  \tag{3.3}\\
& d \theta_{4}=0,
\end{align*}
$$

where

$$
\begin{equation*}
I=f q+g p+h u, \quad J=\sigma_{2} \sqrt{\left|\frac{u}{f}\right|}\left(\frac{1}{2} f^{\prime}-\frac{3}{2} p \frac{f}{u}-g\right) \tag{3.4}
\end{equation*}
$$

Because the coframe is invariant, the functions $I$ and $J$ are the fundamental invariants of the problem. Note that we have recovered our original invariant (2.13) as one of the torsion components in the structure equations (3.3).

The covariant derivatives $F_{, \theta_{i}}$ of a function $F$ with respect to the coframe (3.2) are defined by expressing the differential of $F$ in terms of the invariant coframe:

$$
\begin{equation*}
d F=F_{, \theta_{1}} \theta_{1}+F_{, \theta_{2}} \theta_{2}+F_{, \theta_{3}} \theta_{3}+F_{, \theta_{4}} \theta_{4} . \tag{3.5}
\end{equation*}
$$

Explicitly,

$$
\begin{align*}
& F_{, \theta_{1}}=\sigma_{1} \sqrt{|f u|} \hat{D}_{x} F, \\
& F_{, \theta_{2}}=u F_{u}+p F_{p}-\frac{p g+h u}{f} F_{q}, \\
& F_{, \theta_{3}}=\sigma_{2} \sqrt{\left|\frac{u}{f}\right|}\left(F_{p}-\frac{g}{f} F_{q}\right),  \tag{3.6}\\
& F_{, \theta_{4}}=\frac{1}{f} F_{q} .
\end{align*}
$$

Here $\hat{D}_{x}$ denotes the differential operator

$$
\begin{equation*}
\hat{D}_{x}=\frac{\partial}{\partial x}+p \frac{\partial}{\partial u}+q \frac{\partial}{\partial p}+R \frac{\partial}{\partial q}, \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
R=-\frac{g q+h p+f^{\prime} q+g^{\prime} p+h^{\prime} u}{f} \tag{3.8}
\end{equation*}
$$

Note that if we differentiate the invariant equation $I=$ constant (which is the same as the ordinary differential equation $\mathscr{D}[u]=$ constant) with respect to $x$ and solve for the third-order derivative $r=u^{\prime \prime \prime}$, we recover (3.8). In this sense, $\hat{D}_{x}$ can be identified with the total derivative operator on $J^{2}$.

The covariant derivatives of any of the fundamental invariants (3.4), called the derived invariants, are also clearly invariants. Since the differentials of $I$ and $J$ are of the form

$$
d I=\theta_{4}, \quad d J=\kappa_{1} K \theta_{1}+\frac{1}{2} J \theta_{2}-\frac{3}{2} \kappa_{1} \theta_{3},
$$

the only independent derived invariant is

$$
\begin{align*}
K & =\kappa_{1} J_{, \theta_{1}}=\kappa_{1} \sigma_{1} \sqrt{|f u|} \hat{D}_{x} J \\
& =-\frac{3}{2} f q+\frac{3}{4} f \frac{p^{2}}{u}-\frac{1}{2} p\left(f^{\prime}+g\right)+u \frac{2 f f^{\prime \prime}-f^{\prime 2}+2 f^{\prime} g-4 f g^{\prime}}{4 f} . \tag{3.9}
\end{align*}
$$

(Note that $K$ does not have an ambiguous sign.) We can continue differentiating to deduce higher-order derived invariants; for example,

$$
d K=L \theta_{1}+\left(K-\frac{3}{2} I\right) \theta_{2}-J \theta_{3}-\frac{3}{2} \theta_{4},
$$

so we have one second-order derived invariant

$$
L=K_{, \theta_{1}}=\kappa_{1} J_{, \theta_{1}, \theta_{1}}=\sigma_{1} \sqrt{|f u|} \hat{D}_{x} K,
$$

which we avoid writing out explicitly.
Given an $\{e\}$-structure as above, we define its rank to be the number of functionally independent invariants (including all possible derived invariants). The order of the $\{e\}$-structure is the highest-order derived invariant required to complete the independent set of invariants. According to the standard Jacobian criterion for functional
independence, the particular $\{e\}$-structure given by the coframe (3.3) will have rank 4 and order 2, provided $d I \wedge d J \wedge d K \wedge d L \neq 0$, whereby $I, J, K, L$ are a complete set of functionally independent invariants. Exceptional cases with lower rank (and lower order) can occur if this wedge product vanishes.

To investigate the structure of the invariants in more detail, we proceed as follows. Note first that since $f \cdot u \neq 0$, the invariants $I$ and $J$ are always functionally independent. We can eliminate $p$ and $q$ from the original equations (3.4):

$$
\begin{aligned}
& p=\frac{f^{\prime}-2 g}{3 f} u-\frac{2}{3} \kappa_{1} \sigma_{2} J \sqrt{\left|\frac{u}{f}\right|} \\
& q=-\frac{g p+h u-I}{f}=\frac{2 g^{2}-f^{\prime} g-3 f h}{3 f^{2}} u-\frac{2}{3} \kappa_{1} \sigma_{1} J \frac{g|u|^{1 / 2}}{|f|^{3 / 2}}+\frac{I}{f} .
\end{aligned}
$$

Substituting these into (3.9), we find that we can write

$$
K=a(x) u+\frac{1}{3} \kappa_{1} J^{2}-\frac{3}{2} I,
$$

where

$$
\begin{equation*}
a=\frac{5 g f^{\prime}-2 f^{\prime 2}-2 g^{2}}{6 f}+\frac{3}{2} h-g^{\prime}+\frac{1}{2} f^{\prime \prime} \tag{3.10}
\end{equation*}
$$

If the function $a(x) \equiv 0$, then $K$ is a function of $I$ and $J$. An easy chain rule argument shows that in this case, besides $I$ and $J$, there are no further independent derived invariants. Therefore, if $a \equiv 0$, the rank of the $\{e\}$-structure is 2 , and the order is zero.

Otherwise, if $a$ does not vanish identically, we can take

$$
\tilde{K}=a(x) u
$$

as a new independent invariant, and compute its derived invariant:

$$
\tilde{L}=\tilde{K}_{, \theta_{1}}=\sigma_{1} \sqrt{|f u|} \hat{D}_{x} \tilde{K}=\kappa_{1} b(x)|\tilde{K}|^{3 / 2}-\frac{2}{3} J \tilde{K}
$$

where

$$
\begin{equation*}
b(x)=\sigma_{1} \frac{3 a^{\prime} f+a f^{\prime}-2 a g}{3 \sqrt{\left|f a^{3}\right|}} . \tag{3.11}
\end{equation*}
$$

Note that $b$ is an invariant that depends only on $x$. If $b$ is constant, then $I, J, \tilde{K}$ form a complete set of functionally independent invariants; the rank is 3 and the order 2. Otherwise, for $b$ not constant, we have an $\{e\}$-structure of maximal rank, with $I, J, \tilde{K}, b$ comprising our four fundamental independent invariants. In this case, we complete the solution to the equivalence problem by computing one final derived invariant:

$$
b_{, \theta_{1}}=\left.\sigma_{1} \sqrt{\mid f u}\left|b^{\prime}=c(x)\right| \tilde{K}\right|^{1 / 2}
$$

where

$$
\begin{equation*}
c(x)=\sigma_{1} \sqrt{|f / a|} b^{\prime}(x) \tag{3.12}
\end{equation*}
$$

is also an invariant. In the case of an $\{e\}$-structure of maximal rank, the determining function $F$ for our equivalence problem is prescribed by re-expressing $c$ in terms of $b$, i.e., we write

$$
\begin{equation*}
c(x)=F[b(x)] . \tag{3.13}
\end{equation*}
$$

Note that $F$ may be a multiply-valued function.

Example 3.1. Let us consider the case of a simple operator

$$
\begin{equation*}
\mathscr{D}=D^{2}+h(x) \tag{3.14}
\end{equation*}
$$

of Sturm-Liouville type, i.e., $f=1, g=0$. Such operators play a key role in quantum mechanics, scattering theory, and the theory of the Korteweg-de Vries equation. Here

$$
a(x)=\frac{3}{2} h(x),
$$

so we have a structure of rank 2 if and only if $h \equiv 0$ and $\mathscr{D}=D^{2}$. As a result of our construction, we deduce that a second-order differential operator (2.1) is equivalent to the differential operator $D^{2}$ if and only if

$$
\begin{equation*}
3 f f^{\prime \prime}-2 f^{\prime 2}+5 f^{\prime} g-6 f g^{\prime}-2 g^{2}+9 f h=0 \tag{3.15}
\end{equation*}
$$

Continuing, if $h \neq 0$, then

$$
b= \pm \sqrt{\frac{3}{2}} \frac{h^{\prime}}{|h|^{3 / 2}}
$$

Therefore $b$ is constant if and only if $h(x)=(c x+d)^{-2}$, i.e., we have either a translate of the radial Laplace operator

$$
\begin{equation*}
\mathscr{D}=D^{2}+\frac{k}{x^{2}}, \tag{3.16}
\end{equation*}
$$

when $b=-\sqrt{6 / k} \neq 0$, or $\mathscr{D}=D^{2}+k$, when $b=0$. Note that $k \neq 0$ can be scaled to 1 .
Finally, in the case when $b$ is not constant, then

$$
c=\frac{h h^{\prime \prime}-\frac{3}{2} h^{2}}{h^{3}}
$$

The determining function $F$ will be found by writing

$$
\begin{equation*}
\frac{h^{\prime \prime}}{h^{2}}=\tilde{F}\left(\frac{h^{\prime}}{h^{3 / 2}}\right), \tag{3.17}
\end{equation*}
$$

from which

$$
F(t)=\tilde{F}(t)-\frac{3}{2} t^{2} .
$$

We note that the ordinary differential equation (3.17) can be solved explicitly by quadratures, owing to the presence of an obvious two-parameter symmetry group of translations in $t$ and scalings; see [10].

In essence, the collection of all the invariants and their derived invariants will completely solve our equivalence problem, providing explicit necessary and sufficient conditions for two differential operators to be equivalent under a transformation (2.5). The following theorem is a consequence of general results on the equivalence of $\{e\}$-structures [6], [7].

Theorem 3.2. Let $\mathscr{D}$ and $\mathscr{\mathscr { D }}$ be real-analytic differential operators. Define the function $a(x)$ by (3.10). If $a \not \equiv 0$, then define the functions $b(x), c(x)$ by (3.11), (3.12). Then $\mathscr{D}$ and $\overline{\mathscr{D}}$ are equivalent under a change of variables (2.3), (2.5) if and only if:
(i) $a \equiv \bar{a} \equiv 0$, in which case both $\mathscr{D}$ and $\mathscr{D}$ are equivalent to the operator $D^{2}$; or
(ii) Both $a$ and $\bar{a}$ do not vanish identically and $b=\bar{b}$ are constant, in which case both $\mathscr{D}$ and $\mathscr{D}$ are equivalent to either the radial Laplace operator (3.16) or the operator $D^{2}+1$; or
(iii) Both $a$ and $\bar{a}$ do not vanish identically, both $b$ and $\bar{b}$ are not constant, the determining functions prescribed by (3.13) are identical, $F=\bar{F}$, and the equation $b(x)=$ $\bar{b}(\bar{x})$ has a real solution branch. (For complex equivalence, the last statement is unnecessary.)

The change of variables required to map one operator into the other is implicitly given as the solution to the equations

$$
\begin{equation*}
b(x)=\bar{b}(\bar{x}), \quad \bar{a}(\bar{x}) \bar{u}=a(x) u, \tag{3.18}
\end{equation*}
$$

restricted so that the signs $\kappa_{1}=\operatorname{sign}(f \cdot u)$ and $\bar{\kappa}_{1}=\operatorname{sign}(\bar{f} \cdot \bar{u})$ agree: $\kappa_{1}=\bar{\kappa}_{1}$.
In fact, the connection with the operator (3.14) can be used to complete the solution to the equivalence problem.

Theorem 3.3. If $\mathscr{D}$ is a second-order differential operator, then there is a transformation (2.3), (2.5) taking $\mathscr{D}$ into the operator $\bar{D}^{2}+\frac{2}{3} a(\bar{x})$, where the potential $a(\bar{x})$ is given by the (relative) invariant (3.10) when $\bar{x}=\varphi(x)$. Moreover, two differential operators are equivalent if and only if their corresponding potentials differ by the rescaling and translation group $\bar{a}(\bar{x})=\lambda^{2} a(\lambda \bar{x}+\delta)$.

In other words, the equivalence class of a differential operator under (2.6) is completely determined by its potential; moreover, two potentials are equivalent if and only if they are rescaled translates of each other.
4. Solution of the second equivalence problem. In this case, we begin as before with the lifted coframe (2.18), now based on the base coframe (2.12), (2.16). In the first loop through the equivalence procedure, we are left with the unabsorbable torsion components

$$
\tau_{212}=-\frac{B+C p}{A C u}, \quad \tau_{213}=\frac{1}{A C u}, \quad \tau_{314}=\frac{C}{A f u}, \quad \tau_{414}=\frac{E}{A f u} .
$$

Again, there are two branches, depending on $\kappa_{1}=\operatorname{sign} f$. Here the sign restriction is more essential than in the previous equivalence problem, since we cannot change the sign of $f$ by a transformation of type (2.6). We normalize the torsion components to $0, \kappa_{1}, 1,0$, respectively, by setting

$$
A=\frac{\sigma_{1}}{u \sqrt{|f|}}, \quad B=-\sigma_{2} p \sqrt{|f|}, \quad C=\sigma_{2} \sqrt{|f|}, \quad E=0
$$

where $\sigma_{1}$ is an ambiguous sign, and $\sigma_{2}=\sigma_{1} \kappa_{1}$. In the second loop through the equivalence procedure, the unabsorbable torsion components $\tau_{413}=-\tau_{312}=D$ can both be normalized to zero by setting $D=0$. The final invariant coframe is now given by

$$
\begin{align*}
& \theta_{1}=\frac{\sigma_{1} d x}{u \sqrt{|f|}} \\
& \theta_{2}=\frac{d u-p d x}{u}, \\
& \theta_{3}=\sigma_{2} \sqrt{|f|}\left\{(d p-q d x)-\frac{p}{u}(d u-p d x)\right\},  \tag{4.1}\\
& \theta_{4}=\frac{f}{u} d q+\frac{g}{u} d p+\frac{f q+g p}{u^{2}} d u+\left\{\frac{f^{\prime} q+g^{\prime} p}{u}+h^{\prime}\right\} d x .
\end{align*}
$$

The structure equations take a slightly different form:

$$
\begin{align*}
& d \theta_{1}=0, \\
& d \theta_{2}=\kappa_{1} \theta_{1} \wedge \theta_{3}, \\
& d \theta_{3}=-2 J \theta_{1} \wedge \theta_{3}+\theta_{1} \wedge \theta_{4},  \tag{4.2}\\
& d \theta_{4}=0,
\end{align*}
$$

where

$$
\begin{equation*}
J=\frac{\sigma_{1}}{4 \sqrt{|f|}}\left(2 g-f^{\prime}+\frac{4 p f}{u}\right) \tag{4.3}
\end{equation*}
$$

is a fundamental invariant of the problem. Interestingly, the original invariant $I$ given in (2.14) does not appear among the structure functions of the adapted coframe. Indeed, it is easy to see that it cannot appear even among the derived invariants of the structure functions, since only the derivative $h^{\prime}$ appears in the coframe (4.1), so it would be impossible to recover the function $h$, which appears in the expression for $I$, by differentiation. Thus, the invariant coframe (4.1) must be supplemented by the additional invariant $I$ to effect the correct solution to the problem. Although we have come up with a nonstandard equivalence problem, Cartan himself was already aware of such possibilities. Indeed, in his original treatment of the equivalence method, he allows for the incorporation of additional function invariants into an equivalence problem, and, as he says, "Rien n'est changé à la solution..." [1, p. 725]. Here, we have one invariant provided by the structure functions, and one additional invariant, both of whose derived invariants must be taken into account when discussing the solution to the problem.

The covariant derivatives of a function $F$ with respect to the coframe (4.1) are

$$
\begin{align*}
& F_{, \theta_{1}}=\sigma_{1} \sqrt{|f|} \hat{D}_{x} F, \\
& F_{, \theta_{2}}=u F_{u}+p F_{p}-\frac{f q+p g(1-u)}{f} F_{q}, \\
& F_{, \theta_{3}}=\frac{\sigma_{2} u}{\sqrt{|f|}}\left(F_{p}-\frac{g}{f} F_{q}\right),  \tag{4.4}\\
& F_{, \theta_{4}}=\frac{u}{f} F_{q} .
\end{align*}
$$

Here

$$
\hat{D}_{x}=\frac{\partial}{\partial x}+p \frac{\partial}{\partial u}+q \frac{\partial}{\partial p}+R \frac{\partial}{\partial q}
$$

is similar to the total derivative operator (3.7), but

$$
\begin{equation*}
R=\frac{f q p+g p^{2}}{u}-\left(g q+f^{\prime} q+g^{\prime} p+h^{\prime} u\right) \tag{4.5}
\end{equation*}
$$

is different. As in $\S 3$, if we differentiate the equation $I=$ constant with respect to $x$ and solve for the third order derivative $r=u^{\prime \prime \prime}$, then we recover the expression (4.5).

Since the differentials of $I$ and $J$ are of the form

$$
d I=\theta_{4}, \quad d J=K \theta_{1}+\theta_{3},
$$

the only independent derived invariant is

$$
\begin{align*}
K=J_{, \theta_{1}} & =\sigma_{1} \sqrt{|f|} \hat{D}_{x} J \\
& =f \frac{q u-p^{2}}{u^{2}}+f^{\prime} \frac{p}{2 u}-\frac{2 f f^{\prime \prime}-f^{\prime 2}+2 f^{\prime} g-4 f g^{\prime}}{8 f} . \tag{4.6}
\end{align*}
$$

Furthermore,

$$
d K=L \theta_{1}-2 J \theta_{3}+\theta_{4},
$$

so we have only one further second-order derived invariant:

$$
L=K_{, \theta_{1}}=J_{, \theta_{1}, \theta_{1}}=\sigma_{1} \sqrt{|f|} \hat{D}_{x} K .
$$

Note that in the case of the transformation rule (2.6), there is always a one-parameter symmetry group of any differential operator, namely, the scaling $u \rightarrow \lambda u$. Since the invariants must respect this symmetry, there can be at most three functionally independent invariants. Thus, the rank of this $\{e\}$-structure can be at most 3 , and this will happen when $d I \wedge d J \wedge d K \neq 0$.

To investigate the structure of the invariants in more detail, we proceed as before. We solve (2.14), (4.3), for $p$ and $q$ :

$$
\begin{aligned}
& p=u\left(\frac{\sigma_{2} J}{\sqrt{|f|}}+\frac{f^{\prime}-2 g}{4 f}\right), \\
& q=\frac{u I-u h-p g}{f}=u\left(\frac{I}{f}-\sigma_{1} \frac{g J}{|f|^{3 / 2}}+\frac{2 g^{2}-f^{\prime} g-4 f h}{4 f^{2}}\right) .
\end{aligned}
$$

Thus

$$
\begin{equation*}
K=-a(x)+I-\kappa_{1} J^{2}, \tag{4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\frac{8 g f^{\prime}-3 f^{\prime 2}-4 g^{2}}{16 f}+h-\frac{1}{2} g^{\prime}+\frac{1}{4} f^{\prime \prime} \tag{4.8}
\end{equation*}
$$

The only degenerate case is when $a$ is constant, so the rank is 2 and the order zero. Otherwise the rank is 3 , and we can take $a(x)$ as a new invariant. The final derived invariant is

$$
\begin{equation*}
b=a_{\theta_{1}}=\sigma_{1} \sqrt{|f|} a^{\prime} \tag{4.9}
\end{equation*}
$$

The determining function is found by re-expressing $b$ in terms of $a$ :

$$
\begin{equation*}
b(x)=F[a(x)] . \tag{4.10}
\end{equation*}
$$

Note that since $b$ has the ambiguous sign $\sigma_{1}$, the determining function $F$ is only prescribed up to an ambiguous $\pm$ sign. (Indeed, the orientation reversing change of variables $x \rightarrow-x, u \rightarrow u$, will change the sign of $f$.) One solution to this annoying complication is to replace the invariant $b$ by its square $b^{2}=\kappa_{1} f a^{\prime 2}$.

Theorem 4.1. Let $\mathscr{D}$ and $\overline{\mathscr{D}}$ be real-analytic differential operators. Define the functions $a(x), b(x)$, by (4.8), (4.9). Then $\mathscr{D}$ and $\overline{\mathscr{D}}$ are equivalent under a change of variables (2.3), (2.6) if and only if the signs $\kappa_{1}=\operatorname{sign}(f)=\bar{\kappa}_{1}=\operatorname{sign}(\bar{f})$ agree, and either:
(i) $a=\bar{a}=k$ are constant, in which case both $\mathscr{D}$ and $\overline{\mathscr{D}}$ are equivalent to the operator $D^{2}+k$; or
(ii) Both $a$ and $\bar{a}$ are not constant, the determining functions prescribed by (4.10) are identical, $F=\bar{F}$, and the equation $a(x)=\bar{a}(\bar{x})$ has a real solution branch.

Example 4.2. Let us consider the case of the operator $\mathscr{D}=D^{2}+h(x)$. In this case, $a(x)=h(x)$; hence we have a structure of rank 2 if and only if $h$ is constant. A differential operator (2.1) is equivalent to the differential operator $D^{2}+k$ via (2.6) if and only if $a=k$, i.e.,

$$
\begin{equation*}
4 f f^{\prime \prime}-3 f^{\prime 2}+8 f^{\prime} g-8 f g^{\prime}-4 g^{2}+16 f h=16 k f . \tag{4.11}
\end{equation*}
$$

Otherwise, since $b=h^{\prime}$, the determining function will be found by writing

$$
\begin{equation*}
h^{\prime}=F(h) . \tag{4.12}
\end{equation*}
$$

For a fixed determining function $F$, the general solution of (4.12) are just the translates of $h$, i.e., $\tilde{h}(x)=h(x-\delta)$. We conclude that two operators of the form (3.14) are equivalent under the transformation group (2.6) if and only if their potentials are translates of each other.

Conversely, given a determining function $F$, we can always construct a corresponding potential $h(x)$ by solving the elementary first-order ordinary differential equation (4.12). We thus recover the classical result that a general second-order differential operator can always be transformed into an operator of the form (3.14).

Theorem 4.3. If $\mathscr{D}$ is a second-order differential operator, then there is a transformation (2.6) taking $\mathscr{D}$ into the operator $\pm \bar{D}^{2}+a(\bar{x})$, where the potential $a(\bar{x})$ is given by the invariant (4.8) when $\bar{x}=\varphi(x)$, and the sign in front of $\bar{D}^{2}$ is determined by the sign of $f$, the coefficient of $D^{2}$ in $\mathscr{D}$. Moreover, two differential operators are equivalent if and only if their signs are the same and the corresponding potentials differ by a translation: $\bar{a}(x)=a(x+\delta)$.

In other words, outside singular points where $f(x)=0$, the equivalence class of a differential operator under (2.6) is completely determined by its potential and the sign of its leading coefficient; moreover, two potentials are equivalent if and only if they are translates of each other.
5. Symmetries of differential operators. We will call a group of transformations of the form (2.3) a symmetry group of the differential operator $\mathscr{D}$ if the corresponding transformation (2.5) or (2.6) leaves the operator unchanged. (This is more restrictive than the concept of a symmetry group of a differential equation [10].) It is interesting to see what the corresponding infinitesimal symmetry criteria are.

Proposition 5.1. Given a vector field $\mathbf{v}=\xi(x)(\partial / \partial x)+\eta(x) u(\partial / \partial u)$ that generates a one-parameter group of transformations of the form (2.3) on $\mathbb{R}^{2}$, define a corresponding first-order differential operator $\mathscr{V}=\xi(x) D+\eta(x)$. The group generated by $\mathbf{v}$ is a symmetry group of the differential operator $\mathscr{D}$ of the type (2.5) or of the type (2.6) if and only if the operator equation

$$
\begin{equation*}
[\mathscr{V}, \mathscr{D}]+\eta \cdot \mathscr{D}=0 \tag{5.1}
\end{equation*}
$$

or, respectively,

$$
\begin{equation*}
[\mathscr{V}, \mathscr{D}]=0 \tag{5.2}
\end{equation*}
$$

holds.
In either case, the proof is straightforward. In the second case, the scaling vector field with $\eta=1$ always generates a symmetry group.

Cartan's method gives us a complete handle on the symmetry group of an $\{e\}$-structure. If the structure has rank $r$ and the underlying space has dimension $n$, then the symmetry group forms a Lie group of dimension $n-r$. For the differential operator equivalence problems, then, $n=4$, and so the symmetry group will have dimension 4-r, where $r$ is the number of functionally independent invariants. This leads to the following results.

Theorem 5.2. Let $\mathscr{D}$ be a real-analytic differential operator, and consider the symmetries of the type (2.5). Define the functions $a(x), b(x), c(x)$ as in § 3. Then:
(i) $\mathscr{D}$ admits a two-parameter symmetry group if and only if $a \equiv 0$.
(ii) $\mathscr{D}$ admits a one-parameter symmetry group if and only if a does not vanish identically, and $b$ is constant.
(iii) If $b$ is not constant, then $\mathscr{D}$ can admit only a discrete symmetry group.

Thus a differential operator (2.1) is equivalent to the differential operator $D^{2}$ if and only if it admits a two-parameter group of symmetries which is also equivalent to
the condition (3.15). The two-parameter symmetry group for the operator $D^{2}$ is, of course, generated by translations $(x, u) \rightarrow(x+k, u)$, and the scaling transformations $(x, u) \rightarrow\left(\lambda x, \lambda^{2} u\right)$. Similarly, we have the result that the differential operator is equivalent to the radial Laplace operator (3.16) or the operator $D^{2}+1$ if and only if it admits a one-parameter group of symmetries. For the radial Laplace operator (3.16), the symmetry group is the scaling group $(x, u) \rightarrow\left(\lambda x, \lambda^{2} u\right)$; for $D^{2}+1$ the translation group remains. Finally, for any other differential operator, the symmetry group is at most a discrete subgroup.

Theorem 5.3. Let $\mathscr{D}$ be a real-analytic differential operator, and consider the symmetries of the type (2.6). Let a $(x)$ be the corresponding potential (4.8). Then $\mathscr{D}$ always admits the one-parameter scaling symmetry group $(x, u) \rightarrow(x, \lambda u)$. Moreover, $\mathscr{D}$ admits a two-parameter symmetry group if and only if $a$ is constant; otherwise there is only the possibility of additional discrete symmetries.

See Hsu and Kamran [4] for more detailed information on the use of Cartan's equivalence method for determining the possible symmetry groups of general secondorder ordinary differential equations.
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#### Abstract

Certain real-valued functions, whose critical points and critical values are related to the eigenvalues and eigenvectors of a real symmetric matrix, are described and analyzed. These functions, in general, are smooth and bounded below. Variational principles for finding various specific eigenvalues and eigenvectors of the matrix $A$ are described. These problems have a Morse theory. They may be written as the difference of two convex functions, so there are also natural dual problems that include the classical constrained variational principles for eigenvalues and eigenvectors.
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1. Introduction. This paper describes and analyzes some unconstrained variational principles for the eigenvalues and eigenvectors of a real symmetric matrix. Extensions to weighted eigenproblems and to finding singular values and singular vectors of general real matrices are given.

For almost a century now, variational methods for finding or estimating eigenvalues of symmetric matrices have been synonymous with variants of Rayleigh's principle. They are constrained optimization problems and there is a large literature on such principles and their theory. For recent summaries see Chatelin [4] or Parlett [5].

Here we describe some families of unconstrained variational principles for finding various eigenvalues and eigenvectors of a real symmetric matrix $A$. As described in $\S 2$, we consider smooth functions $E$ that are the sum of a function of $\|x\|^{2}$ and a function of $\langle A x, x\rangle$, with $\|x\|$ being the Euclidean norm. Then the nonzero critical points of $E$ arise at eigenvectors of $A$ of specific norm. The norm of the critical point, and the critical value of $E$, are functions of the corresponding eigenvalue. The Hessian of $E$ at a critical point has the same eigenvectors as $A$, so we may compute its (Morse) index and describe the topological type of the critical point.

Much of this paper is devoted to analyzing some specific functions $E$ that are bounded below on $\mathbb{R}^{n}$ and are minimized, or have critical points, at specific eigenvectors of $A$. Thus in $\S 3$, a variational principle for the largest eigenvalue of a positive definite symmetric matrix is described and analyzed. It is used to obtain upper and lower bounds on this eigenvalue, and a deflation theory for finding the second, third, and subsequent eigenvalues is developed.

In § 4, we analyze certain families of variational principles including some that are applicable to weighted eigenvalue problems. These results are applied in $\S 5$ to principles for finding the smallest or largest eigenvalues, or the eigenvalues of a symmetric matrix $A$ closest to a preassigned number $\mu$.

Some different classes of functions are described in § 6. They have the property that their only nonzero critical points arise at eigenvectors of $\boldsymbol{A}$ corresponding to positive eigenvalues of $A$. This property provides some results applicable in stability theory, and also enables us to give variational criteria for determining whether $A$ has any eigenvalues in a given interval and for estimating these eigenvalues.

[^83]These principles are extended in $\S 7$ to finding singular values and singular vectors of general real matrices, while $\S 8$ describes some invariance and symmetry properties of these functionals.

All of these functions either have a specific, finite number of critical points, or else the set of critical points is infinite but has a finite number of bounded components. The functions analyzed can all be written as the difference of two convex functions. Hence we can use nonconvex duality theory as in [1] or [7] to describe various dual problems. Some of these are described in §9; they may be either constrained or unconstrained variational principles.

Some of the analysis described here may be extended to provide variational principles for eigenvalues of compact linear operators on a Hilbert space or for self-adjoint linear elliptic eigenproblems as in [2] and [3]. Much of this analysis, however, is specific to finite-dimensional problems and has been developed with a view towards the numerical computation of eigenvalues.
2. General functionals. Throughout this paper. $A$ will be a real symmetric $n \times n$ matrix with real eigenvalues $\lambda_{n} \leqq \lambda_{n-1} \leqq \cdots \leqq \lambda_{2} \leqq \lambda_{1}$. We shall use only real arithmetic and the Euclidean norm and inner products

$$
\|x\|=\|x\|_{2}=\left(\sum_{j=1}^{n} x_{j}^{2}\right)^{1 / 2}, \quad\langle x, y\rangle=\sum_{j=1}^{n} x_{j} y_{j}
$$

for vectors $x, y$ in $\mathbb{R}^{n}$.
When $B$ is an $m \times n$ real matrix, we shall write $B^{T}$ for its transpose and $B=\left(b_{i j}\right)$, with $b_{i j}$ being the $i$, $j$ th component. ker $B=\left\{x \in \mathbb{R}^{n}: B x=0\right\}$ and $I$ being the $n \times n$ identity matrix. When $x, y$ are in $\mathbb{R}^{n}$, then $x \otimes y=\left(x_{i} y_{j}\right)$ is a rank $1, n \times n$ matrix and the vector $x$ is said to be normalized if $\|x\|=1$. Any other terms from linear algebra that are not defined here should be taken as in Strang [6].

Our interest is in describing and analyzing certain smooth functions, defined on all of $\mathbb{R}^{n}$, whose extrema, or critical points, are related to the spectral properties of $A$. Most of the functions can be written in terms of $\|x\|,\|A x\|$, and $\langle A x, x\rangle$. In particular, many of the functions will have the form $E: \mathbb{R}^{n} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
E(x)=\Phi\left(\frac{1}{2}\|x\|^{2}\right)+\Psi\left(\frac{1}{2}\langle A x, x\rangle\right) \tag{2.1}
\end{equation*}
$$

where
(A1) $\quad \Phi:[0, \infty) \rightarrow \mathbb{R}$ is continuous and twice continuously differentiable on $(0, \infty)$ with $\Phi^{\prime}(s) \neq 0$ for $s \neq 0$; $\Psi: \mathbb{R} \rightarrow \mathbb{R}$ is twice continuously differentiable with $\Psi(0)=0$.

In this section we prove some general results about these functions and their critical points.

We write

$$
\begin{aligned}
& \nabla E(x)=\left(\frac{\partial E}{\partial x_{1}}(x), \frac{\partial E}{\partial x_{2}}(x), \cdots, \frac{\partial E}{\partial x_{n}}(x)\right)^{T}, \\
& D^{2} E(x)=\left(\frac{\partial^{2} E}{\partial x_{i} \partial x_{j}}(x)\right)
\end{aligned}
$$

for the gradient and the Hessian, respectively, of $E$ at a point $x$. For scalar functions, differentiation is denoted by a prime.

A point $\tilde{x}$ in $\mathbb{R}^{n}$ is said to be a critical point of $E$ if either
(2.2) (i) $E$ is differentiable at $\tilde{x}$ and $\nabla E(\tilde{x})=0$, or
(ii) $E$ is not differentiable at $\tilde{x}$.

A critical value of $E$ is the value of $E(\tilde{x})$ when $\tilde{x}$ is a critical point. $E$ is minimized at $\tilde{x}$ provided

$$
\begin{equation*}
E(\tilde{x})=\inf _{x \in \mathbb{R}^{n}} E(x) . \tag{2.3}
\end{equation*}
$$

A critical point $\tilde{x}$ of $E$ is said to be nondegenerate if $E$ is twice continuously differentiable at $\tilde{x}$ and $D^{2} E(\tilde{x})$ is a nonsingular matrix. When $\tilde{x}$ is a nondegenerate critical point, then its Morse index $i(\tilde{x})$ is the number of negative eigenvalues of $D^{2} E(\tilde{x})$. The behavior of $E$ near a nondegenerate critical point may be classified by its Morse index. In particular, $\tilde{x}$ is a local minimum (maximum) if its Morse index is zero (or $n$ ); it is a saddle point if $1 \leqq i(\tilde{x}) \leqq n-1$.

The significant fact about the function (2.1) is that its nonzero critical points are certain specific eigenvectors of $A$. Moreover, the eigenvectors of the Hessian of $E$ at critical points are precisely the eigenvectors of $A$. This may be summarized as follows.

Theorem 1. Let $A$ be a real symmetric matrix with $E$ defined by (2.1). Assume (A1) and (A2) hold; then $E$ is twice continuously differentiable on $\mathbb{R}^{n}-\{0\}$ with

$$
\begin{align*}
& \nabla E(x)=\Phi^{\prime}\left(\frac{1}{2}\|x\|^{2}\right) x+\Psi^{\prime}\left(\frac{1}{2}\langle A x, x\rangle\right) A x,  \tag{2.4}\\
& \begin{aligned}
D^{2} E(x)= & \Phi^{\prime}\left(\frac{1}{2}\|x\|^{2}\right) I+\Phi^{\prime \prime}\left(\frac{1}{2}\|x\|^{2}\right) x \otimes x \\
& \quad+\Psi^{\prime}\left(\frac{1}{2}\langle A x, x\rangle\right) A+\Psi^{\prime \prime}\left(\frac{1}{2}\langle A x, x\rangle\right) A x \otimes A x .
\end{aligned} \tag{2.5}
\end{align*}
$$

When $\tilde{x}$ is a nonzero critical point of $E$, then
(i) $\tilde{x}$ is an eigenvector of $A$ corresponding to the eigenvalue

$$
\begin{equation*}
\tilde{\lambda}=-\frac{\Phi^{\prime}\left(\frac{1}{2}\|\tilde{x}\|^{2}\right)}{\Psi^{\prime}\left(\frac{1}{2}(A \tilde{x}, \tilde{x}\rangle\right)} ; \tag{2.6}
\end{equation*}
$$

(ii) $\|\tilde{x}\|=\mu$, where $\mu$ is a solution of

$$
\begin{equation*}
\Phi^{\prime}\left(\frac{\mu^{2}}{2}\right)+\tilde{\lambda} \Psi^{\prime}\left(\tilde{\lambda} \frac{\mu^{2}}{2}\right)=0 ; \tag{2.7}
\end{equation*}
$$

(iii) The eigenvectors of $D^{2} E(\tilde{x})$ are precisely the eigenvectors of $A$.

Proof. From (A1)-(A2) we have that $E$ is twice continuously differentiable, except perhaps at $x=0$. When we use the chain rule, (2.4) and (2.5) follow.

When $\tilde{x}$ is a nonzero critical point of $E$, then (2.2) and (2.4) imply that

$$
\begin{equation*}
\Psi^{\prime}\left(\frac{1}{2}\langle A \tilde{x}, \tilde{x}\rangle\right) A \tilde{x}=-\Phi^{\prime}\left(\frac{1}{2}\|\tilde{x}\|^{2}\right) \tilde{x} \tag{2.8}
\end{equation*}
$$

If $\Psi^{\prime}\left(\frac{1}{2}\langle A \tilde{x}, \tilde{x}\rangle\right) \neq 0$, then (2.6) holds. Suppose this does not hold; then $\Phi^{\prime}\left(\frac{1}{2}\|\tilde{x}\|^{2}\right) \tilde{x}=0$. From (A1), $\Phi^{\prime}(s) \neq 0$ for $s \neq 0$; thus $\tilde{x}=0$, which contradicts the assumption that $\tilde{x}$ is nonzero. Thus (i) holds.

Take the inner products of (2.8) with $\tilde{\boldsymbol{x}}$. Then,

$$
\Psi^{\prime}\left(\frac{1}{2}\langle A \tilde{x}, \tilde{x}\rangle\right)\langle A \tilde{x}, \tilde{x}\rangle=-\Phi^{\prime}\left(\frac{\mu^{2}}{2}\right) \mu^{2}
$$

and we also have $\langle A \tilde{x}, \tilde{x}\rangle=\tilde{\lambda} \mu^{2}$, with $\tilde{\lambda}$ being the eigenvalue from (i). Hence (2.7) follows, as $\mu \neq 0$.

Let $\left\{e^{(j)}: 1 \leqq j \leqq n\right\}$ be an orthonormal set of eigenvectors of $A$ with

$$
\begin{equation*}
A e^{(j)}=\lambda_{j} e^{(j)}, \quad 1 \leqq j \leqq n . \tag{2.9}
\end{equation*}
$$

Since (i) and (ii) hold, then $\tilde{x}= \pm \mu e^{(k)}$ for some $\mu>0,1 \leqq k \leqq n$. Then

$$
\begin{equation*}
D^{2} E(\tilde{x}) e^{(j)}=\left[\Phi^{\prime}\left(\frac{1}{2} \mu^{2}\right)+\lambda_{j} \Psi^{\prime}\left(\frac{1}{2} \lambda_{k} \mu^{2}\right)\right] e^{(j)}+\left[\Phi^{\prime \prime}\left(\frac{1}{2} \mu^{2}\right)+\lambda_{k}^{2} \Psi^{\prime \prime}\left(\frac{1}{2} \lambda_{k} \mu^{2}\right)\right] \mu^{2} \delta_{j k} e^{(j)} \tag{2.10}
\end{equation*}
$$

where $\delta_{j k}$ is the Kronecker delta.
When $j \neq k$, we have $D^{2} E(\tilde{x}) e^{(j)}=\nu_{j} e^{(j)}$ with

$$
\nu_{j}=\Phi^{\prime}\left(\frac{1}{2} \mu^{2}\right)+\lambda_{j} \Psi^{\prime}\left(\frac{1}{2} \lambda_{k} \mu^{2}\right)
$$

When $j=k$, (2.10) implies that $D^{2} E(\tilde{x}) e^{(k)}=\nu_{k} e^{(k)}$ with

$$
\nu_{k}=\Phi^{\prime}\left(\frac{1}{2} \mu^{2}\right)+\lambda_{k} \Psi^{\prime}\left(\frac{1}{2} \lambda_{k} \mu^{2}\right)+\left[\Phi^{\prime \prime}\left(\frac{1}{2} \mu^{2}\right)+\lambda_{k}^{2} \Psi^{\prime \prime}\left(\frac{1}{2} \lambda_{k} \mu^{2}\right)\right] \mu^{2} .
$$

Since $\left\{e^{(j)}: 1 \leqq j \leqq n\right\}$ is a basis of $\mathbb{R}^{n}$, we see that this describes all the eigenvectors of $D^{2} E(\tilde{x})$ and hence (iii) holds.

Corollary 1. Take $A, E$ as in Theorem 1 and suppose that $e^{(j)}$ is a normalized eigenvector of $A$ corresponding to an eigenvalue $\lambda_{j}$. Then $\tilde{x}= \pm \mu e^{(j)}$ is a nonzero critical point of $E$ if and only if $\mu \neq 0$ and

$$
\begin{equation*}
\Phi^{\prime}\left(\frac{1}{2} \mu^{2}\right)+\lambda_{j} \Psi^{\prime}\left(\lambda_{j}\left(\frac{\mu^{2}}{2}\right)\right)=0 . \tag{2.11}
\end{equation*}
$$

Proof. If $\tilde{x}= \pm \mu e^{(j)}$ is a nonzero critical point of $E$, then (2.8) implies (2.11). Conversely, if (2.11) holds for some $\mu \neq 0$ and some $1 \leqq j \leqq n$, then $\pm \mu e^{(j)}$ will be a solution of (2.8) and thus $\tilde{x}= \pm \mu e^{(j)}$ will be a nonzero critical point of $E$.

Usually the critical values of $E$ depend only on the eigenvalues $\lambda_{j}$ of $A$. We may regard (2.11) as an equation for $\mu_{j}^{2}$ in terms of $\lambda_{j}$. Suppose it has only a finite number of solutions $\mu_{k}^{2}\left(\lambda_{j}\right), 1 \leqq k \leqq K(j)$. Then the corresponding values of $E(\tilde{x})$ are

$$
\Phi\left(\frac{1}{2} \mu_{k}^{2}\left(\lambda_{j}\right)\right)+\Psi\left(\frac{1}{2} \lambda_{j} \mu_{k}^{2}\left(\lambda_{j}\right)\right), \quad 1 \leqq k \leqq K(j)
$$

and this may be regarded as a function of $\lambda_{j}$ alone. In all the specific examples analyzed in this paper $\mu^{2}$ is a single-valued function of $\lambda$ and the critical values of $E$ are relatively easy to compute.

When $B$ is a general $m \times n$ matrix, consider the function $H: \mathbb{R}^{n} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
H(x)=\Phi\left(\frac{1}{2}\|x\|^{2}\right)+\theta\left(\frac{1}{2}\|B x\|^{2}\right) \tag{2.12}
\end{equation*}
$$

where both $\Phi$ and $\theta$ obey (A1). This function can be written in the form (2.1) with $\theta=\Psi$ and $A=B^{T} B$. The critical points of $H$ are related to the singular vectors of $B$.

Let $\operatorname{ker} B=\left\{x \in \mathbb{R}^{n}: B x=0\right\}$; then the analogue of Theorem 1 is as follows.
Theorem 2. Suppose B is a real $m \times n$ matrix and $H$ is defined by (2.12) with $\Phi$ and $\theta$ obeying (A1). Then $H$ is twice continuously differentiable on $\mathbb{R}^{n}-\operatorname{ker} B$ with
$\nabla H(x)=\Phi^{\prime}\left(\frac{1}{2}\|x\|^{2}\right) x+\theta^{\prime}\left(\frac{1}{2}\|B x\|^{2}\right) B^{T} B x$,
$D^{2} H(x)=\Phi^{\prime}\left(\frac{1}{2}\|x\|^{2}\right) I+\Phi^{\prime \prime}\left(\frac{1}{2}\|x\|^{2}\right) x \otimes x+\theta^{\prime}\left(\frac{1}{2}\|B x\|^{2}\right) B^{T} B+\theta^{\prime \prime}\left(\frac{1}{2}\|B x\|^{2}\right) B^{T} B x \otimes B^{T} B x$.
When $\tilde{x}$ is a critical point of $H$ in $\mathbb{R}^{n}-\operatorname{ker} B$, then
(i) $\tilde{x}$ is a singular vector of $B$ corresponding to the singular value

$$
\tilde{\nu}=\left[\frac{\Phi^{\prime}\left(\frac{1}{2}\|\tilde{x}\|^{2}\right)}{\theta^{\prime}\left(\frac{1}{2}\|B \tilde{x}\|^{2}\right)}\right]^{1 / 2}
$$

(ii) $\|\tilde{x}\|=\mu$, where $\mu$ is a solution of

$$
\Phi^{\prime}\left(\frac{1}{2} \mu^{2}\right)+\tilde{\nu}^{2} \theta^{\prime}\left(\frac{1}{2} \tilde{\nu}^{2} \mu^{2}\right)=0 .
$$

(iii) The eigenvectors of $D^{2} H(\tilde{x})$ are the singular vectors of $A$.

Proof. This follows from Theorem 1 as $\|B x\|^{2}=\left\langle B^{T} B x, x\right\rangle$ for all $x$ in $\mathbb{R}^{n}$, and the (right) singular vectors of $B$ are the eigenvectors of $A$.

In the following sections, we look at variational principles associated with functions of the form $E$ or $H$. Essentially we shall be interested in describing functions $E$ or $H$ that have specific minima. Generally the minima of $E$ (or $H$ ) arise only at specific eigenvectors (or singular vectors) of $A$ (or $B$ ) and we choose the functions so as to find the smallest, the largest, or some other special eigenvalue of $A$. A function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is said to be coercive on $\mathbb{R}^{n}$ provided

$$
\lim _{\|x\| \rightarrow \infty} \frac{f(x)}{\|x\|}=\infty .
$$

3. Variational principles for the largest eigenvalues of positive definite matrices. Throughout this section, $A$ will be a positive definite, symmetric $n \times n$ matrix with eigenvalues $0<\lambda_{n} \leqq \lambda_{n-1} \leqq \cdots \leqq \lambda_{2} \leqq \lambda_{1}$. Here we shall describe some functions of the form (2.1) whose minima provide information on the largest eigenvalues and eigenvectors of $A$.

Consider the function $E_{q}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
E_{q}(x)=\frac{1}{2}\|x\|^{2}-\frac{1}{q}\langle A x, x\rangle^{q / 2} \tag{3.1}
\end{equation*}
$$

where $1 \leqq q<2$. This function has the form (2.1) with $\Phi(s)=s, \Psi(s)=q^{-1}(2 s)^{q / 2}$. Both $\Phi$ and $\Psi$ obey (A1). When $q=1$, this $E_{q}$ is proportional to the function $g$ in equation 8.3 of [1], where it was derived as a dual variational problem to Rayleigh's principle. The variational properties of $E_{q}$ may be summarized as follows.

Theorem 3. Let $A$ be a positive definite, symmetric matrix and $E_{q}$ be defined by (3.1) with $1 \leqq q<2$. Then
(i) $E_{q}$ is coercive on $\mathbb{R}^{n}$ with

$$
\inf _{x \in \mathbb{R}^{n}} E_{q}(x)=\frac{-1}{2 \gamma} \lambda_{1}^{\gamma}
$$

where

$$
\begin{equation*}
\gamma=\frac{q}{(2-q)} . \tag{3.3}
\end{equation*}
$$

This is attained at $\pm \lambda_{1}^{\gamma / 2} e^{(1)}$, where $e^{(1)}$ is a normalized eigenvector corresponding to the eigenvalue $\lambda_{1}$.
(ii) The nonzero critical points of $E_{q}$ are at $\pm \lambda_{k}^{\gamma / 2} e^{(k)}$, where $e^{(k)}$ is a normalized eigenvector of $A$ corresponding to the eigenvalue $\lambda_{k}$.
(iii) The critical values of $E_{q}$ are $\left\{-\lambda_{k}^{\gamma} / 2 \gamma ; 1 \leqq k \leqq n\right\} \cup\{0\}$.
(iv) $\tilde{x}= \pm \lambda_{k}^{\gamma / 2} e^{(k)}$ is a nondegenerate critical point of $E_{q}$ if and only if $\lambda_{k}$ is a simple eigenvalue of $A$. In this case, the Morse index of $\tilde{x}$ is $k-1$.

Proof. For any $x$, we have $\langle A x, x\rangle \leqq \lambda_{1}\|x\|^{2}$, so

$$
E_{q}(x) \geqq \frac{1}{2}\|x\|^{2}-\frac{1}{q} \lambda_{1}^{q / 2}\|x\|^{q} .
$$

Thus $E_{q}$ is coercive when $1 \leqq q<2$.
Since $E_{q}$ is continuous and coercive on $\mathbb{R}^{n}$, it attains a finite infimum. $E_{q}$ is also continuously differentiable on $\mathbb{R}^{n}-\{0\}$ with

$$
\begin{equation*}
\nabla E_{q}(x)=x-\langle A x, x\rangle^{(q-2) / 2} A x \tag{3.4}
\end{equation*}
$$

Thus the nonzero critical points of $E_{q}$ obey

$$
\begin{equation*}
A x=\sigma(x) x \tag{3.5}
\end{equation*}
$$

where $\sigma(x)=\langle A x, x\rangle^{(2-q) / 2}$. If $\tilde{x}$ is a nonzero critical point of $E_{q}$ then it is an eigenvector of $A$ corresponding to the eigenvalue $\tilde{\lambda}=\sigma(\tilde{x})$. Take the inner products of (3.5) with $\tilde{x}$; then

$$
\langle A \tilde{x}, \tilde{x}\rangle=\sigma(\tilde{x})\|\tilde{x}\|^{2}
$$

or

$$
\begin{equation*}
\tilde{\lambda}^{\gamma}=\|\tilde{x}\|^{2} \quad \text { where } \gamma=\frac{q}{2-q} . \tag{3.6}
\end{equation*}
$$

Thus (ii) follows. Moreover,

$$
\begin{equation*}
E_{q}(\tilde{x})=\left(\frac{1}{2}-\frac{1}{q}\right) \tilde{\lambda}^{\gamma}=-\frac{1}{2 \gamma} \tilde{\lambda}^{\gamma} \tag{3.7}
\end{equation*}
$$

on substituting back into (3.1). Thus (iii) holds and

$$
\inf _{x \in \mathbb{R}^{n}} E_{q}(x)=\min _{1 \leqq j \leq n}-\frac{1}{2 \gamma} \lambda_{j}^{\gamma}=-\frac{1}{2 \gamma} \lambda_{1}^{\gamma}
$$

as claimed in (i).
Differentiating (3.4) we have, when $x \neq 0$,

$$
\begin{equation*}
D^{2} E_{q}(x)=I-\langle A x, x\rangle^{(q-2) / 2} A+(2-q) \frac{A x \otimes A x}{\langle A x, x\rangle^{2-(q / 2)}} \tag{3.8}
\end{equation*}
$$

Let $\left\{e^{(1)}, \cdots, e^{(n)}\right\}$ be an orthonormal set of eigenvectors of $A$ obeying (2.9) and suppose

$$
\begin{equation*}
\tilde{x}= \pm \lambda_{k}^{\gamma / 2} e^{(k)} \tag{3.9}
\end{equation*}
$$

Then $D^{2} E_{q}(\tilde{x}) e^{(j)}=\left(1-\left(\lambda_{j} / \lambda_{k}\right)\right) e^{(j)}+(2-q) \delta_{j k} e^{(j)}$ as $\langle A \tilde{x}, \tilde{x}\rangle=\lambda_{k}^{2 /(2-q)}$. Thus $D^{2} E_{q}(\tilde{x})$ is nonsingular if and only if $\lambda_{k}$ is a simple eigenvalue of $A$. When this holds, we see that the number of negative eigenvalues of $D^{2} E_{q}(\tilde{x})$ is precisely $k-1$ when (3.9) holds as claimed in (iv).

This result has a number of interesting corollaries. The first is related to the number of critical points of $E_{q}$.

Corollary 1. Let $A, E_{q}$ be as in Theorem 3 and define

$$
\begin{equation*}
C_{j}=\left\{x \in \mathbb{R}^{n}:\|x\|^{2}=\lambda_{j}^{\gamma} \text { and } A x=\lambda_{j} x\right\} \tag{3.10}
\end{equation*}
$$

for $1 \leqq j \leqq n$. Then the set of nonzero critical points of $E_{q}$ is $\cup_{j=1}^{n} C_{j}$.
Moreover,
(a) If $\lambda_{j}$ is a simple eigenvalue of $A$, then $C_{j}$ consists of exactly two points;
(b) If $\lambda_{j}=\lambda_{j+1}=\cdots=\lambda_{j+m_{j}}$ is an eigenvalue of multiplicity $m_{j}>1$, then $C_{j}=C_{j+1}=$ $\cdots=C_{j+m_{j}}$ is isomorphic to an ( $m_{j}-1$ )-dimensional sphere and each point in this set is a degenerate critical point of $E_{q}$.
Hence the set of all nonzero critical points of $E_{q}$ has a finite number of bounded, connected components. When $A$ has $n$ distinct eigenvalues, it has exactly $2 n$ elements.

Proof. (a) This description of the nonzero critical points of $E_{q}$ follows from (ii) of Theorem 3. If $\lambda_{j}$ is a simple eigenvalue of $A$, then

$$
C_{j}=\left\{ \pm \lambda_{j}^{\gamma / 2} e^{(j)}\right\}
$$

where $e^{(j)}$ is a normalized eigenvector of $A$ corresponding to the eigenvalue $\lambda_{j}$.
(b) When $\lambda_{j}$ is an eigenvalue of $A$ of multiplicity $m_{j} \geqq 2$, then let $\left\{e^{(j)}, e^{(j+1)}, \cdots, e^{\left(j+m_{j}-1\right)}\right\}$ be an orthonormal basis of the eigenspace. Then

$$
C_{j}=\left\{x \in \mathbb{R}^{n}: x=\sum_{k=1}^{m_{j}} c_{k} e^{(j+k-1)} \text { and } \sum_{k=1}^{m_{j}} c_{k}^{2}=\lambda_{j}^{\gamma}\right\} .
$$

This is diffeomorphic to a sphere of dimension $m_{j}-1$, and from (iv) of Theorem 3, each of these critical points is degenerate.

The other claims now follow directly.
This function provides direct, lower bounds on $\lambda_{1}$. For any $x$, we have

$$
\begin{equation*}
\lambda_{1}^{\gamma} \geqq-2 \gamma E_{q}(x) . \tag{3.11}
\end{equation*}
$$

We often would like to obtain upper bounds on $\lambda_{1}$. This can be done by using property (ii) of Theorem 3 and restricting the domain. Since $E_{q}$ is coercive, we have that for any $R \geqq 0$

$$
\begin{equation*}
\alpha_{R}=\inf _{\|x\| \geqq R} E_{q}(x) \tag{3.12}
\end{equation*}
$$

is well defined and finite, and this infimum is attained.
Theorem 4. Take $A, E_{q}$ as in Theorem 3 and suppose that $\alpha_{R}$ is defined by (3.12). If $\alpha_{R}>-R^{2} / 2 \gamma$, then $\lambda_{1}<R^{2 / \gamma}$.

Proof. When $R^{2 / \gamma} \leqq \lambda_{1}$, then we have that $x= \pm \lambda_{1}^{\gamma / 2} e^{(1)}$ lies in $A_{R}=$ $\left\{x \in \mathbb{R}^{n}:\|x\| \geqq R\right\}$. Hence $\alpha_{R}=\alpha_{0}=-\lambda_{1}^{\gamma} / 2 \gamma \leqq-R^{2} / 2 \gamma$.

When $\alpha_{R}>-\left(R^{2} / 2 \gamma\right)$, then $R>\lambda_{1}^{\gamma / 2}$, as $\hat{x}$ is not in $A_{R}$. Thus $\lambda_{1}<R^{2 / \gamma}$ as required.
When $q=1$, Theorem 3 reduces, essentially, to Theorem 8.1 of [1]. As $q$ increases from 1 to $2, \gamma(q)=q /(2-q)$ increases from 1 to infinity and the infimum in (3.2) increases to zero when $\lambda_{1} \leqq 1$. For all values of $\lambda_{1}$, the expression $\lambda_{1}^{\gamma} / 2 \gamma$ is convex in $\gamma$ and when $\lambda_{1}>1$, this goes to infinity as $q$ approaches 2 .

Part (iv) of Theorem 3 says that there is a good Morse theory for this function. When $q=1$, this theory may be regarded as a dual theory to the Courant-Weyl minimax theory for eigenvalues and eigenvectors (see § 5 of [1]). We might ask whether there are modified versions of (3.1) that could provide variational characterizations of the second, third, or other eigenvalues of $A$.

Let $\left\{e^{(1)}, e^{(2)}, \cdots, e^{(n)}\right\}$ be an orthonormal set of eigenvectors of $A$ so that (2.9) holds. Let $1 \leqq k \leqq n-1$ and define

$$
\begin{equation*}
V_{k}=\left\{x \in \mathbb{R}^{n}:\left\langle x, e^{(j)}\right\rangle=0 \text { for } 1 \leqq j \leqq k\right\} . \tag{3.13}
\end{equation*}
$$

When we restrict $E_{q}$ to $V_{k}$ we have the following result.
Theorem 5. Let $A$ be a positive definite, symmetric matrix, and let $E_{q}$ and $V_{k}$ be defined by (3.1) and (3.13), respectively. Then
(i) $E_{q}$ is coercive on $V_{k}$ with

$$
\begin{equation*}
\inf _{x \in V_{k}} E_{q}(x)=-\frac{\lambda_{k+1}^{\gamma}}{2 \gamma} \tag{3.14}
\end{equation*}
$$

where $\gamma$ is given by (3.3). This is attained on $C_{k+1} \cap V_{k}$.
(ii) The nonzero critical points of $E_{q}$ on $V_{k}$ are $\lambda_{j}^{\gamma / 2} \tilde{e}$, where $\tilde{e}$ is a normalized eigenvector of $A$ corresponding to some eigenvalue $\lambda_{j}$ of $A$ with $j \geqq k+1$.
(iii) The critical values of $E_{q}$ on $V_{k}$ are $\left\{-\lambda_{j}^{\gamma} / 2 \gamma: k+1 \leqq j \leqq n\right\}$.

Proof. Since $E_{q}$ is coercive on $\mathbb{R}^{n}$, it is coercive on $V_{k}$. At a critical point of $E_{q}$ on $V_{k}$, standard Lagrange multiplier theorems imply that

$$
\begin{equation*}
\nabla E_{q}(x)=\sum_{j=1}^{k} \mu_{j} e^{(j)} \tag{3.15}
\end{equation*}
$$

for some real numbers $\mu_{1}, \cdots, \mu_{k}$. That is,

$$
\tilde{x}-\langle A \tilde{x}, \tilde{x}\rangle^{(q-2) / 2} A \tilde{x}=\sum_{j=1}^{k} \mu_{j} e^{(j)} .
$$

Take inner products with $\tilde{x}$ and $e^{(l)}$ for $1 \leqq l \leqq k$. Since $\tilde{x}$ is in $V_{k}$, we find that

$$
\begin{aligned}
& \|\tilde{x}\|^{2}=\langle A \tilde{x}, \tilde{x}\rangle^{q / 2} \\
& \left\langle\tilde{x}, e^{(l)}\right\rangle-\lambda_{l}\left\langle\tilde{x}, e^{(l)}\right\rangle\|\tilde{x}\|^{-(2 / \gamma)}=\mu_{l} \quad \text { for } 1 \leqq l \leqq k .
\end{aligned}
$$

Thus $\mu_{l}=0$ for $1 \leqq l \leqq k$ as $\left\langle\tilde{x}, e^{(l)}\right\rangle=0$, and so $\tilde{x}$ is an eigenvector of $A$ corresponding to an eigenvalue $\tilde{\lambda}=\langle A \tilde{x}, \tilde{x}\rangle^{(2-q) / 2}$. The other results now follow just as in Theorem 3.

This variational principle of minimizing $E_{q}$ on $V_{k}$ for the $(k+1)$ st eigenvalue $\lambda_{k+1}$ is a constrained variational principle. It could be rewritten as an unconstrained variational principle by using the canonical projection $Q_{k}$ of $\mathbb{R}^{n}$ onto $V_{k}$. Let $Q_{k}: \mathbb{R}^{n} \rightarrow V_{k}$ and $E_{q k}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be defined by

$$
\begin{align*}
& Q_{k} x=x-\sum_{j=1}^{k}\left\langle x e^{(j)}\right\rangle,  \tag{3.16}\\
& E_{q k}(x)=\frac{1}{2}\left\|Q_{k} x\right\|^{2}-\frac{1}{q}\left\langle A Q_{k} x, Q_{k} x\right\rangle^{q / 2} \tag{3.17}
\end{align*}
$$

We see that

$$
E_{q k}(x)= \begin{cases}E_{q}(x) & \text { for any } x \in V_{k} \\ 0 & \text { for any } x \perp V_{k}\end{cases}
$$

and that

$$
\begin{equation*}
\inf _{x \in \mathbb{R}^{n}} E_{q k}(x)=-\frac{\lambda_{k+1}^{\gamma}}{2 \gamma} . \tag{3.18}
\end{equation*}
$$

This value is attained at $\hat{x}=\lambda_{k+1}^{\gamma / 2} \tilde{e}$, where $\tilde{e}$ is a normalized eigenvector of $A$ corresponding to the eigenvalue $\lambda_{k+1}$ of $A$ and lying in $V_{k}$. Moreover, if $x$ is any point in $\mathbb{R}^{n}$ such that $Q_{k} x=\hat{x}$, we have $E_{q k}(x)=E_{q k}(\hat{x})$. So there is an affine subspace of minimizers of $E_{q k}$ and $E_{q k}$ is not coercive on $\mathbb{R}^{n}$.
4. Variational principles for other eigenvalues. A number of interesting, unconstrained variational principles for the eigenvalues and eigenvectors of a real symmetric matrix $A$ can be described by the problem of extremizing the function $F_{r}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
F_{r}(x)=\frac{1}{2}\langle r(A) x, x\rangle-\|x\| . \tag{4.1}
\end{equation*}
$$

Here we require that

$$
\begin{equation*}
r(A) \text { be a rational function of } A \text { and a positive definite matrix. } \tag{A3}
\end{equation*}
$$

The simplest examples are when $r(A)$ is linear, quadratic, or a polynomial in $A$. When $r(A)$ is linear in $A$, then $F_{r}$ has the form (2.1). When $r(A)=c_{1} A^{2}+c_{2} I$, then $F_{r}$ has the form (2.12); both of these cases will be analyzed in §5. The functional $r(A)=A^{-1}$, with $A$ being positive definite, has been analyzed in $\S 8$ of [1].

Henceforth we shall use the notation

$$
E_{j}=\left\{x \in \mathbb{R}^{n}:\|x\|=1 \text { and } A x=\lambda_{j} x\right\}, \quad 1 \leqq j \leqq n .
$$

Thus $E_{j}$ is the set of all normalized eigenvectors of $A$ corresponding to the eigenvalue $\lambda_{j}$. When $\lambda_{j}$ is a simple eigenvalue, then $E_{j}=\left\{ \pm e^{(j)}\right\}$ consists of exactly two points. Otherwise two or more of the sets $E_{j}$ will be the same and each will be a bounded, closed, connected set. We shall also write

$$
E_{j}^{r}=\left\{x \in \mathbb{R}^{n}:\|x\|=1 \text { and } r(A) x=r\left(\lambda_{j}\right) x\right\} \quad \text { for } 1 \leqq j \leqq n .
$$

Theorem 6. Let $A$ be a real symmetric matrix, and let $F_{r}$ be defined by (4.1) with (A3) holding. Then
(i) $F_{r}$ is coercive on $\mathbb{R}^{n}$ and $\inf _{x \in \mathbb{R}^{n}} F_{r}(x)=\min _{1 \leqq j \leqq n}-\frac{1}{2 r\left(\lambda_{j}\right)}$.
(ii) The nonzero critical points of $F_{r}$ are $\tilde{x}=r\left(\lambda_{k}\right)^{-1} e^{(k)}$, where $e^{(k)}$ is in $E_{k}^{r}$ and $1 \leqq k \leqq n . F_{r}$ is minimized at the points $\hat{x}=r\left(\lambda_{J}\right)^{-1} e^{(J)}$, with $e^{(J)}$ in $E_{J}^{r}$ and $J$ being an integer that minimizes $r\left(\lambda_{j}\right)$, for $1 \leqq j \leqq n$.
(iii) The critical values of $F_{r}$ are 0 and $-\left(2 r\left(\lambda_{k}\right)\right)^{-1}$ for $1 \leqq k \leqq n$.
(iv) $\tilde{x}=r\left(\lambda_{k}\right)^{-1} e^{(k)}$ is a nondegenerate critical point of $F_{r}$ if and only if $r\left(\lambda_{j}\right) \neq r\left(\lambda_{k}\right)$ for all $j \neq k, 1 \leqq j \leqq n$. The eigenvalues of $D^{2} F_{r}(\tilde{x})$ are $\left\{r\left(\lambda_{j}\right)-r\left(\lambda_{k}\right): 1 \leqq j \leqq n, j \neq k\right\} \cup$ $\left\{r\left(\lambda_{k}\right)\right\}$.

Proof. Since $r(A)$ is positive definite, there exists $c>0$ such that

$$
\langle r(A) x, x\rangle \geqq c\|x\|^{2} .
$$

Hence $F_{r}(x) \geqq c\left(\|x\|^{2}-\|x\|\right) / 2$ for all $x$ in $\mathbb{R}^{n}$.
Thus $F_{r}$ is coercive on $\mathbb{R}^{n}$ and attains a finite infimum. $F_{r}$ is continuously differentiable on $\mathbb{R}^{n}-\{0\}$ with

$$
\begin{equation*}
\nabla F_{r}(x)=r(A) x-\frac{x}{\|x\|} \tag{4.3}
\end{equation*}
$$

Thus the nonzero critical points $\tilde{x}$ of $F_{r}$ are eigenvectors of $r(A)$ with $\|\tilde{x}\|$ being the inverse of the eigenvalues of $r(A)$. From the spectral mapping theorem we know that the eigenvalues of $r(A)$ are $\left\{r\left(\lambda_{j}\right): 1 \leqq j \leqq n\right\}$. Thus the first part of (ii) holds.

Moreover, $\langle r(A) \tilde{x}, \tilde{x}\rangle=\|\tilde{x}\|=r\left(\lambda_{j}\right)^{-1}$, so $F_{r}(\tilde{x})=-\left(1 / 2 r\left(\lambda_{j}\right)\right)$ for some $j$. Hence the rest of (ii), (iii), and (4.2) hold.

Differentiating (4.3) we find that, when $x \neq 0$,

$$
\begin{align*}
D^{2} F_{r}(x) & =r(A)-\frac{I}{\|x\|}+\frac{x \otimes x}{\|x\|^{3}}  \tag{4.4}\\
& =r(A)-\|x\|^{-1} Q
\end{align*}
$$

where $Q=I-P$ and $P$ is the projection in the direction $x$;

$$
\begin{equation*}
P y=\frac{\langle x, y\rangle x}{\|x\|^{2}} \text { for } y \text { in } \mathbb{R}^{n} . \tag{4.5}
\end{equation*}
$$

Thus when $\tilde{x}=r\left(\lambda_{k}\right)^{-1} e^{(k)}$ we have

$$
D^{2} F_{r}(\tilde{x})=r(A)-r\left(\lambda_{k}\right)\left(I-P_{k}\right)
$$

where $P_{k} y=\left\langle y, e^{(k)}\right\rangle e^{(k)}$ is the projection in the direction of this eigenvector. Thus

$$
D^{2} F_{r}(\tilde{x}) e^{(j)}= \begin{cases}\left(r\left(\lambda_{j}\right)-r\left(\lambda_{k}\right)\right) e^{(j)} & \text { if } j \neq k, \\ r\left(\lambda_{k}\right) e^{(k)} & \text { if } j=k\end{cases}
$$

Hence (iv) of Theorem 6 holds, and for any particular $r(A)$ we can compute the Morse index of a nondegenerate critical point.

Corollary. Suppose that $A$ and $F_{r}$ are as in Theorem 6. Then the set of all critical points of $F_{r}$ has a finite number of bounded, closed components. It is finite if and only if $r(A)$ has $n$ simple eigenvalues.

Proof. This follows from (ii) of Theorem 6. We have that each $E_{j}^{r}$ consists of exactly two points whenever $r\left(\lambda_{j}\right)$ is a simple eigenvalue of $r(A)$; otherwise it is an infinite set.

The results in this theorem could be generalized to the function where $\|x\|$ in (4.1) is replaced by $\|x\|^{q} / q$ with $1<q<2$, but this does not seem to provide any different information.

Sometimes we are interested in finding weighted, or generalized, eigenvalues and eigenvectors of $A$ with respect to another positive definite symmetric matrix $C$. In this case we replace (4.1) with the function $J: \mathbb{R}^{n} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
J(x)=\frac{1}{2}\langle r(A) x, x\rangle-\langle C x, x\rangle^{1 / 2} . \tag{4.6}
\end{equation*}
$$

Now we assume that the weighted eigenproblem

$$
\begin{equation*}
A x=\nu C x \tag{4.7}
\end{equation*}
$$

has real eigenvalues $\nu_{n} \leqq \nu_{n-1} \leqq \cdots \leqq \nu_{1}$, and we define the corresponding sets of normalized eigenvectors by

$$
\begin{aligned}
J_{k} & =\left\{x \in \mathbb{R}^{n}: A x=\nu_{k} C x,\langle C x, x\rangle=1\right\}, \\
J_{k}^{r} & =\left\{x \in \mathbb{R}^{n}: r(A) x=r\left(\nu_{k}\right) C x,\langle C x, x\rangle=1\right\}
\end{aligned}
$$

where $1 \leqq k \leqq n$.
The analogue of Theorem 6 is as follows.
Theorem 7. Let $A, C$ be real symmetric matrices with $C$ being positive definite and define $J$ by (4.6) with (A3) holding. Then
(i) Jis coercive on $\mathbb{R}^{n}$ and $\inf _{x \in \mathbb{R}^{n}} J(x)=\min _{1 \leqq k \leqq n}-\frac{1}{2 r\left(\nu_{k}\right)}$.
(ii) The nonzero critical points of $J$ are $\tilde{x}=r\left(\nu_{k}\right)^{-1} e^{(k)}$, where $e^{(k)}$ is in $J_{k}^{r}$ and $1 \leqq k \leqq n$. J is minimized at $\hat{x}=r\left(\nu_{K}\right)^{-1} e^{(K)}$, where $K$ is the integer where $r\left(\nu_{k}\right)$ is minimized.
(iii) The critical values of $J$ are 0 and $\left(-2 r\left(\nu_{k}\right)\right)^{-1}$ for $1 \leqq k \leqq n$.
(iv) $\tilde{x}=r\left(\nu_{k}\right)^{-1} e^{(k)}$ is a nondegenerate critical point of J if and only if $r\left(\nu_{j}\right) \neq r\left(\nu_{k}\right)$ for all $j \neq k, 1 \leqq j \leqq n$. The eigenvalues of $D^{2} J(\tilde{x})$ with respect to $C$ are $\left\{r\left(\nu_{j}\right)-r\left(\nu_{k}\right): 1 \leqq\right.$ $j \leqq n, j \neq k\} \cup\left\{r\left(\nu_{k}\right)\right\}$.

Proof. This proof is similar to that of Theorem 6. Since $C$ is bounded, we have $\langle C x, x\rangle^{1 / 2} \leqq\|C\|^{1 / 2}\|x\|$, so

$$
J(x) \geqq \frac{c}{2}\|x\|^{2}-\|C\|^{1 / 2}\|x\|
$$

where $c$ is as in Theorem 6. Hence $J$ is coercive. Also, if $x \neq 0$,

$$
\nabla J(x)=r(A) x-C x / \sqrt{\langle C x, x\rangle},
$$

and now (i)-(iii) follow just as in Theorem 6. The Hessian at $x$ is

$$
D^{2} J(x)=r(A)-(C / \sqrt{\langle C x, x\rangle})+\frac{C x \otimes C x}{\langle C x, x\rangle^{3 / 2}}
$$

When $\tilde{x}=r\left(\nu_{k}\right)^{-1} e^{(k)}$ we have $\langle C \tilde{x}, \tilde{x}\rangle=\left\langle C e^{(k)}, e^{(k)}\right\rangle / r\left(\nu_{k}\right)^{2}=1 / r\left(\nu_{k}\right)^{2}$ so

$$
\begin{aligned}
D^{2} J(\tilde{x}) e^{(j)} & =r(A) e^{(j)}-r\left(\nu_{k}\right) C e^{(j)}+r\left(\nu_{k}\right)^{3}\left\langle C \tilde{x}, e^{(j)}\right\rangle C \tilde{x}, \\
& = \begin{cases}\left(r\left(\nu_{j}\right)-r\left(\nu_{k}\right)\right) C e^{(j)} & \text { if } j \neq k, \\
r\left(\nu_{k}\right) C e^{(k)} & \text { if } j=k,\end{cases}
\end{aligned}
$$

and thus (iv) holds.
In the remainder of this paper, we shall not pursue these generalized eigenvalue problems, but most of the results still hold mutatis mutandis. Essentially we replace $\|x\|$ by $\langle C x, x\rangle^{1 / 2}$ and we obtain slightly more complicated expressions for derivatives and Hessians.
5. Examples of variational principles. By choosing $r(A)$ appropriately we can describe variational principles for certain different eigenvalues and eigenvectors of $A$. The first two examples have $r(A)$ linear or quadratic in $A$.

Example 1(a). Let $r(A)=A-\mu I$, where $\mu$ is chosen so that $\mu<\lambda_{n}$, with $\lambda_{n}$ being the least eigenvalue of $A$. When $A$ is positive definite we may take $\mu=0$.

Define $F_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
F_{1}(x)=\frac{1}{2}\langle A x, x\rangle-\frac{\mu}{2}\|x\|^{2}-\|x\| . \tag{5.1}
\end{equation*}
$$

The following theorem shows that minimizing $F_{1}$ on $\mathbb{R}^{n}$ provides upper bounds on $\lambda_{n}$.

Theorem 8. Let $A, \mu, F_{1}$ be as above. Then
(i) $\inf _{x \in \mathbb{R}^{n}} F_{1}(x)=-1 / 2\left(\lambda_{n}-\mu\right)$ and this is attained at $\left(\lambda_{n}-\mu\right)^{-1} e^{(n)}$, where $e^{(n)}$ is in $E_{n}$.
(ii) The nonzero critical points of $F_{1}$ are $\left\{\left(\lambda_{k}-\mu\right)^{-1} e^{(k)}: e^{(k)} \in E_{k}\right\}$.
(iii) The critical values of $F_{1}$ are $\left\{-\frac{1}{2}\left(\lambda_{k}-\mu\right)^{-1}: 1 \leqq k \leqq n\right\} \cup\{0\}$.
(iv) $\tilde{x}=\left(\lambda_{k}-\mu\right)^{-1} e^{(k)}$ is a nondegenerate critical point of $F_{1}$ if and only if $\lambda_{k}$ is a simple eigenvalue of A. In this case the Morse index of $\tilde{x}$ is $(n-k)$.

Proof. To obtain the proof just substitute $r(A)=A-\mu I$ and $r\left(\lambda_{j}\right)=\lambda_{j}-\mu$ in Theorem 6.

Example $1(\mathrm{~b})$. We can also take $r(A)=\mu I-A$ if we choose $\mu$ so that $\mu>\lambda_{1}$, with $\lambda_{1}$ being the largest eigenvalue of $A$. Then define $F_{2}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
F_{2}(x)=\frac{\mu}{2}\|x\|^{2}-\langle A x, x\rangle-\|x\| . \tag{5.2}
\end{equation*}
$$

In this case $\inf _{x \in \mathbb{R}^{n}} F_{2}(x)=-1 / 2\left(\mu-\lambda_{1}\right)$ and parts (ii)-(iv) of Theorem 8 hold similarly. This time the Morse index of $\tilde{x}$ is $k$.

Thus minimizing $F_{2}$ on $\mathbb{R}^{n}$ provides lower bounds on $\lambda_{1}$, and the critical points and critical values of $F_{1}, F_{2}$ provide information on all the eigenvalues and eigenvectors of $A$.

Example 2. Let $r(A)=(A-\mu I)^{2}$, where $\mu$ is not an eigenvalue of $A$. Define $F(\mu, x)$ by

$$
\begin{equation*}
F(\mu, x)=\frac{1}{2}\|(A-\mu I) x\|^{2}-\|x\| . \tag{5.3}
\end{equation*}
$$

The following theorem shows that minimizing $F(\mu, \cdot)$ on $\mathbb{R}^{n}$ provides information on the eigenvalues of $A$ close to $\mu$.

Theorem 9. Let $A$ be a real symmetric matrix with $\mu$ not an eigenvalue of $A$, and let $F(\mu, \cdot)$ be defined by (5.3). Then

$$
\begin{equation*}
\text { (i) } \inf _{x \in \mathbb{R}^{n}} F(\mu, x)=\min _{1 \leqq j \leqq n} \frac{-1}{2\left(\lambda_{j}-\mu\right)^{2}} \text {. } \tag{5.4}
\end{equation*}
$$

If $J$ is an integer at which this minimum is attained, then $F(\mu, \cdot)$ is minimized at $\left(\lambda_{J}-\mu\right)^{-2} e^{(J)}$, with $e^{(J)}$ in $E_{J}^{(2)}$.
(ii) The nonzero critical points of $F(\mu, \cdot)$ are $\left(\lambda_{k}-\mu\right)^{-2} e^{(k)}$ with $e^{(k)}$ in $E_{k}^{(2)}$.
(iii) The negative critical values of $F(\mu, \cdot)$ are $-\frac{1}{2}\left(\lambda_{k}-\mu\right)^{2}$ for $1 \leqq k \leqq n$.
(iv) $\tilde{x}=\left(\lambda_{k}-\mu\right)^{-2} e^{(k)}$ is a nondegenerate critical point of $F(\mu, \cdot)$ if and only if $\left(\lambda_{k}-\mu\right)^{2} \neq\left(\lambda_{j}-\mu\right)^{2}$ for all $j \neq k, 1 \leqq j \leqq n$.
Here $E_{k}^{(2)}=\left\{x \in \mathbb{R}^{n}:\|x\|=1\right.$ and $\left.(A-\mu I)^{2} x=\left(\lambda_{k}-\mu\right)^{2} x\right\}$.
Proof. To obtain the proof just substitute $(\lambda-\mu)^{2}$ for $r(\lambda)$ in Theorem 6.
We see that as $\mu$ varies, the minimum value of $F(\mu, \cdot)$ varies and provides information about all the eigenvalues of $A$. Let

$$
\begin{equation*}
\alpha(\mu)=\min _{1 \leqq j \leqq n} \frac{-1}{2\left(\lambda_{j}-\mu\right)^{2}}=\inf _{x \in \mathbb{R}^{n}} F(\mu, x) . \tag{5.5}
\end{equation*}
$$

We see that $\alpha(\mu)<0$ for any real $\mu$ and it is singular at the eigenvalues of $A$. In fact, we have the following results.

Lemma 5.1. Let A be a real symmetric matrix with eigenvalues $\lambda_{n} \leqq \lambda_{n-1} \leqq \cdots \leqq \lambda_{2} \leqq$ $\lambda_{1}$, and let $\alpha(\mu)$ be defined by (5.5). Then
(i) $\alpha$ is continuous and monotone decreasing on $\left(-\infty, \lambda_{n}\right)$.
(ii) $\alpha$ is continuous and monotone increasing on $\left(\lambda_{1}, \infty\right)$.

> If $\alpha(\mu) \leqq-a$ with $a>0$, then $A$ has an eigenvalue in the interval $[\mu-d, \mu+d]$, where $d=(2 a)^{-(1 / 2)}$.
(iv) $A$ is positive definite if and only if $\alpha(0)$ is finite and $\alpha(\mu)$ is monotone decreasing on $(-\infty, 0)$.

Proof. Parts (i), (ii), and (iv) follow directly from (5.5).
If $\alpha(\mu) \leqq-a$, then from (5.4) there is an integer $J$ such that

$$
\left(\lambda_{J}-\mu\right)^{2} \leqq \frac{1}{2 a} .
$$

Thus (iii) follows.
Part (iii) of Lemma 5.1 enables us to find upper and lower bounds on the eigenvalues of $A$. Suppose we know that there is a unique eigenvalue $\lambda_{J}$ of $A$ in an interval $\left(\mu_{1}, \mu_{2}\right)$. Then $\alpha(\mu)$ will be monotone decreasing on $\left[\lambda_{J}-d_{1}, \lambda_{J}\right)$ and monotone increasing on ( $\lambda_{J}, \lambda_{J}+d_{2}$ ], where $d_{1}=\frac{1}{2}\left(\lambda_{J}-\lambda_{P}\right)$ and $\lambda_{P}$ is the eigenvalue of $A$ closest to $\lambda_{J}$ but less than $\lambda_{J}$ and $d_{2}=\frac{1}{2}\left(\lambda_{N}-\lambda_{J}\right)$, where $\lambda_{N}$ is the eigenvalue of $A$ closest to $\lambda_{J}$ but larger than $\lambda_{J}$.

Thus there are a number of simple, effective algorithms to improve these upper and lower bounds on $\lambda_{J}$ using information about $\alpha(\mu)$.

Moreover, we can use this to find a maximization principle for $\lambda_{n}$ and a minimization principle for $\lambda_{1}$.

Let $C(\mu)=\left\{x \in \mathbb{R}^{n}: F(\mu, x)<0\right\}$ and let $\tilde{\lambda}_{n}$ be the second smallest eigenvalue of $A, \tilde{\lambda}_{1}$ being the second largest eigenvalue of $A\left(\tilde{\lambda}_{n} \neq \lambda_{n}, \tilde{\lambda}_{1} \neq \lambda_{1}\right)$. When $\lambda_{1}=\lambda_{n}$ is the only eigenvalue of $A$ we can take $\tilde{\lambda}_{n}=+\infty, \tilde{\lambda}_{1}=-\infty$ in the following theorem.

Theorem 10. Let $A$ be a real symmetric matrix, and let $\lambda_{1}, \tilde{\lambda}_{1}, \lambda_{n}, \tilde{\lambda}_{n}, C(\mu)$ be as above. If $\mu$ is in $\left(\lambda_{n}, \frac{1}{2}\left(\tilde{\lambda}_{n}+\lambda_{n}\right)\right)$, then

$$
\begin{equation*}
\lambda_{n}=\max _{x \in C(\mu)}[\mu-1 / \sqrt{2 F(\mu, x)}] \tag{5.7}
\end{equation*}
$$

while if $\mu$ is in $\left(\frac{1}{2}\left(\lambda_{1}+\tilde{\lambda}_{1}, \lambda_{1}\right)\right)$, then

$$
\begin{equation*}
\lambda_{1}=\min _{x \in C(\mu)}[\mu+1 / \sqrt{2 F(\mu, x)}] . \tag{5.8}
\end{equation*}
$$

Proof. Suppose $\mu$ is in $\left(\lambda_{n}, \tilde{\lambda}_{n}\right)$; then from Theorem 9 we have

$$
\inf _{x \in \mathbb{R}^{n}} F(\mu, x)=\frac{-1}{2\left(\lambda_{n}-\mu\right)^{2}}=F(\mu, \hat{x})
$$

where $\hat{x}=\left(\lambda_{n}-\mu\right)^{-2} e^{(n)}$ and $e^{(n)}$ is in $E_{n}$. Thus for any $x$ in $C(\mu)$ we have

$$
\lambda_{n} \geqq \mu-1 / \sqrt{2 F(\mu, x)}
$$

and equality holds here when $x=\hat{x}$. Thus (5.7) holds.
The argument for (5.8) is similar.
Example 3. Consider the case where $r(A)=A^{-1}\left(A^{2}+\mu^{2} I\right)$ for some $\mu \geqq 0 . r(A)$ will be positive definite provided $A$ is. When $A$ is not positive definite, choose $\gamma<\lambda_{n}$; then similar results will hold if we use $A-\gamma I$ in place of $A$. Define $F_{3}:[0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
F_{3}(\mu, x)=\frac{1}{2}\left\langle\left(A+\mu^{2} A^{-1}\right) x, x\right\rangle-\|x\| . \tag{5.9}
\end{equation*}
$$

Just as in the preceding example, minimizing $F_{3}(\mu, \cdot)$ on $\mathbb{R}^{n}$ provides information on the eigenvalues of $A$ close to $\mu$. In this case, however, the problem does not become unbounded below at the eigenvalues of $A$. The results may be summarized as follows.

Theorem 11. Let $A$ be a symmetric positive definite matrix and $F_{3}$ be defined by (5.9). Then
(i) $\inf _{x \in \mathbb{R}^{n}} F_{3}(\mu, x)=\min _{1 \leqq j \leqq n} \frac{-\lambda_{j}}{2\left(\lambda_{j}^{2}+\mu^{2}\right)}$.

If $J$ is an integer at which this minimum is attained, then $F_{3}(\mu, x)$ is minimized at $\lambda_{J}\left(\lambda_{J}^{2}+\mu^{2}\right)^{-1} e^{(J)}$ with $e^{(J)}$ in $E_{J}^{(3)}$.
(ii) The nonzero critical points of $f_{3}(\mu, \cdot)$ are $\left(\lambda_{k} / 2\right)\left(\lambda_{k}^{2}+\mu^{2}\right)^{-1} e^{(k)}$ with $e^{(k)}$ in $E_{k}^{(3)}$.
(iii) The critical values of $F_{3}(\mu, \cdot)$ are 0 and $-\lambda_{k}\left(\lambda_{k}^{2}+\mu^{2}\right)^{-1}$ for $1 \leqq k \leqq n$.
(iv) $\tilde{x}=\lambda_{k}\left(\lambda_{k}^{2}+\mu^{2}\right)^{-1} e^{(k)}$ is a nondegenerate critical point of $F_{3}(\mu, \cdot)$ if and only if $\lambda_{k}$ is a simple eigenvalue of $A$ and $\lambda_{j} \lambda_{k} \neq \mu^{2}$ for any $j \neq k, 1 \leqq j \leqq n$. Here $E_{k}^{(3)}=\left\{x \in \mathbb{R}^{n}:\|x\|=1\right.$ and $\left.A x+\mu^{2} A^{-1} x=\left(\lambda_{k}+\mu^{2} / \lambda_{k}\right) x\right\}$.

Proof. Use $r(\lambda)=\lambda /\left(\lambda^{2}+\mu^{2}\right)$ in Theorem 6; then the result follows.
The function $r(\lambda)=\lambda /\left(\lambda^{2}+\mu^{2}\right)$ is unimodal with $r(0)=r(\infty)=0$ and is maximized at $\lambda=\mu$. Thus the minimizing $J$ in (5.10) arises at an eigenvalue $\lambda_{J}$ of $A$ that is closest to $\mu$ in this special sense. By varying $\mu$ we can find all the distinct eigenvalues of $A$ from information about the infima of $F_{3}(\mu, \cdot)$.
6. Variational principles for positive or negative eigenvalues. In the last three sections, the variational principles generally required some assumption involving positive definiteness of a matrix. Now consider the function $\mathscr{G}_{p}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\mathscr{C}_{p}(x)=\frac{1}{p}\|x\|^{p}-\frac{1}{2}\langle A x, x\rangle \tag{6.1}
\end{equation*}
$$

with $2<p<\infty$. This function has the form (2.1), with $\Psi(s)=-s, \Phi(s)=C s^{p / 2}$, and $C$ a constant. For calculations we shall often take $p=3$ or 4 . When $p$ increases to $+\infty$, the function $\mathscr{G}_{p}(x)$ converges pointwise to the function

$$
\begin{equation*}
\mathscr{G}_{\infty}(x)=\chi_{1}(x)-\frac{1}{2}\langle A x, x\rangle \tag{6.2}
\end{equation*}
$$

where

$$
\chi_{1}(x)= \begin{cases}0 & \text { if }\|x\| \leqq 1 \\ \infty & \text { otherwise } .\end{cases}
$$

$\mathscr{G}_{\infty}$ arises in the convex analysis formulation of Rayleigh's principle (see § 8 of [1]). The results on extremizing $\mathscr{G}_{p}$ may be summarized as follows.
Theorem 12. Suppose $A$ is a real symmetric matrix and $\mathscr{G}_{p}$ is defined by (6.1) with $p>2$. Then
(i) $\mathscr{G}_{p}$ is coercive and $\inf _{x \in \mathbb{R}^{n}} \mathscr{G}_{p}(x)=(-1 / 2 \nu)\left[\max \left(0, \lambda_{1}\right)\right]^{\nu}$, where $\nu=$ $p /(p-2)$ and $\lambda_{1}$ is the largest eigenvalue of $A$.
(ii) The critical points of $\mathscr{G}_{p}$ occur at 0 and at $\tilde{x}=\lambda_{j}^{1 /(p-2)} e^{(j)}$, where $\lambda_{j}$ is a positive eigenvalue of $A$ and $e^{(j)}$ is in $E_{j}$.
(iii) When $\lambda_{1}>0, \mathscr{G}_{p}$ is minimized at $\hat{x}=\lambda_{1}^{1 /(p-2)} e^{(1)}$, where $e^{(1)} \in E_{1} ;$ if $\lambda_{1} \leqq 0$ then $\mathscr{G}_{p}$ is minimized at $\hat{x}=0$.
(iv) The critical values of $\mathscr{G}_{p}$ are $\left\{-\lambda_{j}^{\nu} / 2 \nu: \lambda_{j}>0\right\} \cup\{0\}$.
(v) $\tilde{x}=\lambda_{k}^{1 /(p-2)} e^{(k)}$ is a nondegenerate critical point of $\mathscr{G}_{p}$ if and only if $\lambda_{k}$ is a simple eigenvalue of $A$. In this case the Morse index of $\tilde{x}$ is $(k-1)$. Zero is a nondegenerate critical point of $\mathscr{G}_{p}$ if and only if $A$ is nonsingular.

Proof. We have that $\mathscr{G}_{p}(x) \geqq\|x\|^{p} / p-\frac{1}{2}\|A\|\|x\|^{2}$ for all $x$ in $\mathbb{R}^{n}$. Since $p>2, \mathscr{G}_{p}$ is coercive and it attains its infimum on $\mathbb{R}^{n}$. Also

$$
\begin{equation*}
\nabla \mathscr{G}_{p}(x)=\|x\|^{p-2} x-A x . \tag{6.4}
\end{equation*}
$$

Thus if $\tilde{x}$ is a critical point of $\mathscr{G}_{p}$ then $\tilde{x}=0$, or else $\tilde{x}$ is an eigenvector of $A$ with eigenvalue $\tilde{\lambda}=\|\tilde{x}\|^{p-2}>0$. That is, $\tilde{x}=0$ or $\tilde{x}=\lambda_{j}^{1 /(p-2)} e^{(j)}$ with $\lambda_{j}>0, e^{(j)} \in E_{j}$. Thus (ii) holds and $\mathscr{G}_{p}(\tilde{x})=0$ or $-\lambda_{j}^{\nu} / 2 \nu$, where $\nu=p /(p-2)$. Thus (i), (iii), and (iv) follow.

Differentiating (6.4) we find that, when $x \neq 0$,

$$
\begin{equation*}
D^{2} \mathscr{G}_{p}(x)=\|x\|^{p-2}\left[I+(p-2) P_{x}\right]-A \tag{6.5}
\end{equation*}
$$

where $P_{x} y=\langle x, y\rangle x /\|x\|^{2}$ is the projection in the direction $x$. When $x=0$, we have $D^{2} \mathscr{G}_{p}(0)=-A$. When $\tilde{x}=\lambda_{k}^{1 /(p-2)} e^{(k)}$ with $\lambda_{k}>0$, we have

$$
\begin{aligned}
D^{2} \mathscr{G}_{p}(\tilde{x}) e^{(j)} & =\lambda_{k}\left(e^{(j)}+(p-2) \delta_{j k} e^{(k)}\right)-A e^{(j)} \\
& = \begin{cases}\left(\lambda_{k}-\lambda_{j}\right) e^{(j)} & \text { if } j \neq k, \\
(p-2) \lambda_{k} e^{(k)} & \text { if } j=k .\end{cases}
\end{aligned}
$$

Thus (v) holds.
A symmetric matrix is said to be stable, or negative semidefinite, if all its eigenvalues are less than or equal to zero. A simple corollary of this theorem is the following.

Corollary 1. A real symmetric matrix is stable if and only if $\inf _{x \in \mathbb{R}^{n}} \mathscr{G}_{p}(x)=0$.
Proof. The proof follows from (i) of Theorem 12.
To obtain the negative eigenvalues of $A$, we substitute $-A$ for $A$ in (6.1). Alternatively, let

$$
\begin{equation*}
G_{p}(x)=\frac{1}{p}\|x\|^{p}+\frac{1}{2}\langle A x, x\rangle \tag{6.6}
\end{equation*}
$$

with $2<p<\infty$, and consider the problem of extremizing $G_{p}$. The results may be summarized as follows.

Corollary 2. Let $A$ be a real symmetric matrix and $G_{p}$ be defined by (6.6) with $p>2$. Then
(i) $G_{p}$ is coercive and $\inf _{x \in \mathbb{R}^{n}} G_{p}(x)=(-1 / 2 \nu)\left|\min \left(0, \lambda_{n}\right)\right|^{\nu}$ where $\nu=p /(p-2)$ and $\lambda_{n}$ is the least eigenvalue of $A$.
(ii) The critical points of $G_{p}$ occur at 0 and at $x=\left|\lambda_{j}\right|^{1 /(p-2)} e^{(j)}$, where $\lambda_{j}$ is a negative eigenvalue of $A$ and $e^{(j)} \in E_{j}$.
(iii) The critical values of $G_{p}$ are 0 and $-\left|\lambda_{j}\right|^{\nu} / 2 \nu$, where $\lambda_{j}<0$.
(iv) When $\lambda_{n}<0, G_{p}$ is minimized at $\left|\lambda_{n}\right|^{1 /(p-2)} e^{(n)}$, where $e^{(n)} \in E_{n}$. If $\lambda_{n} \geqq 0, G_{p}$ is minimized at zero.
(v) Zero is a nondegenerate critical point of $G_{p}$ if and only if $A$ is nonsingular. When $\tilde{x}=\left|\lambda_{k}\right|^{1 /(p-2)} e^{(k)}$ is a critical point of $G_{p}, \tilde{x}$ is nondegenerate if and only if $\lambda_{k}$ is a simple eigenvalue of $A$. In this case the Morse index of $\tilde{x}$ is $n-k$.

Proof. The proof is the same as the proof of Theorem 10.
Corollary 3. Let A be a real symmetric matrix. Then $A$ is positive semidefinite if and only if $G_{p}(x) \geqq 0$ for all $x$ in $\mathbb{R}^{n}$.

Proof. From Corollary 1 we see that $\lambda_{n} \geqq 0$ if and only if $\inf _{x \in \mathbb{R}^{n}} G_{p}(x)=0$; hence the result follows.

These variational principles may be modified to find the eigenvalues and eigenvectors of $A$ lying in any preassigned interval. A functional whose critical values identify the eigenvalues of $A$ in the interval $(\mu, \infty)($ or $(-\infty, \mu))$ is obtained by replacing $A$ in (6.1) (or (6.6)) by $A-\mu I$.

To see if $A$ has an eigenvalue in the interval $\left(\mu_{1}, \mu_{2}\right)$ replace $A$ in (6.1) by $\left(A-\mu_{1} I\right)\left(\mu_{2} I-A\right)$ and obtain

$$
\begin{equation*}
\mathscr{G}_{p}\left(\mu_{1}, \mu_{2}, x\right)=\frac{1}{p}\|x\|^{p}+\frac{1}{2}\left[\|A x\|^{2}-\left(\mu_{1}+\mu_{2}\right)\langle A x, x\rangle+\mu_{1} \mu_{2}\|x\|^{2}\right] . \tag{6.7}
\end{equation*}
$$

Then we have the following corollary.
Corollary 4. Let $A$ be a real symmetric matrix, and let $\mathscr{G}_{p}\left(\mu_{1}, \mu_{2}, x\right)$ be defined by (6.7). Then $A$ has an eigenvalue in the interval $\left(\mu_{1}, \mu_{2}\right)$ if and only if

$$
\begin{equation*}
\inf _{x \in \mathbb{R}^{n}} \mathscr{G}_{p}\left(\mu_{1}, \mu_{2}, x\right)=-\alpha\left(\mu_{1}, \mu_{2}\right)<0 . \tag{6.8}
\end{equation*}
$$

If $\alpha\left(\mu_{1}, \mu_{2}\right)>0$ then either $\lambda_{+}$or $\lambda_{-}$is an eigenvalue of $A$, where

$$
\begin{align*}
& \lambda_{ \pm}=\frac{1}{2}\left[\left(\mu_{1}+\mu_{2}\right) \pm d\right]  \tag{6.9}\\
& d^{2}=\left(\mu_{2}-\mu_{1}\right)^{2}-4\left(2 \nu \alpha\left(\mu_{1}, \mu_{2}\right)\right)^{1 / \nu} \tag{6.10}
\end{align*}
$$

If there is a $\tilde{c}=\mathscr{G}_{p}\left(\mu_{1}, \mu_{2}, \tilde{x}\right)<0$ then $A$ has an eigenvalue in the subinterval [ $\left.\mu_{0}-\delta, \mu_{0}+\delta\right]$, where $\mu_{0}=\frac{1}{2}\left(\mu_{1}+\mu_{2}\right)$ and

$$
\delta^{2}=\frac{1}{4}\left(\mu_{1}-\mu_{2}\right)^{2}-(2 \nu|\tilde{c}|)^{1 / \nu} .
$$

Proof. Equation (6.7) has the form (6.1) with $\left(A-\mu_{1} I\right)\left(\mu_{2} I-A\right)$ replacing $A$. Thus this infimum is negative if and only if $\left(A-\mu_{1} I\right)\left(\mu_{2} I-A\right)$ has a positive eigenvalue from (6.3). The eigenvalues of $\left(A-\mu_{1} I\right)\left(\mu_{2} I-A\right)$ are $\left(\lambda_{j}-\mu_{1}\right)\left(\mu_{2}-\lambda_{j}\right)$ for $1 \leqq j \leqq n$, so (6.8) holds.

Let

$$
\begin{aligned}
\nu_{1} & =\max _{1 \leqq j \leqq n}\left(\lambda_{j}-\mu_{1}\right)\left(\mu_{2}-\lambda_{j}\right)>0 \\
& =\left(\lambda_{J}-\mu_{1}\right)\left(\mu_{2}-\lambda_{J}\right) \quad \text { for some } 1 \leqq J \leqq n .
\end{aligned}
$$

Then from (6.3), $\left(2 \nu \alpha\left(\mu_{1}, \mu_{2}\right)\right)^{1 / \nu}=\left(\lambda_{J}-\mu_{1}\right)\left(\mu_{2}-\lambda_{J}\right)$. This is a quadratic equation for $\lambda_{J}$, whose solution is given by (6.9)-(6.10). More generally, if $\alpha\left(\mu_{1}, \mu_{2}\right)>|\tilde{c}|$, then we
have

$$
\left(\lambda_{J}-\mu_{1}\right)\left(\mu_{2}-\lambda_{J}\right) \geqq(2 \nu|\tilde{c}|)^{1 / \nu}
$$

and thus we have that $\lambda_{J}$ lies in $\left[\mu_{0}-d, \mu_{0}+d\right]$ as claimed.
In a similar manner, when $\mu$ is not an eigenvalue of $A$, we can find the eigenvalue closest to $\mu$ and greater than $\mu$ by substituting $(A-\mu I)^{-1}$ for $A$ in (6.1).

Write

$$
\begin{equation*}
J_{p}(x)=\frac{1}{p}\|x\|^{p}-\frac{1}{2}\left\langle(A-\mu I)^{-1} x, x\right\rangle . \tag{6.11}
\end{equation*}
$$

Then we have the following corollary.
Corollary 5. Suppose $A$ is real symmetric, $\mu$ is not an eigenvalue of $A$, and $J_{p}$ is defined by (6.11). Then

$$
\inf _{x \in \mathbb{R}^{n}} J_{p}(x)=\left\{\begin{array}{l}
\frac{-1}{2 \nu}\left[\max _{1 \leqq j \leq n}\left(\frac{1}{\lambda_{j}-\mu}\right)\right]^{\nu} \quad \text { if } \lambda_{1}>\mu,  \tag{6.12}\\
0 \quad \text { if } \lambda_{1}<\mu
\end{array}\right.
$$

with $\gamma=p / p-2$. When $\lambda_{1}>\mu$, then this infimum is attained at $\left(\lambda_{J}-\mu\right)^{-1 /(p-2)} e^{(J)}$, where $\lambda_{J}$ is the eigenvalue of $A$ closest to $\mu$ but larger than $\mu$ and $e^{(J)}$ is in $E_{J}$.

Proof. The eigenvalues of $(A-\mu I)^{-1}$ are $\left(\lambda_{j}-\mu\right)^{-1}$, and hence (6.12) follows from (6.3) and (6.11).
7. Variational principles for singular values. Suppose $B$ is a general $m \times n$ real matrix. We can modify the preceding variational principles to describe functions whose critical points and critical values identify the singular values and singular vectors of $B$.

Throughout this section we assume $B$ has singular values

$$
\begin{equation*}
\sigma_{1} \geqq \sigma_{2} \geqq \cdots \geqq \sigma_{p} \geqq 0 \quad \text { with } p=\min (m, n) . \tag{7.1}
\end{equation*}
$$

Let $u^{(j)}, v^{(j)}$, respectively, be left and right normalized singular vectors of $B$ corresponding to the singular value $\sigma_{j}$. Thus $\left\|u^{(j)}\right\|=\left\|v^{(j)}\right\|=1$ and

$$
\begin{equation*}
B v^{(j)}=\sigma_{j} u^{(j)}, \quad B^{T} u^{(j)}=\sigma_{j} v^{(j)} \quad \text { for } 1 \leqq j \leqq p \tag{7.2}
\end{equation*}
$$

The functions to be extremized will all have the form (2.12). We shall look particularly at

$$
\begin{align*}
& H_{1}(x)=\frac{1}{2}\|B x\|^{2}-\|x\|  \tag{7.3}\\
& H_{2}(x)=\frac{1}{2}\|x\|^{2}-\|B x\|  \tag{7.4}\\
& H_{p}(x)=\frac{1}{p}\|x\|^{p}-\frac{1}{2}\|B x\|^{2} \quad \text { for } 2<p<\infty \tag{7.5}
\end{align*}
$$

Here $H_{1}$ generalizes $F(0, \cdot)$, where $F(\mu, \cdot)$ is defined by (5.3), $H_{2}$ has the form (3.1) with $q=1$ and $A=B^{T} B$, and $H_{p}$ is related to $\mathscr{C}_{p}$ defined by (6.1) with $A=B^{T} B$. Each of these functions provides information on the singular values and singular vectors of $B$.

First consider $H_{1}$. Its extremal properties may be summarized as follows.
Theorem 13. Let $B$ be a real $m \times n$ matrix and $H_{1}$ be defined by (7.3). Then
(i) $H_{1}$ is coercive on $\mathbb{R}^{n}$ if and only if $\operatorname{rank} B=n$.
(ii) If rank $B=n$, then $\inf _{x \in \mathbb{R}^{n}} H_{1}(x)=-1 / 2 \sigma_{n}^{2}$,
while if rank $B \leqq n-1$, then $\inf _{x \in \mathbb{R}^{n}} H_{1}(x)=-\infty$.
(iii) $H_{1}$ is continuously differentiable on $\mathbb{R}^{n}-\{0\}$ and the nonzero critical points of $H_{1}$ are $\sigma_{j}^{-2} v^{(j)}$ with $v^{(j)}$ being a normalized right singular vector of $B$ corresponding to $\sigma_{j}$.
(iv) The critical values of $H_{1}$ are $\left\{-1 / 2 \sigma_{j}^{2}: 1 \leqq j \leqq p\right\}$.
(v) $\tilde{x}=\sigma_{k}^{-1} v^{(k)}$ is a nondegenerate critical point of $H_{1}$ if and only if $\sigma_{k}^{2}$ is a simple, nonzero eigenvalue of $B^{T} B$. In this case the Morse index of $\tilde{x}$ is $n-k$.

Proof. If $H_{1}$ is coercive on $\mathbb{R}^{n}$, then there exists $R>0$ such that

$$
\|x\| \geqq R \text { implies }\|B x\| \geqq 1 .
$$

Hence $\|B x\| \geqq\|x\| / R$ and thus rank $B=n$.
Conversely if rank $B=n$, then there exists $c>0$ such that

$$
\|B x\| \geqq c\|x\| \quad \text { for all } x \text { in } \mathbb{R}^{n},
$$

and hence $H_{1}$ is coercive. Thus (i) holds.
Now if rank $B \leqq n-1$, then there is an $\tilde{x} \neq 0$ in $\mathbb{R}^{n}$ such that $B \tilde{x}=0$. Then $H(t \tilde{x})=-t\|\tilde{x}\|$ and, letting $t \rightarrow \infty$, we see that (7.7) holds.

Differentiating (7.3), we find that, for $x \neq 0$,

$$
\begin{equation*}
\nabla H_{1}(x)=B^{T} B x-\frac{x}{\|x\|} \tag{7.8}
\end{equation*}
$$

Hence if $\tilde{x}$ is a nonzero critical point of $H_{1}$ we have that $\tilde{x}$ is a right singular vector of $B$ and $\|\tilde{x}\|^{-1}=\sigma_{j}^{2}$ gives the corresponding singular value. Thus (iii) holds and we have

$$
\|B \tilde{x}\|^{2}=\|\tilde{x}\|=\sigma_{j}^{-2}
$$

on taking inner products with $\tilde{x}$. Hence $H_{1}(\tilde{x})=-1 / 2 \sigma_{j}^{2}$, so (iv) holds, and when rank $B=n$ then (7.6) holds.

Differentiating (7.8) we obtain

$$
D^{2} H_{1}(x)=B^{T} B-\frac{1}{\|x\|}\left(I-\frac{x \otimes x}{\|x\|^{2}}\right)
$$

and thus (v) holds just as in the proof of Theorem 6, with $r\left(\lambda_{j}\right)$ being replaced by the eigenvalues $\sigma_{j}^{2}$ of $B^{T} B$.

Theorem 13 indicates that $H_{1}$ will be most informative when rank $B=n$ and thus $m \geqq n$. The functionals for $H_{2}$ and $H_{p}$, however, are always bounded below. The results may be summarized as follows.

Theorem 14. Let $B$ be a real $m \times n$ matrix, and let $H_{2}$ be defined by (7.4). Then (7.9) (i) $H_{2}$ is coercive on $\mathbb{R}^{n}$ and $\inf _{x \in \mathbb{R}^{n}} H_{2}(x)=-\sigma_{1}^{2} / 2$. This infimum is attained at $\sigma_{1} v^{(1)}$, where $v^{(1)}$ is a normalized singular vector corresponding to the singular value $\sigma_{1}$.
(ii) $H_{2}$ is continuously differentiable on $\mathbb{R}^{n}-\operatorname{ker} B$ and its critical points are $\operatorname{ker} B$ together with $\left\{\sigma_{j}^{2} v^{(j)}: v^{(j)}\right.$ is a normalized right singular vector corresponding to $\sigma_{j}$, $1 \leqq j \leqq p\}$.
(iii) The critical values of $H_{2}$ are $\left\{-\sigma_{j}^{2} / 2: 1 \leqq j \leqq p\right\} \cup\{0\}$.
(iv) $\tilde{x}=\sigma_{k} v^{(k)}$, with $\sigma_{k} \neq 0$, is a nondegenerate critical point of $H_{2}$ if and only if $\sigma_{k}^{2}$ is a simple nonzero eigenvalue of $B^{T} B$. In this case its Morse index is $k-1$.

Proof. We have $H_{2}(x)=\frac{1}{2}\|x\|^{2}-\left(\left\langle B^{T} B x, x\right\rangle\right)^{1 / 2}$. Thus $H_{2}$ has the form (3.1) with $q=1$ and $A=B^{T} B$. The eigenvalues $\lambda_{j}$ of $A$ are related to the singular values $\sigma_{j}$ of $B$ by

$$
\lambda_{j}= \begin{cases}\sigma_{j}^{2} & \text { for } 1 \leqq j \leqq p \\ 0 & \text { if } j>p\end{cases}
$$

and the eigenvectors of $A$ are the right singular vectors of $B$. The proof of this result now follows the pattern of the proof of Theorem 3 except that now $A$ is only positive semidefinite.

Theorem 15. Let $B$ be a real $m \times n$ matrix, and let $H_{p}$ be defined by (7.5) with $p>2$. Then
(i) $\quad H_{p}$ is coercive on $\mathbb{R}^{n}$ and $\inf _{x \in \mathbb{R}^{n}} H_{p}(x)=-\sigma_{1}^{\eta p} / \eta p$, where $\eta=2 /(p-2)$. This is attained at $\sigma_{1}^{\eta} v^{(1)}$.
(ii) The critical points of $H_{p}$ occur at 0 and at $\tilde{x}=\sigma_{j}^{\eta} v^{(j)}$, where $\sigma_{j}$ is a positive singular value of $B$ and $v^{(j)}$ is a corresponding normalized singular vector.
(iii) The critical values of $H_{p}$ are $\left\{-\sigma_{j}^{p \eta} / p \eta: \sigma_{j}>0\right\} \cup\{0\}$.
(iv) $\tilde{x}=\sigma_{k}^{\eta} v^{(k)}$ is a nondegenerate critical point of $H_{p}$ if and only if $\sigma_{k}^{2}$ is a simple eigenvalue of $B^{T} B$. In this case, the Morse index of $\tilde{x}$ is $(k-1)$.

Proof. This result is proven in the same manner as Theorem 12 with $B^{T} B$ in place of $A$ and $\sigma_{j}^{2}$ in place of $\lambda_{j}$.

It is worth noting that minimizing $H_{2}$ or $H_{p}$ for $p>2$ provides estimates on $\sigma_{1}$, the largest singular value of $B$. Minimizing $H_{1}$ tells us whether rank $B$ is $n$ and, if that is so, it estimates $\sigma_{n}$. To find other singular values of $B$ we could use functions such as (5.3), (5.9), or (6.7) with $A$ replaced by $B^{T} B$ or $B^{T} B+I$, and then use the corresponding theorems to find the singular values closest to $\mu$ or in some interval. Similarly, results such as the corollary to Theorem 6 can be proven for each of these functions.
8. Invariance properties. A function $E: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is said to be invariant under a linear transformation $L: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ provided

$$
\begin{equation*}
E(L x)=E(x) \quad \text { for all } x \text { in } \mathbb{R}^{n} . \tag{8.1}
\end{equation*}
$$

If $E$ is invariant under a nonsingular linear transformation $L$ and $\tilde{x}$ is a critical point of $E$, then $L \tilde{x}$ will also be a critical point of $E$ and it will have the same value as $E(\tilde{x})$ and the same Morse index if it is nondegenerate.

We observe that all the functions introduced so far are invariant under the linear transformation $L=-I$. Particular matrices $A$ often have other symmetries. The following result is often very useful.

Theorem 16. Let $A$ be a real symmetric $n \times n$ matrix and let $U$ be a real orthogonal matrix that commutes with $A$. Then $E_{q}$ in § $3, F_{r}$ in $\S 4, F, F_{1}, F_{2}$, and $F_{3}$ in §5, and the functions $\mathscr{G}_{p}$ and $G_{p}$ in $\S 6$ are invariant under $U$.

Proof. All the norms have been 2-norms and $U$ orthogonal implies that $\|U x\|=$ $\|x\|$. Also $\langle A U x, U x\rangle=\left\langle U^{-1} A U x, x\right\rangle=\langle A x, x\rangle$ as $U$ commutes with $A$. Moreover, $\langle r(A) U x, U x\rangle=\langle r(A) x, x\rangle$ and $\|(A-\mu I) U x\|=\|U(A-\mu I) x\|=\|(A-\mu I) x\|$ so all the functions listed above are invariant under $U$ as claimed.

This theorem can be used to analyze symmetries in the sets of critical points of these functions.
9. Dual problems. All of the specific functions introduced in the preceding sections may be written as the difference of two convex functions. Thus we can use nonconvex duality theory, as developed in [1] or [7], to obtain various natural dual problems. As will be seen, many of these are well-known constrained variational problems.

Recall that if $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a function, then its conjugate convex (or polar) function $f^{*}: \mathbb{R}^{n} \rightarrow(-\infty, \infty]$ is defined by

$$
f^{*}(y)=\sup _{x \in \mathbb{R}^{n}}[\langle x, y\rangle-f(x)] .
$$

To describe the dual variational principles we shall need the dual functions of $f_{1}$ and $f_{2}$, where

$$
\begin{align*}
& f_{1}(x)=\frac{1}{p}\|A x\|^{p},  \tag{9.1}\\
& f_{2}(x)=\frac{1}{p}\langle A x, x\rangle^{p / 2} \tag{9.2}
\end{align*}
$$

with $1 \leqq p<\infty$ and $A$ real symmetric. $A$ must be positive semidefinite in (9.2). To describe the polar functions of $f_{1}, f_{2}$ we shall need the indicator functional $\chi_{K}(x)$ of a closed, convex set $K$ in $\mathbb{R}^{n}$ defined by

$$
\chi_{K}(x)= \begin{cases}0 & \text { if } x \in K  \tag{9.3}\\ \infty & \text { otherwise } .\end{cases}
$$

Lemma 9.1. Suppose $A$ is real symmetric and nonsingular and $f_{1}$ is defined by (9.1). Then
(9.4) (i) When $1<p<\infty \quad f_{1}^{*}(y)=\left\|A^{-1} y\right\|^{q} / q$ with $q=p /(p-1)$;
(ii) When $p=1 \quad f_{1}^{*}(y)= \begin{cases}0 & \text { if }\left\|A^{-1} y\right\| \leqq 1, \\ \infty & \text { otherwise. }\end{cases}$

Proof. (i) When $1<p<\infty$ we have

$$
f_{1}^{*}(y)=\sup _{x \in \mathbb{R}^{n}}\left[\langle x, y\rangle-\frac{1}{p}\|A x\|^{p}\right] .
$$

The expression on the right-hand side is maximized when

$$
\begin{equation*}
y=\|A x\|^{p-2} A^{2} x \tag{9.6}
\end{equation*}
$$

as $A$ is symmetric. Thus, $A^{-1} y=\|A x\|^{p-2} A x$ and $\left\|A^{-1} y\right\|=\|A x\|^{p-1}$. Thus the solution $\hat{x}$ of (9.6) is given by

$$
\hat{x}=\frac{A^{-2} y}{\left\|A^{-1} y\right\|^{r}} \quad \text { where } r=\frac{p-2}{p-1} .
$$

If we substitute this in the expression for $f_{1}^{*}$ we obtain (9.4).
(ii) When $p=1$, extremality condition (9.6) becomes

$$
y=\frac{A^{2} x}{\|A x\|} .
$$

Thus the maximizing $\hat{x}$ lies in the direction of $A^{-2} y$. Consider

$$
\begin{aligned}
\Phi(s) & =\left\langle s A^{-2} y, y\right\rangle-|s|\left\|A^{-1} y\right\| \\
& =s\left\|A^{-1} y\right\|^{2}-|s|\left\|A^{-1} y\right\| .
\end{aligned}
$$

We see that $\Phi: \mathbb{R} \rightarrow \mathbb{R}$ obeys

$$
\max _{-\infty<s<\infty} \Phi(s)= \begin{cases}0 & \text { if }\left\|A^{-1} y\right\| \leqq 1 \\ \infty & \text { otherwise }\end{cases}
$$

and thus (9.5) follows. $\square$
It is worth noting that (9.4) implies that for $\boldsymbol{A}$ real symmetric and nonsingular,

$$
\begin{equation*}
\frac{1}{p}\|A x\|^{p}+\frac{1}{q}\left\|A^{-1} y\right\|^{q} \geqq\langle x, y\rangle \tag{9.7}
\end{equation*}
$$

for all $x, y$ in $\mathbb{R}^{\mathrm{n}}$ and where $1 / p+1 / q=1$. This is a form of Hölder's (or Young's) inequality. Also, (9.5) says that when $p=1, f_{1}^{*}(y)=\chi_{K_{1}}(y)$, where $K_{1}=$ $\left\{y \in \mathbb{R}^{n}:\left\|A^{-1} y\right\| \leqq 1\right\}$.

Lemma 9.2. Let $A$ be a positive semidefinite matrix, and let $f_{2}$ be defined by (9.2). Then
(i) When $1<p<\infty \quad f_{2}^{*}(y)= \begin{cases}q^{-1}\left\langle A^{+} y, y\right\rangle^{q / 2} & \text { for } y \in R(A), \\ +\infty & \text { otherwise; }\end{cases}$
(ii) When $p=1 \quad f_{2}^{*}(y)=\chi_{K_{2}}(y)$.

Here $q=p /(p-1)$ is the conjugate index to $p, A^{+}$is the Moore-Penrose inverse of $A$, $R(A)$ is the range of $A$ and $K_{2}=\left\{y \in R(A):\left\langle A^{+} y, y\right\rangle \leqq 1\right\}$.

Proof. We have $f_{2}^{*}(y)=\sup _{x \in \mathbb{R}^{n}}\left[\langle x, y\rangle-\langle A x, x\rangle^{p / 2} / p\right]$.
Suppose (i) $1<p<\infty$; then the expression on the right is concave in $x$ and will be maximized if and only if there is a solution $\hat{x}$ of

$$
\begin{equation*}
y=\langle A x, x\rangle^{(p-2) / 2} A x . \tag{9.10}
\end{equation*}
$$

When $y$ is not in the range of $A$ we have $f_{2}^{*}(y)=+\infty$. When $y$ is in the range of $A$, and if $\tilde{x}$ is a solution of (9.10), we have that

$$
\langle y, \tilde{x}\rangle=\langle A \tilde{x}, \tilde{x}\rangle^{p / 2}
$$

on taking inner products with $\tilde{x}$. Substituting, we have

$$
\begin{equation*}
f_{2}^{*}(y)=\frac{1}{q}\langle A \tilde{x}, \tilde{x}\rangle^{p / 2} \quad \text { where } \frac{1}{p}+\frac{1}{q}=1 . \tag{9.11}
\end{equation*}
$$

Let $\left\{e^{(1)}, \cdots, e^{(m)}\right\}$ be an orthonormal set of eigenvectors of $A$ that is a basis of $R(A)$ with $A e^{(j)}=\lambda_{j} e^{(j)}, 1 \leqq j \leqq m, \lambda_{j}>0$. Assume $y=\sum_{j=1}^{m} d_{j} e^{(j)}$ and $\tilde{x}=\sum_{j=1}^{m} c_{j} e^{(j)}$. Then from (9.8), on taking inner products with $e^{(k)}$, we have

$$
d_{k}=\left(\sum_{j=1}^{m} \lambda_{j} c_{j}^{2}\right)^{(p-2) / 2} \lambda_{k} c_{k}=\alpha \lambda_{k} c_{k}
$$

where $\alpha=\left(\sum_{j=1}^{m} \lambda_{j} c_{j}^{2}\right)^{(p-2) / 2}>0$. Now from (9.9) we have

$$
\sum_{k=1}^{m} c_{k} d_{k}=\frac{1}{\alpha} \sum_{k=1}^{m} \frac{d_{k}^{2}}{\lambda_{k}}=\alpha^{p /(p-2)} \quad \text { if } p \neq 2 .
$$

Thus

$$
\alpha^{2(p-1) /(p-2)}=\sum_{k=1}^{m} \frac{d_{k}^{2}}{\lambda_{k}}
$$

and so we have a unique positive solution for $\alpha$ if $p \neq 2$. When $p=2, \alpha=1$. Thus there is a unique $\tilde{x}$ in $R(A)$ that satisfies (9.10) and this is given by $\tilde{x}=\gamma A^{+} y$ for some constant $\gamma$, with $A^{+}$being the Moore-Penrose inverse.

Now $\left\langle A^{+} y, y\right\rangle=\langle A \tilde{x}, \tilde{x}\rangle^{p-1}$ from (9.10), so (9.11) implies that for $y$ in $R(A)$,

$$
f_{2}^{*}(y)=\frac{1}{q}\left\langle A^{+} y, y\right\rangle^{p /(2(p-1))}
$$

as required.
(ii) When $p=1$, the extremality condition (9.10) becomes

$$
y=A x / \sqrt{\langle A x, x\rangle} .
$$

When $y$ is not in the range of $A, f_{2}^{*}(y)=+\infty$. When $y$ is in the range of $A$, we can do another expansion in positive eigenvectors of $A$ to show that $f_{2}^{*}(y)=\chi_{\kappa_{2}}(y)$.

Corollary. Let $A$ be positive definite and let $f_{2}$ be defined by (9.2). Then
(i) When $p \neq 1 \quad f_{2}^{*}(y)=\left\langle A^{-1} y, y\right\rangle^{q / 2} / q \quad$ with $q=p /(p-1)$;
(ii) When $p=1 \quad f_{2}^{*}(y)=\chi_{K_{2}}(y) \quad$ with $K_{2}=\left\{y \in \mathbb{R}^{n}:\left\langle A^{-1} y, y\right\rangle \leqq 1\right\}$.

Proof. When $A$ is nonsingular, $A^{+}$becomes $A^{-1}$.
We are now in a position to describe the dual variational principles to the ones introduced in §§ 3-7. When $E: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a function of the form

$$
\begin{equation*}
E(x)=f_{1}(L x)-f_{2}(x) \tag{9.14}
\end{equation*}
$$

with $f_{1}, f_{2}$ being convex and lower semicontinuous on $\mathbb{R}^{n}$ and $L$ an $n \times n$ matrix, then the dual problem is to minimize $\mathscr{E}: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$, where

$$
\begin{equation*}
\mathscr{E}(y)=f_{2}^{*}\left(L^{T} y\right)-f_{1}^{*}(y) . \tag{9.15}
\end{equation*}
$$

This is described in $\S 7$ of [1] and in Toland [7]. Moreover, Theorem 5.3 of [1] states that, under some regularity conditions, the critical points of $E$ and $\mathscr{E}$ correspond. When the corresponding critical points are nondegenerate they have the same Morse indices. In particular, they are of the same type and have the same critical values.

We shall say that the variational principle of minimizing $\mathscr{E}$ on $\mathbb{R}^{n}$ is a constrained variational problem if the essential domain of $\mathscr{E}=\left\{y \in \mathbb{R}^{n}:|\mathscr{C}(y)|<\infty\right\}$ is a proper subset of $\mathbb{R}^{n}$.

When $E_{q}$ is given by (3.1), then the dual problem is to minimize

$$
\begin{equation*}
\mathscr{C}_{q}(y)=\frac{1}{p}\left\langle A^{-1} y, y\right\rangle^{p / 2}-\frac{1}{2}\|y\|^{2} \tag{9.16}
\end{equation*}
$$

where $p=q^{\prime}=q /(q-1)$ is the dual index to $q$ and $1<q<2$.
When $q=1$, the dual problem is to minimize

$$
\begin{equation*}
\mathscr{C}_{1}(y)=\chi_{K_{2}}(y)-\frac{1}{2}\|y\|^{2} \tag{9.17}
\end{equation*}
$$

where

$$
K_{2}=\left\{y \in \mathbb{R}^{n}:\left\langle A^{-1} y, y\right\rangle \leqq 1\right\} .
$$

These results follow from (9.15) and the corollary to Lemma 9.2.
In particular (9.17) is a constrained variational principle but (9.16) is a new class of unconstrained variational problems for the eigenvalues and eigenvectors of $A$.

When $F_{r}$ is given by (4.1) then the dual problem is to minimize

$$
\mathscr{F}_{r}(y)=\chi_{1}(r(A) y)-\frac{1}{2}\|y\|^{2} .
$$

Here $\chi_{1}$ is defined as in (6.2). Equivalently we can look at

$$
\begin{equation*}
\tilde{\mathscr{F}}_{r}(z)=\chi_{1}(z)-\frac{1}{2}\left\|r(A)^{-1} z\right\|^{2} \tag{9.18}
\end{equation*}
$$

using the fact that $r(A)$ obeys (A3). These are constrained variational problems.
When $r(A)=(A-\mu I)$ or $(A-\mu I)^{2}$ as in Examples 1 or 2 of $\S 5$, these problems are well-known inverse power methods associated with Rayleigh's principle (see Parlett [5]).

To compute the dual problem to minimizing $\mathscr{G}_{p}$ given by (6.1) we must first write $A=A_{+}-A$, where $A_{+}, A_{-}$are defined via the spectral theorem as the parts of $A$
corresponding to positive and negative eigenvalues of $A_{-}$. Then $\langle A x, x\rangle=$ $\left\langle A_{+} x, x\right\rangle-\left\langle A_{-} x, x\right\rangle$ with both $A_{+}, A_{-}$being positive semidefinite. When $A$ is positive definite, $A_{-}=0$. Now

$$
\begin{equation*}
\mathscr{C}_{p}(x)=\frac{1}{p}\|x\|^{p}+\frac{1}{2}\left\langle A_{-} x, x\right\rangle-\frac{1}{2}\left\langle A_{+} x, x\right\rangle, \tag{9.19}
\end{equation*}
$$

which has the form (9.14) with $L=I$,

$$
\begin{aligned}
& f_{1}(x)=\frac{1}{p}\|x\|^{p}+\frac{1}{2}\left\langle A_{-} x, x\right\rangle, \\
& f_{2}(x)=\frac{1}{2}\left\langle A_{+} x, x\right\rangle .
\end{aligned}
$$

From Lemma 9.2 and (9.15), we see that the dual problem to minimizing $\mathscr{G}_{p}$ will be a constrained problem unless $A$ is positive definite. When $A=A_{+}$is positive definite, then the dual problem is to minimize

$$
\begin{equation*}
\tilde{G}_{p}(y)=\frac{1}{2}\left\langle A^{-1} y, y\right\rangle-\frac{1}{q}\|y\|^{q} \tag{9.20}
\end{equation*}
$$

with $q=p /(p-1)$ being the dual index to $p$. This is similar to $F_{r}$ defined by (4.1) with $r(A)=A^{-1}$ and with $\|x\|$ replaced by $\|y\|^{q} / q$ with $1<q<2$.

Similarly the dual principle, defined by (9.15), to minimizing $G_{p}$ defined by (6.6) will be a constrained problem unless $A$ is negative definite. When $A$ is negative definite, the dual problem has the form (9.20) with $-A^{-1}$ in place of $A^{-1}$.

In summary, we have seen that the dual problems to minimizing $E_{q}$, with $1<q<2$ or $\mathscr{G}_{p}$ or $G_{p}$ under definiteness constraints, are new unconstrained problems. The other dual problems are constrained variational problems, some of which are well known. Essentially the dual problem will be unconstrained if and only if both $f_{1}^{*}$ and $f_{2}^{*}$ in (9.15) are finite everywhere. This occurs provided both $f_{1}$ and $f_{2}$ are coercive on $\mathbb{R}^{n}$.
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# AN EXISTENCE AND UNIQUENESS THEOREM FOR DIFFERENCE EQUATIONS* 
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#### Abstract

The nonlinear difference equation $P y(t-k)=f(t, y(t))$ with $(j, n-j)$-conjugate boundary conditions is considered, where $P y(t-k)=0$ is an $n$ th-order linear difference equation and $k$ is a fixed integer, $0 \leq k<n$. Peterson considered this type of problem for the cases $j=n-1$ and $j=1$. This paper extends his results to the ( $j, n-j$ )-problem. A comparison theorem for solutions of related linear inequalities is obtained, leading to some disconjugacy results. Then a shooting method type of proof is used to prove existence and uniqueness theorems for certain boundary value problems where $f$ satisfies a two-sided Lipschitz condition.
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1. Introduction. In this paper we are interested in proving existence and uniqueness theorems for boundary value problems for the nonlinear difference equation

$$
\begin{equation*}
P y(t-k)=f(t, y(t)), \quad t \in[a+k, b+k], \tag{1}
\end{equation*}
$$

where $f(t, y)$ is a continuous function of $y$ for each fixed $t$ in the interval of integers $[a+k, b+k]$. Here, $k$ and $n$ are fixed integers with $0 \leq k<n$, and

$$
P y(t) \equiv \sum_{i=0}^{n} \alpha_{i}(t) y(t+i), \quad t \in[a, b]
$$

where $\alpha_{n}(t) \equiv 1$. We will be interested in $(j, n-j)$ boundary conditions of the form

$$
\begin{aligned}
& y(a+i)=A_{i}, \quad 0 \leq i \leq j-1 \\
& y(b+n-i)=B_{i}, \quad 0 \leq i \leq n-j-1,
\end{aligned}
$$

where $1 \leq j \leq n-1$.
A number of recent papers have considered linear and nonlinear equations of the form (1). The case $n=2$ and $k=1$ is discussed in [7], [8], [10], [11], and the case $n=4$ and $k=2$ is discussed in [3], [9], [17]. More general $n$ and $k$ are considered in [14]. The main existence-uniqueness theorem presented here will use a shooting method type of proof. Examples of this method applied to difference equations can be found in [1] and [14].
2. Preliminaries. We are motivated by the results of Peterson in [14] for certain ( $n-1,1$ ) and ( $1, n-1$ ) problems. First, we give some basic definitions. For these definitions, let $L$ be defined by $L y(t)=\sum_{i=0}^{n} \beta_{i}(t) y(t+i)$ for $t \in[a, b]$, where $\beta_{n}(t) \equiv 1$ and $\beta_{0}(t) \neq 0$ for $t \in[a, b]$.

Definition (Hartman [5]). Let $y(t)$ be a solution of $L y(t)=0$. We say $y$ has a generalized zero at $t_{0}$ in case either $y\left(t_{0}\right)=0$ or there exists an integer $j$ with

[^84]$1 \leq j \leq t_{0}-a$ such that
\[

$$
\begin{aligned}
& (-1)^{j} y\left(t_{0}-j\right) y\left(t_{0}\right)>0, \\
& y(t)=0, \quad t_{0}-j<t<t_{0} .
\end{aligned}
$$
\]

We say that $L y(t)=0$ is disconjugate on $[a, b+n]$ if no solution $y \not \equiv 0$ has $n$ generalized zeros.

The condition $(-1)^{n} \beta_{0}(t)>0$ on $[a, b]$ is necessary for $L y(t)=0$ to be disconjugate on $[a, b+n]$. Further discussion concerning this condition can be found in [5] and [13].

Definition (Peterson [14]). Let $J$ be a subinterval of $[a, b+n]$ with card $J \geq n$, and let $1 \leq j \leq n-1$. We say that $L y(t)=0$ is right $(j, n-j)$-disconjugate on $J$ provided there is no nontrivial solution $y(t)$ and integers $\alpha, \beta \in J$ with $\alpha+j \leq$ $\beta \leq \beta+n-j-1 \in J$ such that

$$
\begin{aligned}
& y(\alpha+i)=0, \quad 0 \leq i \leq j-1 \\
& y(\beta+i)=0, \quad 0 \leq i \leq n-j-2
\end{aligned}
$$

and $y$ has a generalized zero at $\beta+n-j-1$. Similarly, we say that $L y(t)=0$ is left ( $j, n-j$ )-disconjugate on $J$ provided there is no nontrivial solution $y(t)$ and integers $\alpha, \beta \in J$ with $\alpha+j \leq \beta \leq \beta+n-j-1 \in J$ such that

$$
\begin{aligned}
& y(\alpha+i)=0, \quad 0 \leq i \leq j-2 \\
& y(\beta+i)=0, \quad 0 \leq i \leq n-j-1
\end{aligned}
$$

and $y$ has a generalized zero at $\alpha+j-1$.
In this paper, we will say that $L y(t)=0$ is $(j, n-j)$-disconjugate on an interval $J$ provided it is both right $(j, n-j)$-disconjugate and left $(j, n-j)$-disconjugate on $J$. Some results on disconjugacy and right and left disconjugacy can be found in [14] and in the references given there.

If $L y(t)=0$ is right ( $j, n-j$ )-disconjugate, then for each fixed $s \in[a, b]$, there is a unique solution $G(t, s)$ of the boundary value problem

$$
\begin{align*}
& L u(t)=\delta_{t s}, \quad t \in[a, b], \\
& u(a+i)=0, \quad 0 \leq i \leq j-1,  \tag{2}\\
& u(b+n-i)=0, \quad 0 \leq i \leq n-j-1,
\end{align*}
$$

where $\delta_{t s}$ is the Kronecker delta. In this case, $G(t, s)$ is called the Green's function for (2), and the unique solution of $L y(t)=h(t)$ with boundary conditions in (2) is given by

$$
y(t)=\sum_{s=a}^{b} G(t, s) h(s), \quad t \in[a, b+n] .
$$

Some of our results use the following theorem concerning the sign of the Green's function (see [15, Thm. 1]). This theorem requires that the equation $L u(t)=0$ be defined on a larger interval. As in [15], whenever necessary we extend the coefficients by defining $\beta_{i}(t)=\beta_{i}(a)$ for $t<a$, and $\beta_{i}(t)=\beta_{i}(b)$ for $t>b$.

Theorem 2.1. Assume $2 \leq j \leq n-1$ and $L u(t)=0$ is $(i, n-i)$-disconjugate on $[a+j-i, b+n+j-i]$ for $i=j-1, \cdots, n-1$. Then the Green's function $G(t, s)$ for the ( $j, n-j$ )-boundary value problem

$$
\begin{aligned}
& L u(t)=\delta_{t s}, \\
& u(a+i)=0, \quad 0 \leq i \leq j-1, \\
& u(b+n-i)=0, \quad 0 \leq i \leq n-j-1,
\end{aligned}
$$

satisfies

$$
(-1)^{n-j} G(t, s)>0, \quad t \in[a+j, b+j], s \in[a, b] .
$$

Remark. In the case that $j=n-1$, Theorem 2.1 requires that $L u(t)=0$ be ( $n-2,2$ )-disconjugate on $[a+1, b+n+1]$. However, Peterson [12, Thm. 8] has shown that in the case of an $(n-1,1)$-problem, we can assume that the equation is ( $n-2,2$ )-disconjugate on $[a, b+n]$.

We will first prove some comparison theorems for solutions to certain inequalities related to the difference equations

$$
\begin{align*}
& P u(t-k)=q_{1}(t) u(t)  \tag{3}\\
& P v(t-k)=q_{2}(t) v(t) \tag{4}
\end{align*}
$$

where

$$
\begin{equation*}
q_{1}(t) \geq q_{2}(t), \quad t \in[a+k, b+k] . \tag{5}
\end{equation*}
$$

In Peterson's paper [14], it was assumed that $1 \leq k<n$. Together with the requirement that $(-1)^{n} \alpha_{0}(t)>0$, this guaranteed that no nontrivial solution of $P y(t-$ $k)=p(t) y(t)$ has $n-1$ zeros at $t, \cdots, t+n-2$ and a generalized zero at $t+n-1$. In the case that $k=0$, the corresponding condition is that $(-1)^{n}\left[\alpha_{0}(t)-p(t)\right]>0$ for $t \in[a, b]$. Note that if $P y(t)=p(t) y(t)$ is right $(j, n-j)$-disconjugate for some $j$, then this condition necessarily holds.

The following is a modification of the comparison theorem in [14, Thm. 1].
Theorem 2.2. Assume $u(t)$ is a solution of

$$
P u(t-k) \geq q_{1}(t) u(t)
$$

with $u(t) \geq 0$ on $[a+k, b+k]$, and $v(t)$ is a solution of

$$
P v(t-k) \leq q_{2}(t) v(t)
$$

such that $u(a+i)=v(a+i), 0 \leq i \leq n-1$. If (5) holds and (4) is right ( $n-1,1)-$ disconjugate on $[a, b+n]$, then $u(t) \geq v(t)$ for $t \in[a, b+n]$.

Proof. Let $w(t)=u(t)-v(t)$. Then

$$
\begin{aligned}
P w(t-k) & =P u(t-k)-P v(t-k) \\
& \geq q_{1}(t) u(t)-q_{2}(t) v(t) .
\end{aligned}
$$

Hence,

$$
P w(t-k)-q_{2}(t) w(t) \geq\left[q_{1}(t)-q_{2}(t)\right] u(t)
$$

and so $w(t)$ is a solution of

$$
\begin{aligned}
& P w(t-k)-q_{2}(t) w(t)=\Phi(t)+\left[q_{1}(t)-q_{2}(t)\right] u(t) \\
& w(a+i)=0, \quad 0 \leq i \leq n-1,
\end{aligned}
$$

with $\Phi(t) \geq 0$ on $[a+k, b+k]$. By the variation of constants formula (see Peterson [14]),

$$
w(t)=\sum_{s=a+k}^{t+k-1} U(t, s-k+1)\left[\Phi(s)+\left(q_{1}(s)-q_{2}(s)\right) u(s)\right]
$$

where $U(t, s)$ is the solution of (4) satisfying

$$
\begin{aligned}
& U(s+i, s)=0, \quad 0 \leq i \leq n-2, \\
& U(s+n-1, s)=1
\end{aligned}
$$

Since (4) is right ( $n-1,1$ )-disconjugate, wer have that $U(t, s)>0$ on $[s+n-1, b+n]$. Note that in the variation of constants formula, $t \geq s-k+1$ and all the terms are nonnegative for $s \in[a+k, b+k]$. Since the terms of the sum are understood to be zero for $s>b+k$, we obtain $w(t) \geq 0$. Hence, $u(t) \geq v(t)$ for $t \in[a, b+n]$.

Corollary 2.3. Assume (4) is right ( $n-1,1$ )-disconjugate on $[a, b+n]$ and (5) holds. If the coefficient $\beta_{0}$ of $u(t-k)$ in (3) satisfies $(-1)^{n} \beta_{0}(t)>0$ on $[a, b]$, then (3) is right ( $n-1,1$ )-disconjugate.

The work in this paper was motivated by the following existence and uniqueness result from Peterson [14, Thm. 3]. Peterson's proof makes use of the comparison result in Theorem 2.2.

Theorem 2.4. Assume there is a function $p(t)$ defined on $[a+k, b+k]$ such that

$$
f(t, u)-f(t, v) \geq p(t)[u-v]
$$

when $u \geq v, t \in[a+k, b+k]$. If $P y(t-k)=p(t) y(t)$ is right $(n-1,1)$-disconjugate on $[a, b+n]$, then the boundary value problem (1),

$$
\begin{aligned}
& y(a+i)=A_{i}, \quad 0 \leq i \leq n-2 \\
& y(b+n)=B
\end{aligned}
$$

has a unique solution.
3. Existence and uniqueness. We wish to generalize the results of $\S 2$ to the ( $j, n-j$ )-problem. We begin with the following analogue of the comparison result in Theorem 2.2.

Theorem 3.1. Assume $u(t)$ is a solution of

$$
P u(t-k) \geq q_{1}(t) u(t)
$$

and $v(t)$ is a solution of

$$
P v(t-k) \leq q_{2}(t) v(t)
$$

with $v(t) \geq 0$ for $t \in[a+k, b+k]$, and

$$
\begin{aligned}
& u(a+i)=v(a+i), \quad 0 \leq i \leq n-2 \\
& u(b+n)=v(b+n)
\end{aligned}
$$

If (4) is right $(n-1,1)$-disconjugate on $[a, b+n]$, (3) is $(n-2,2)$-disconjugate on $[a, b+n]$, and (5) holds, then $v(t) \geq u(t)$ for $t \in[a, b+n]$.

Proof. By Corollary 2.3, (3) is right ( $n-1,1$ )-disconjugate on $[a, b+n]$. Set $w(t)=v(t)-u(t)$ for $t \in[a, b+n]$. Then

$$
P w(t-k)=P v(t-k)-P u(t-k) \leq q_{2}(t) v(t)-q_{1}(t) u(t)
$$

and so

$$
P w(t-k)-q_{1}(t) w(t) \leq\left[q_{2}(t)-q_{1}(t)\right] v(t)
$$

Hence, $w(t)$ is a solution of

$$
\begin{align*}
& P w(t-k)-q_{1}(t) w(t)=\Phi(t)+\left[q_{2}(t)-q_{1}(t)\right] v(t) \\
& w(a+i)=0, \quad 0 \leq i \leq n-2  \tag{6}\\
& w(b+n)=0,
\end{align*}
$$

where $\Phi(t) \leq 0$ on $[a+k, b+k]$. Then

$$
w(t)=\sum_{s=a+k}^{b+k} G(t, s-k)\left[\Phi(s)+\left(q_{2}(s)-q_{1}(s)\right) v(s)\right]
$$

where $G(t, s)$ is the Green's function for (6). Since (3) is both ( $n-1,1$ )-disconjugate and ( $n-2,2$ )-disconjugate, we have by Theorem 2.1 and Remark 2 that $G(t, s)<0$, $t \in[a+n-1, b+n-1]$. Also, $v(t) \geq 0$ and $q_{2}(t)-q_{1}(t) \leq 0, t \in[a+k, b+k]$, imply that $w(t) \geq 0$ for $t \in[a, b+n]$. Hence $v(t) \geq u(t)$ for $t \in[a, b+n]$.

Corollary 3.2. If (4) is right $(n-1,1)$-disconjugate and (3) is $(n-2,2)$ disconjugate and (5) holds, then (4) is right ( $n-2,2$ )-disconjugate.

Proof. By Corollary 2.3, (3) is right ( $n-1,1$ )-disconjugate. Assume $c, d \in$ [ $a, b+n-1$ ] with $c+n-2<d$ and $v(t)$ is a solution of (4) with

$$
\begin{aligned}
& v(c+i)=0, \quad 0 \leq i \leq n-3, \\
& v(c+n-2)=1, \\
& v(d)=0 .
\end{aligned}
$$

It suffices to show $v(t)$ does not have a generalized zero at $d+1$. Suppose, on the contrary, that $v(t)$ has a generalized zero at $d+1$. Without loss of generality, assume $d$ is the smallest integer greater than $c+n-2$ such that $v(d)=0$ and $v$ has a generalized zero at $d+1$.

First consider the case $v(t) \geq 0$ on $[c, d]$. Note that by the choice of $d, v(d-1)>0$ and hence we must have $v(d+1) \geq 0$. Let $u(t)$ be the solution of (3) with

$$
\begin{aligned}
& u(c+i)=v(c+i), \quad 0 \leq i \leq n-2, \\
& u(d+1)=v(d+1) .
\end{aligned}
$$

By Theorem 3.1, $v(t) \geq u(t)$ on $[c, d+1]$, and so $u(d) \leq 0$. But then $u(t)$ has $n-2$ consecutive zeros followed by two generalized zeros, contradicting that (3) is both right ( $n-1,1$ )-disconjugate and right ( $n-2,2$ )-disconjugate (see [12, Thm. 7]).

Now consider the case $v(t)<0$ for some $t \in[c+n-1, d-1]$. Let $v_{1}(t)$ be the solution of (4),

$$
\begin{aligned}
& v(c+i)=0, \quad 0 \leq i \leq n-2, \\
& v(c+n-1)=-1
\end{aligned}
$$

Then $v_{1}(t)<0$ on $[c+n-1, d]$ and there exists $\alpha>0$ such that

$$
w(t) \equiv v(t)-\alpha v_{1}(t) \geq 0, \quad t \in[c, d]
$$

with equality holding at some $t_{0} \in[c+n-1, d-1]$. We can assume $t_{0} \geq c+n-1$ is the first point such that $w\left(t_{0}\right)=0$. Then $w(t) \geq 0$ satisfies

$$
\begin{aligned}
& P w(t-k)=q_{2}(t) w(t) \\
& w(c+i)=0, \quad 0 \leq i \leq n-3 \\
& w(c+n-2)=1 \\
& w\left(t_{0}\right)=0
\end{aligned}
$$

and $w(t)$ has a generalized zero at $t_{0}+1$. Applying the first case to $w(t)$ on $\left[c, t_{0}+1\right]$ leads to a contradiction.

In some of the proofs which follow, uniqueness of solutions to certain boundary value problems for (1) is coupled with the Brouwer Invariance of Domain Theorem [2] to obtain that solutions depend continously on boundary conditions. A typical argument verifying this continuous dependence on boundary conditions can be found in [6].

We are now ready to prove an existence-uniqueness theorem for the ( $n-2,2$ )problem. This theorem is an extension of Theorem 2.4.

Theorem 3.3. Assume there exist functions $p(t)$ and $r(t)$ defined on $[a+k, b+k]$ such that

$$
p(t)[u-v] \leq f(t, u)-f(t, v) \leq r(t)[u-v]
$$

whenever $u \geq v, t \in[a+k, b+k]$. If $P y(t-k)=p(t) y(t)$ is right $(n-1,1)$-disconjugate on $[a, b+n]$ and $P u(t-k)=r(t) u(t)$ is $(n-2,2)$-disconjugate on $[a, b+n]$, then the boundary value problem (1),

$$
\begin{align*}
& y(a+i)=A_{i}, \quad 0 \leq i \leq n-3, \\
& y(b+n-i)=B_{i}, \quad 0 \leq i \leq 1, \tag{7}
\end{align*}
$$

has a unique solution.
Proof. We will use the shooting method in this proof. By Theorem 2.4, there exists a unique solution $y(t, m)$ of the boundary value problem (1),

$$
\begin{aligned}
& y(a+i)=A_{i}, \quad 0 \leq i \leq n-3, \\
& y(a+n-2)=m, \\
& y(b+n)=B_{0} .
\end{aligned}
$$

Let $S=\{y(b+n-1, m) \mid m \in \mathbf{R}\}$. A standard argument using the Brouwer Invariance of Domain Theorem shows that $y(b+n-1, m)$ is a continuous function of $m$. Hence, $S$ is a nonempty connected set. Thus to prove existence, it suffices to show that $S$ is neither bounded below nor above.

Fix $m_{1}>m_{2}$ and set

$$
z(t)=\frac{y\left(t, m_{1}\right)-y\left(t, m_{2}\right)}{m_{1}-m_{2}}
$$

Note that

$$
\begin{aligned}
P z(t-k) & =\frac{P y\left(t-k, m_{1}\right)-P y\left(t-k, m_{2}\right)}{m_{1}-m_{2}} \\
& =\frac{f\left(t, y\left(t, m_{1}\right)\right)-f\left(t, y\left(t, m_{2}\right)\right)}{m_{1}-m_{2}}
\end{aligned}
$$

Now define

$$
q(t)= \begin{cases}\frac{f\left(t, y\left(t, m_{1}\right)\right)-f\left(t, y\left(t, m_{2}\right)\right)}{y\left(t, m_{1}\right)-y\left(t, m_{2}\right)}, & y\left(t, m_{1}\right) \neq y\left(t, m_{2}\right) \\ p(t), & y\left(t, m_{1}\right)=y\left(t, m_{2}\right)\end{cases}
$$

Then $z(t)$ is the solution of the boundary value problem

$$
\begin{aligned}
& P z(t-k)=q(t) z(t), \\
& z(a+i)=0, \quad 0 \leq i \leq n-3, \\
& z(a+n-2)=1, \\
& z(b+n)=0
\end{aligned}
$$

Note also that $p(t) \leq q(t) \leq r(t)$ for $t \in[a+k, b+k]$. Since $P y(t-k)=p(t) y(t)$ is right ( $n-1,1$ )-disconjugate, we have that both

$$
\begin{equation*}
P z(t-k)=q(t) z(t) \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
P u(t-k)=r(t) u(t) \tag{9}
\end{equation*}
$$

are right ( $n-1,1$ )-disconjugate by Corollary 2.3 . Now use the fact that ( 9 ) is also ( $n-2,2$ )-disconjugate and apply Corollary 3.2 to obtain that ( 8 ) is right ( $n-2,2$ )disconjugate. It follows that $z(t) \geq 0$ on $[a, b+n]$. Next, apply Theorem 3.1 to obtain that $z(t) \geq u(t)$, where $u(t)$ is the solution of (9),

$$
\begin{aligned}
& u(a+i)=z(a+i), \quad 0 \leq i \leq n-2, \\
& u(b+n)=z(b+n) .
\end{aligned}
$$

Hence,

$$
y\left(t, m_{1}\right)-y\left(t, m_{2}\right) \geq u(t)\left(m_{1}-m_{2}\right)
$$

for $t \in[a, b+n]$. Letting $t=b+n-1$ we obtain

$$
\begin{equation*}
y\left(b+n-1, m_{1}\right)-y\left(b+n-1, m_{2}\right) \geq u(b+n-1)\left(m_{1}-m_{2}\right) . \tag{10}
\end{equation*}
$$

Since (9) is both $(n-1,1)$ and ( $n-2,2$ )-disconjugate on $[a, b+n]$, it follows from [12, Thm. 7] that $u(t)>0$ on [ $a+n-2, b+n-1]$. Letting $m_{1} \rightarrow \infty$ we see that

$$
\lim _{m \rightarrow \infty} y(b+n-1, m)=\infty
$$

and similarly, letting $m_{2} \rightarrow-\infty$ we see that

$$
\lim _{m \rightarrow-\infty} y(b+n-1, m)=-\infty
$$

It follows that $S=\mathbf{R}$ and the existence part of the proof is complete.
For the uniqueness of solutions, suppose on the contrary that $y_{1}(t)$ and $y_{2}(t)$ are distinct solutions of the boundary value problem (1), (7). Since solutions to the ( $n-1,1$ )-problem are unique, we can write $y_{1}(t)=y\left(t, m_{1}\right), y_{2}(t)=y\left(t, m_{2}\right)$, for some $m_{1} \neq m_{2} \in \mathbf{R}$. Without loss of generality, we can assume that $m_{1}>m_{2}$. But then (10) shows that $y\left(b+n-1, m_{1}\right) \neq y\left(b+n-1, m_{2}\right)$, contradicting the assumption that both $y_{1}(t)$ and $y_{2}(t)$ were solutions to the same ( $n-2,2$ )-problem. Hence the uniqueness condition is satisfied and the proof is complete.

Example. Let $\Delta$ be defined by $\Delta y(t)=y(t+1)-y(t)$ and consider the difference equation $\Delta^{5} y(t-1)=e^{1-t} \sin y(t)$ for $t \in[1,4]$. Note that for $u \geq v,-[u-v] \leq$ $e^{1-t}(\sin u-\sin v) \leq[u-v]$ for $t \in[1,4]$. Using [16, Thm. 2], we can show that the equation $\Delta^{5} y(t-1)=-y(t)$ is right $(4,1)$-disconjugate on $[0,8]$, and $\Delta^{5} y(t-1)=y(t)$ is $(3,2)$-disconjugate on $[0,8]$. By Theorem 3.3, there is a unique solution of the boundary value problem

$$
\begin{aligned}
& \Delta^{5} y(t-1)=e^{1-t} \sin y(t), \quad t \in[1,4] \\
& y(i)=A_{i}, \quad 0 \leq i \leq 2 \\
& y(8-i)=B_{i}, \quad 0 \leq i \leq 1
\end{aligned}
$$

We conclude with a comparison theorem and an existence-uniqueness theorem for the general case.

Theorem 3.4. Let $1 \leq j \leq n-1$. Assume $u(t)$ is a solution of

$$
P u(t-k) \geq q_{1}(t) u(t)
$$

and $v(t)$ is a solution of

$$
P v(t-k) \leq q_{2}(t) v(t)
$$

with

$$
\begin{aligned}
& u(a+i)=v(a+i), \quad 0 \leq i \leq j-1, \\
& u(b+n-i)=v(b+n-i), \quad 0 \leq i \leq n-j-1 .
\end{aligned}
$$

If one of the following holds:

1. $u(t) \geq 0$ on $[a+k, b+k]$ and (4) is either disconjugate on $[a, b+n]$ or ( $i, n-i$ )-disconjugate on $[a+j-i, b+n+j-i]$ for $j-1 \leq i<n$, or
2. $v(t) \geq 0$ on $[a+k, b+k]$ and (3) is either disconjugate on $[a, b+n]$ or $(i, n-i)-$ disconjugate on $[a+j-i, b+n+j-i]$ for $j-1 \leq i<n$, then $(-1)^{n-j} u(t) \geq(-1)^{n-j} v(t)$ for $t \in[a, b+n]$.

Proof. First assume that condition 1 holds. Set $w(t)=u(t)-v(t)$. Then

$$
P w(t-k)=P u(t-k)-P v(t-k) \geq q_{1}(t) u(t)-q_{2}(t) v(t)
$$

and so

$$
P w(t-k)-q_{2}(t) w(t) \geq\left(q_{1}(t)-q_{2}(t)\right) u(t) .
$$

Hence, $w(t)$ is a solution of

$$
\begin{align*}
& P w(t-k)-q_{2}(t) w(t)=\Phi(t)+\left[q_{1}(t)-q_{2}(t)\right] u(t) \\
& w(a+i)=0, \quad 0 \leq i \leq j-1,  \tag{11}\\
& w(b+n-i)=0, \quad 0 \leq i \leq n-j-1
\end{align*}
$$

where $\Phi(t) \geq 0$ on $[a+k, b+k]$. Then

$$
w(t)=\sum_{s=a+k}^{b+k} G(t, s-k)\left[\Phi(s)+\left(q_{1}(s)-q_{2}(s)\right) u(s)\right]
$$

where $G(t, s)$ is the Green's function for (11). By the disconjugacy assumptions on (4), we have that $(-1)^{n-j} G(t, s)>0, t \in[a+j, b+j]$. Since $u(t) \geq 0$ and $q_{1}(t)-q_{2}(t) \geq 0$ for $t \in[a+k, b+k]$, it follows that $(-1)^{n-j} w(t) \geq 0$ for $t \in[a, b+n]$. Hence, in this case, $(-1)^{n-j} u(t) \geq(-1)^{n-j} v(t)$ for $t \in[a, b+n]$.

The proof in the case where condition 2 holds is similar and will be omitted.
Theorem 3.5. Let $1 \leq j \leq n-1$. Assume there exist functions $p(t), r(t)$, defined on $[a, b]$ such that

$$
p(t)[u-v] \leq f(t, u)-f(t, v) \leq r(t)[u-v]
$$

whenever $u \geq v, t \in[a, b]$. If $P y(t)=p(t) y(t)$ and $P y(t)=r(t) y(t)$ are disconjugate on $[a, b+n]$, then the boundary value problem

$$
\begin{aligned}
& P y(t)=f(t, y(t)), \quad t \in[a, b] \\
& y(a+i)=A_{i}, \quad 0 \leq i \leq j-1, \\
& y(b+n-i)=B_{i}, \quad 0 \leq i \leq n-j-1,
\end{aligned}
$$

## has a unique solution.

Proof. The proof is by induction on decreasing values of $j$. The cases $j=n-1$ and $j=n-2$ are contained in Theorems 2.4 and 3.3. Assume $j \leq n-3$ and that the theorem holds if $j$ is replaced by $j+1$. Then there exists a unique solution $y(t, m)$ to the ( $j+1, n-j-1$ )-problem

$$
\begin{aligned}
& P y(t)=f(t, y(t)), \quad t \in[a, b] \\
& y(a+i)=A_{i}, \quad 0 \leq i \leq j-1, \\
& y(a+j)=m, \\
& y(b+n-i)=B_{i}, \quad 0 \leq i \leq n-j-2 .
\end{aligned}
$$

Fix $m_{1}>m_{2}$ and define $z(t)$ and $q(t)$ as in the proof of Theorem 3.3. Then $z(t)$ is the solution of the boundary value problem

$$
\begin{aligned}
& P z(t)=q(t) z(t) \\
& z(a+i)=0, \quad 0 \leq i \leq j-1 \\
& z(a+j)=1, \\
& z(b+n-i)=0, \quad 0 \leq i \leq n-j-2
\end{aligned}
$$

Note that $p(t) \leq q(t) \leq r(t)$ for $t \in[a, b]$. By results of Eloe [4] and Peterson [13], the equation $P z(t)=q(t) z(t)$ is disconjugate on $[a, b+n]$.

To simplify the notation, we consider the case that $n-j$ is odd; the case for $n-j$ even is similar. Let $v(t)$ be the solution of

$$
\begin{aligned}
& P v(t)=p(t) v(t) \\
& v(a+i)=z(a+i), \quad 0 \leq i \leq j \\
& v(b+n-i)=z(b+n-i), \quad 0 \leq i \leq n-j-2
\end{aligned}
$$

By the disconjugacy assumptions, we have $v(t) \geq 0$ for $t \in[a, b+n]$. By Theorem 3.4, it follows that $z(t) \geq v(t)$ for $t \in[a, b+n]$.

The remainder of the proof can be modeled after the proof of Theorem 3.3. $\square$
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# HIDDEN VARIABLE FRACTAL INTERPOLATION FUNCTIONS* 

M. F. BARNSLEY $\dagger$, J. ELTON $\dagger$, D. HARDIN $\ddagger$, AND P. MASSOPUST§

$$
\begin{aligned}
& \text { Abstract. Interpolation functions } f:[0,1] \rightarrow \mathbb{R} \text { of the following nature are constructed. Given data } \\
& \qquad\left\{\left(t_{n}, x_{n}\right) \in[0,1] \times \mathbb{R}: n=0,1,2, \cdots, N\right\}
\end{aligned}
$$

with $0=t_{0}<t_{1}<\cdots<t_{N}=1, f$ obeys

$$
f\left(t_{n}\right)=x_{n}, \quad n=0,1,2, \cdots, N .
$$

Furthermore, the graph of $f$ is the projection of a set $G$ in $\mathbb{R}^{M}$ ( $M$ an integer greater than or equal to 2 ) that is homeomorphic to $[0,1]$ and is the attractor for an iterated function system consisting of affine maps in $\mathbb{R}^{M}$. The latter characterization ensures that $f$ can be computed rapidly while possessing many "hidden" variables, on which its values continuously depend, which allow great flexibility and diversity in the interpolant, making it potentially useful in approximation theory. Estimates and exact values for the fractal dimensions of $G$ and the graph of $f$ are obtained.

Key words. fractal, self-affine, iterated function systems, fractal dimension, fractal interpolation
AMS(MOS) subject classifications. 26A30, 41A30, $58 \mathrm{~F} 12,58 \mathrm{~F} 13$

1. Introduction. A function $F:[0,1] \rightarrow \mathbb{R}^{n}$ is self-affine if its graph $G$ obeys

$$
G=\bigcup w_{i}(G)
$$

where the union is over a finite set of affine maps $w_{i}: \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n+1}$. There has been recent interest in such functions with $n=1$ because of their potential utility in approximation theory [B], [BH] and in computer graphics [DHN]. Specific properties when $n=1$ include the availability of fast algorithms for computing the values of such functions; the possibility of choosing the $w_{i}$ so that $F$ interpolates given values; and the computability of their moments $\int_{0}^{1} x^{n} F(x) d x$, their indefinite integrals

$$
\int_{0}^{x} \int_{0}^{x_{1}} \cdots \int_{0}^{x_{p}} F\left(x_{p+1}\right) d x_{p+1} d x_{p} \cdots d x_{1},
$$

and their Fourier transforms, $\hat{F}(k)=\int_{0}^{1} e^{i k x} F(x) d x$. Moreover, in the case of equally spaced interpolation points, the fractal dimension of these functions can be expressed in terms of the coefficients in the affine transformations. Such functions yield solutions to special types of functional equations [H], and have been related to special types of dynamical systems [HM] for which Lyapunov exponent calculations can be made.

Here our main aim is to show how the class of one-dimensional interpolation functions can be usefully widened by considering the projections of the graphs of higher-dimensional self-affine functions. We show that we still have the advantages of rapid computability, the feasibility of interpolation, and the ability to express the fractal dimension in terms of underlying parameters. The class of functions obtained is much more diverse because their values depend continuously on all of the "hidden" variables, namely, the coefficients of the possibly high-dimensional affine maps that determine the function. In pursuing our main aim we will reveal a number of facts about multidimensional curves, including space-filling and fractal-filling curves, that are surprising and suggest new lines of investigation and applications.

[^85]

Fig. 1. The Sierpinski triangle. $A, B, C, D, E, F$ label vertices of three subtriangles.


Fig. 2. 0,1 , and 2 label the images of the large triangle under maps $w_{0}, w_{1}$, and $w_{2}$, respectively.


Fig. 3. $00,01, \cdots, 22$ label the images of the triangles in Fig. 2 under the maps $w_{0}, w_{1}$, and $w_{2}$.

We show how the class of functions introduced here was conceived. Let $S \subset \mathbb{R}^{2}$ denote the Sierpinski triangle, illustrated in Fig. 1 and specified more precisely below. Label points $A, B, C, D, E$, and $F$ on $S$ as in Fig. 1. Let $w_{0}, w_{1}, w_{2}$ be three affine transformations $w_{i}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$, of the form

$$
w\binom{x}{y}=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{x}{y}+\binom{e}{f}
$$

where $a, b, c, d, e$, and $f$ are real constants. The maps are uniquely specified by the requirements $w_{0}(A)=A, w_{0}(E)=B, w_{0}(C)=F, w_{1}(A)=F, w_{1}(E)=E, w_{1}(C)=D$, $w_{2}(A)=D, w_{2}(E)=B, w_{2}(C)=C$. Thus $w_{0}$ takes the triangle $A C E$ onto the subtriangle $A F B, w_{1}$ takes $A C E$ onto $F D E$, and $w_{2}$ takes $A C E$ onto $B D C$. The orientations are important as we will see. Each map is a strict contraction, and $S$ is the unique compact subset of $\mathbb{R}^{2}$ so that $[\mathrm{BD}],[\mathrm{H}]$

$$
S=\bigcup_{i=0}^{2} w_{i}(S)
$$

We now construct a continuous map $\phi$ of $[0,1]$ onto $S$. Each point of $S$ possesses at least one address, which consists of a triadic decimal $\sigma=. \sigma_{1} \sigma_{2} \sigma_{3} \cdots \sigma_{n} \cdots$, where $\sigma_{i} \in\{0,1,2\}$, and each $\sigma \in[0,1]$ corresponds to a unique point on $S$ (see [BD], [H]). The point $\phi(\sigma) \in S$ corresponding to $\sigma \in[0,1]$ may be computed by

$$
\phi(\sigma)=\lim _{n \rightarrow \infty} w_{\sigma_{1}} \circ w_{\sigma_{2}} \circ \cdots \circ w_{\sigma_{n}}(A) .
$$

This addressing system is readily understood: the original large triangle is mapped onto three smaller triangles labeled 0,1 , and 2 under maps $w_{0}, w_{1}$, and $w_{2}$, respectively; see Fig. 2. All addresses that begin with .0 correspond to points in region 0 . Now apply all three maps to the latter subtriangles to obtain nine smaller triangles labeled 00 , $01, \cdots, 22$ as illustrated in Fig. 3. All addresses that begin with .12 correspond to points that lie in the region labeled 12.

We can show [H], [B] that the map $\phi:[0,1] \rightarrow S$ is continuous; see also § 2.2. The curve obtained can be thought of as a "space"-filling curve where the space is $S$ with fractal dimension $\log 3 / \log 2$. This curve can also be obtained as the limit of the recursive refinement procedure suggested in Fig. 4; we find a sequence of piecewise linear functions $\phi_{n}:[0,1] \rightarrow S$ that converges uniformly to $\phi$.

Now let us write $\phi(t)=(f(t), h(t))$. Then $f:[0,1] \rightarrow \mathbb{R}$ is an example of the type of function discussed in this paper, which we call a hidden variable fractal interpolation function. A plot of $f(t)$ corresponding to $A=(0,0), C=(1,0)$, and $E=\left(\frac{1}{2}, \sqrt{3} / 2\right)$ is shown in Fig. 5. First, we note that $f(t)$ is not self-affine: its graph does not consist of the union of affine images of itself. Second, $f(t)$ can be computed using standard iterated function system (IFS) algorithms, which are rapid because the graph of $f$ is the projection of the attractor for a set of three-dimensional affine maps. Third, the fractal dimension of $f$ can be computed exactly (it is $2-\log _{3} 2$ ). Fourth, given any set of data $\left(t_{i}, x_{i}\right)$ for $i=0,1,2, \cdots, N$, a generalization of the above procedure yields a function $f$ that interpolates the data while retaining many degrees of freedom.

The structure of this paper is as follows. In § 2 we review iterated function system (IFS) theory, including the basic characterization and computation of attractors of IFS; then we give the basic theorem on the existence of attractors of IFS that are graphs of certain functions with domains and ranges in compact metric spaces. These domains and ranges may themselves be fractal objects, characterized as attractors of IFS. We show, in particular, the construction by which these graphs can be made to


FIG. 4. Illustration of the generation of the "space-filling" curve $\phi:[0,1] \rightarrow S$ by recursive refinement.


Fig. 5. Plot of a hidden variable fractal function corresponding to a Sierpinski triangle, as described in the text.
interpolate data. Examples are given to illustrate the appearance and diversity of these functions.

In § 3 we estimate the fractal dimension of the graphs of certain functions that map attractors of IFS onto attractors of IFS, in the case where the IFSs are formed of similitudes that contract more on one attractor than on the other. When a certain open set condition prevails the estimate is the actual value.

Section 4 is devoted to the main hard theorem: (a) we prove the conjecture of Hardin and Massopust [HM] on the fractal dimension of self-affine functions in one dimension; (b) we compute the fractal dimension of certain hidden variable interpolation functions.

## 2. Construction of fractal interpolation functions.

2.1. Attractors of IFS and the deterministic algorithm for their evaluation. Let $K$ be a compact metric space with metric $d(\cdot, \cdot)$. Let $w_{i}: K \rightarrow K$ for $i=1,2, \cdots, N$, where $N$ is a finite positive integer, be strict contractions; that is, there exists a constant $0 \leqq s<1$ such that

$$
d\left(w_{i}(x), w_{i}(y)\right) \leqq s \cdot d(x, y) \quad \forall x, y \in K, \quad \forall i .
$$

We call $\left(K, w_{i}: i=1,2, \cdots, N\right)$ an IFS. (This definition of an iterated function system is more restrictive than elsewhere (see [BD], for example) but serves well for this paper.) There exists a unique compact set $A \subset K$ such that

$$
A=\bigcup w_{i}(A) .
$$

$\boldsymbol{A}$ is called the attractor of the IFS.
Let $H$ denote the set of nonempty compact subsets of $K$, and endow it with the Hausdorff metric

$$
h(B, C)=\max \left\{\max _{x \in B} \min _{y \in C} d(x, y), \max _{y \in C} \min _{x \in B} d(x, y)\right\}
$$

for all $B, C \in H$. Then $H$ is a complete metric space. Define $W: H \rightarrow H$ by

$$
W(B)=\bigcup w_{i}(B) .
$$

Then $W$ is a strict contraction with

$$
h(W(B), W(C)) \leqq s \cdot h(B, C) \quad \forall B, C \in H ;
$$

and $A$ is the unique fixed point of $W$.
The deterministic algorithm for the computation of $A$ is to choose any $A_{0} \in H$ and define

$$
A_{n+1}=W\left(A_{n}\right) .
$$

Then

$$
A=\lim _{n \rightarrow \infty} A_{n} .
$$

Suppose, for example, that $K=[0,1] \times[0,1] \subset \mathbb{R}^{2}$. Then $h\left(A_{n}, A\right) \leqq s^{n}(1-s)$, whence the number of iterations needed to evaluate $A$ to a desired precision is readily calculated.

The deterministic algorithm is well suited to the evaluation of $A$ when it is the graph of a function in $\mathbb{R}^{n}$. An illustration is given in Fig. 6, where we show the computation of an attractor for two affine maps in $\mathbb{R}^{2}$. In other situations, for example, when $A$ represents a digitized image, or not all the maps are contractions, or we are concerned with measures supported on $A$, the random iteration algorithm (described, for example, in [BD]) is more appropriate.


Fig. 6. A sequence of graphs of functions $A_{0}, A_{1}, A_{2}, \cdots$, computed using the deterministic algorithm, that converge to the attractor $A$ of an IFS in $\mathbb{R}^{2}$ consisting of a pair of affine maps.
2.2. Construction of functions using IFS. In this section we present a general construction for an IFS whose attractor is the graph of a function $F: I \rightarrow K$ where $J$ $(\supset I)$ and $K$ are compact metric spaces.

We use $d(\cdot, \cdot)$ for the distance function in both $J$ and $K$; the argument will specify which function is applied. We define a distance

$$
\begin{equation*}
d\left(\left(t_{1}, X_{1}\right),\left(t_{2}, X_{2}\right)\right)=d\left(t_{1}, t_{2}\right)+\theta d\left(X_{1}, X_{2}\right) \tag{2.1}
\end{equation*}
$$

between points $\left(t_{1}, X_{1}\right)$ and $\left(t_{2}, X_{2}\right)$ in $J \times K$, where $\theta>0$ is to be specified. Then $J \times K$ is a compact metric space.

Let $l: J \rightarrow J$ be a strict contraction: there is a constant $0 \leqq s_{1}<1$ so that

$$
\begin{equation*}
d\left(l\left(t_{1}\right), l\left(t_{2}\right)\right) \leqq s_{1} \cdot d\left(t_{1}, t_{2}\right) \quad \forall t_{1}, t_{2} \in J . \tag{2.2}
\end{equation*}
$$

Let $k: J \times K \rightarrow K$ and let there be constants $c$ and $s_{2}$, with $0 \leqq s_{2}<1$, so that

$$
\begin{align*}
& d\left(k\left(t_{1}, X\right), k\left(t_{2}, X\right)\right) \leqq c \cdot d\left(t_{1}, t_{2}\right) \quad \forall t_{1}, t_{2} \in J, \quad X \in K,  \tag{2.3}\\
& d\left(k\left(t, X_{1}\right), k\left(t, X_{2}\right)\right) \leqq s_{2} \cdot d\left(X_{1}, X_{2}\right) \quad \forall t \in J, \quad X_{1}, X_{2} \in K . \tag{2.4}
\end{align*}
$$

Lemma 2.1. If $\theta$ in (2.1) is equal to $\left(1-s_{1}\right) / 2 c$, then $W: J \times K \rightarrow J \times K$ defined by $W(t, X)=(l(t), k(t, X))$, with $l$ and $k$ as above, is a strict contraction.

Proof.

$$
\begin{aligned}
d\left(W\left(t_{1}, X_{1}\right), W\left(t_{2}, X_{2}\right)\right)= & d\left(l\left(t_{1}\right), l\left(t_{2}\right)\right)+\theta d\left(k\left(t_{1}, X_{1}\right), k\left(t_{2}, X_{2}\right)\right) \\
& \leqq s_{1} d\left(t_{1}, t_{2}\right)+\theta d\left(k\left(t_{1}, X_{1}\right), k\left(t_{2}, X_{1}\right)\right) \\
& +\theta d\left(k\left(t_{2}, X_{1}\right), k\left(t_{2}, X_{2}\right)\right) \\
& \leqq\left(s_{1}+\theta c\right) d\left(t_{1}, t_{2}\right)+\theta s_{2} d\left(X_{1}, X_{2}\right) \\
& \leqq q\left(d\left(t_{1}, t_{2}\right)+\theta d\left(X_{1}, X_{2}\right)\right) \\
= & q d\left(\left(t_{1}, X_{1}\right),\left(t_{2}, X_{2}\right)\right)
\end{aligned}
$$

where $q=\max \left\{\left(s_{1}+\theta c\right), s_{2}\right\}<1$.

Now we consider the following construction. Let $W_{i}: J \times K \rightarrow J \times K$ for $i=$ $1,2, \cdots, N$ be a finite set of maps of the structure

$$
\begin{equation*}
W_{i}(t, X)=\left(l_{i}(t), k_{i}(t, X)\right) \tag{2.5}
\end{equation*}
$$

where $l_{i}, k_{i}$ obey (2.2)-(2.4), and let $\theta$ in (2.1) be chosen according to Lemma 2.1. Then ( $J \times K, W_{i}: i=1,2, \cdots, N$ ) is an IFS and possesses a unique attractor $G$. Also $\left(J, l_{i}: i=1,2, \cdots, N\right)$ is an IFS; we denote its attractor by $I$. Let $P_{t}: J \times K \rightarrow J$ be the projection operator defined by $P_{t}(t, X)=t$ for all $(t, X) \in J \times K$. Then clearly $P_{t} G=I$. We will give conditions so that $G$ is the graph of a function $F: I \rightarrow K$.

Let

$$
\begin{equation*}
\left(t_{j}, X_{j}\right) \in J \times K \text { for } j=0,1,2, \cdots, N \tag{2.6}
\end{equation*}
$$

and suppose

$$
\begin{array}{r}
W_{i}\left(t_{0}, X_{0}\right)=\left(t_{i-1}, X_{i-1}\right) \quad \text { and } \quad W_{i}\left(t_{N}, X_{N}\right)=\left(t_{i}, X_{i}\right)  \tag{2.7}\\
\quad \text { for } i=1,2, \cdots, N .
\end{array}
$$

Then $\left\{\left(t_{j}, X_{j}\right): i=0,1, \cdots, N\right\} \subset G$ because $\left(t_{0}, X_{0}\right) \in G$ as it is the fixed point of $W_{1}$, $\left(t_{N}, X_{N}\right) \in G$ as it is the fixed point of $W_{N}$, and $\left(t_{i}, X_{i}\right) \in G$ for $i=1,2, \cdots, N-1$ as $W_{i}\left(t_{N}, X_{N}\right)=\left(t_{i}, X_{i}\right)$.

Now assume that the maps $l_{i}: I \rightarrow I$ are invertible over their ranges $l_{i}(I)$, that

$$
\begin{gather*}
l_{i}(I) \cap l_{j}(I)=\phi \quad \text { when }|i-j| \notin\{0,1\},  \tag{2.8}\\
l_{i}(I) \cap l_{i+1}(I)=t_{i} \quad \text { for } i=1,2, \cdots, N-1 . \tag{2.9}
\end{gather*}
$$

Theorem 1. Let $\left\{J \times K, W_{i}: i=1,2, \cdots, N\right\}$ be an IFS of the special structure described above, so that it obeys (2.5)-(2.9). Then its attractor $G$ is the graph of a continuous function $F: I \rightarrow K$ such that

$$
F\left(t_{j}\right)=X_{j} \quad \text { for } j=0,1,2, \cdots, N
$$

Proof. $I$ is a compact metric space with the distance function $d$ inherited from $J$. Let $\mathscr{F}=\left\{f: I \rightarrow K: f\right.$ is continuous on $\left.I, f\left(t_{0}\right)=X_{0}, f\left(t_{N}\right)=X_{N}\right\}$. Define a metric $d$ on $\mathscr{F}$ by

$$
d\left(f_{1}, f_{2}\right)=\max \left\{d\left(f_{1}(t), f_{2}(t)\right): t \in I\right\} .
$$

Then $\mathscr{F}$ is a complete metric space because the uniform limit of continuous functions is continuous. Define $T: \mathscr{F} \rightarrow \mathscr{F}$ by

$$
(T f)(t)=k_{i}\left(l_{i}^{-1}(t), f\left(l_{i}^{-1}(t)\right)\right) \quad \text { for } t \in l_{i}(I), f \in \mathscr{F} .
$$

(Recall that $I=\cup l_{i}(I)$.) We show that $T$ is well defined and that it takes $\mathscr{F} \rightarrow \mathscr{F}$. In view of (2.8) and (2.9), (Tf)(t) is well defined at points $t \in I \backslash\left\{t_{0}, t_{1}, \cdots, t_{N}\right\}$. Also, it is continuous on each of the compact sets $l_{i}(t)$. Now observe that

$$
\begin{aligned}
\lim _{\substack{t \rightarrow t_{i} \\
t \in l_{i}(I)}}(T f)(t) & =k_{i}\left(l_{i}^{-1}\left(t_{i}\right), f\left(l_{i}^{-1}\left(t_{i}\right)\right)\right) \\
& =k_{i}\left(t_{N}, f\left(t_{N}\right)\right)=k_{i}\left(t_{N}, X_{N}\right) \\
& =k_{i+1}\left(t_{0}, x_{0}\right)=k_{i+1}\left(t_{0}, f\left(t_{0}\right)\right) \\
& =k_{i+1}\left(l_{i+1}^{-1}\left(t_{i}\right), f\left(l_{i+1}^{-1}\left(t_{i}\right)\right)\right)=\lim _{\substack{t \rightarrow t_{i} \\
t \in l_{i+1}(I)}}(T f)(t),
\end{aligned}
$$

which shows (Tf)(t) is both well defined and continuous at each of the points $\left\{t_{0}, t_{1}, \cdots, t_{N}\right\}$. Moreover,

$$
\begin{aligned}
(T f)\left(t_{0}\right) & =k_{1}\left(l_{1}^{-1}\left(t_{0}\right), f\left(l_{1}^{-1}\left(t_{0}\right)\right)\right) \\
& =k_{1}\left(t_{0}, f\left(t_{0}\right)\right)=k_{1}\left(t_{0}, X_{0}\right)=X_{0}, \\
(T f)\left(t_{N}\right) & =k_{N}\left(l_{N}^{-1}\left(t_{N}\right), f\left(l_{N}^{-1}\left(t_{N}\right)\right)\right) \\
& =k_{N}\left(t_{N}, f\left(t_{N}\right)\right) \\
& =k_{N}\left(t_{N}, X_{N}\right)=X_{N},
\end{aligned}
$$

so indeed $T f \in \mathscr{F}$ when $f \in \mathscr{F}$.
We now show that $T$ is a strict contraction in $\mathscr{F}$. For $t \in l_{i}(I)$ and $f_{1}, f_{2} \in \mathscr{F}$, we have

$$
\begin{aligned}
d\left(\left(T f_{1}\right)(t),\left(T f_{2}\right)(t)\right) & =d\left(k_{i}\left(l_{i}^{-1}(t), f_{1}\left(l_{i}^{-1}(t)\right)\right), k_{i}\left(l_{i}^{-1}(t), f_{2}\left(l_{i}^{-1}(t)\right)\right)\right) \\
& \leqq s_{2} \cdot d\left(f_{1}\left(l_{i}^{-1}(t)\right), f_{2}\left(l_{i}^{-1}(t)\right)\right) \\
& \leqq s_{2} \cdot d\left(f_{1}, f_{2}\right)
\end{aligned}
$$

whence $d\left(T f_{1}, T f_{2}\right) \leqq s_{2} d\left(f_{1}, f_{2}\right)$. Hence $T$ possesses a unique fixed point, namely a function $F \in \mathscr{F}$ such that $T F=F$. We readily verify that the graph of $F$ is an attractor for the IFS $\left(J \times K, W_{i}: i=1,2, \cdots, N\right)$ and so it must equal $G$.

Example 1. Let $J=[0,1]$ and let $0=t_{0}<t_{1}<\cdots<t_{N}=1$. Then choose $l_{i}(t)=$ $t_{i-1}+\left(t_{i}-t_{i-1}\right) t$, so that the attractor of the IFS $\left\{J, l_{i}: i=1,2, \cdots, N\right\}$ is $I=[0,1]$. Let $K$ be a sufficiently large bounded subset of $\mathbb{R}$ and

$$
\begin{aligned}
& k_{i}(t, X)=b_{i} t+a_{i} X+e_{i}, \\
& b_{i}=c_{i}\left(x_{N}-x_{0}\right)-\left(x_{i}-x_{i-1}\right), \\
& e_{i}=x_{i-1}-c_{i} x_{0}, \quad\left|c_{i}\right|<1 \quad \text { for } i=1,2, \cdots, N .
\end{aligned}
$$

Here the $a_{i}$ 's are the only adjustable parameters, once the interpolation points $\left\{\left(t_{j}, x_{j}\right): j=0,1, \cdots, N\right\}$ have been specified. The attractor of the corresponding IFS $\left(J \times K, W_{i}: i=1,2, \cdots, N\right)$, where

$$
W_{i}\binom{t}{x}=\left(\begin{array}{cc}
\left(t_{i}-t_{i-1}\right) & 0 \\
b_{i} & a_{i}
\end{array}\right)\binom{t}{x}+\binom{t_{i-1}}{e_{i}}
$$

is the graph of a self-affine function $F:[0,1] \rightarrow \mathbb{R}$ such that

$$
F\left(t_{j}\right)=x_{j}, \quad j=0,1,2, \cdots, N .
$$

An illustration is provided in Fig. 7. Such functions are considered in [B] and [BH].
Example 2. Let $J=[0,1]$ and let $0=t_{0}<t_{1}<t_{2}<t_{3}=1$. Then choose $l_{i}(t)=$ $t_{i-1}+\left(t_{i}-t_{i-1}\right) t$, so that the attractor of the $\operatorname{IFS}\left(J, l_{i}: i=1,2,3\right)$ is $I=[0,1]$. Let $K=[0,1] \times[0,1] \subset \mathbb{R}^{2}$ and let the maps $k_{i}(t, X)$ depend only on $X=(x, y)$, and each be of the form

$$
k\binom{x}{y}=\left(\begin{array}{ll}
a & c \\
b & d
\end{array}\right)\binom{x}{y}+\binom{e}{f}
$$

where the constants $a, b, c, d, e, f$ are fixed by requiring that

$$
\begin{array}{lll}
k_{1}(0,0)=(0,0), & k_{1}(1,0)=(.25, .5), & k_{1}(.5,1)=(.5,0), \\
k_{2}(0,0)=(.25, .5), & k_{2}(.5,1)=(.5,1), & k_{2}(1,0)=(.75, .5), \\
k_{3}(0,0)=(.75, .5), & k_{3}(.5,1)=(.5,0), & k_{3}(1,0)=(1,0) .
\end{array}
$$

The attractor $G$ for the resulting IFS will be the graph of a function $F:[0,1] \rightarrow$ $[0,1] \times[0,1]$ such that $F\left(t_{0}\right)=(0,0), F\left(t_{1}\right)=(.25, .5), F\left(t_{2}\right)=(.75, .5), F\left(t_{3}\right)=(1,0)$.


Fig. 7. Example of a self-affine function in one dimension. The interpolation points are marked $\bullet$, and the vertical scaling parameters are $a_{1}=0.2, a_{2}=-0.3, a_{3}=0.2$, and $a_{4}=0.2$. See Example 1.

In particular, if we write $F(t)=(f(t), h(t))$, then $f(t)$ interpolates according to $f\left(t_{0}\right)=0$, $f\left(t_{1}\right)=.25, f\left(t_{2}\right)=.75, f\left(t_{3}\right)=1$. Various views of $G$, including the graph of $f$, are shown in Fig. 8. We see that $G$ is a Sierpinski triangle when viewed from "above" the $x y$-plane, while it provides an intricate one-dimensional function $h(t)$ when projected onto the $y t$-plane. Note that this example is "diagonal" in that there is no coupling between the $t$ and $X$ variables. $F$ is a map, from the elementary attractor $I$ onto the attractor $S$, of a two-dimensional IFS, and is the same as the map $\phi$ constructed in the introduction using the code space.

Example 3. Let $J$ here be $J \times K$ in Example 2, so that $t$ here corresponds to ( $t, X$ ) in Example 2. Let $l_{i}(t)$ here be $\left(l_{i}(t), k_{i}(t, X)\right)$ in Example 2. Then $I$ here is the graph $G \subset \mathbb{R}^{3}$ in Example 2. Let $K$ here be $J \times K$ in Example 1, and the maps $k_{i}$ here be the maps $W_{i}$ in Example 1, with $N=3$. Then the attractor for the $\operatorname{IFS}\left(J \times K, W_{i}, i \in\{1,2,3\}\right)$ obtained here will be the graph of a function that maps the entity represented in Fig. 8 onto the function shown in Fig. 7. Again, we are here dealing with a diagonal construction where the maps $k_{i}$ depend only on $\boldsymbol{X}$.

Example 4. Let $J=[0,1]$ and let $t_{0}=0, t_{1}=\frac{1}{2}$, and $t_{2}=1$. Choose $l_{i}(t)=$ $\left(t_{i}-t_{i-1}\right) t+t_{i-1}$. Let $K=[0,1] \times[0,1]$ and define maps $k_{i}(t, X): K \rightarrow K$ by

$$
k_{i}(t, X)=\left(\begin{array}{cc}
\frac{1}{2} & \frac{1}{2}(-1)^{i-1} \\
\frac{1}{2}(-1)^{i-1} & -\frac{1}{2}
\end{array}\right)\binom{x}{y}+\left(\begin{array}{cc}
(i-1) & \frac{1}{2} \\
(i-1) & \frac{1}{2}
\end{array}\right)
$$

where $X=(x, y)$ and $i \in\{1,2\}$. Then the attractor $A$ for the IFS $\left(K, k_{i}, i \in\{1,2\}\right)$ is a Peano Curve. Figure 9 shows $A$ and also different views of $G$, the attractor of the IFS $\left(J \times K, W_{i}, i \in\{1,2,3\}\right)$ with $W_{i}(t, X)=\left(l_{i}(t), k_{i}(t, X)\right)$. Note that $k_{i}$ is again diagonal in that it is not coupled to $t$.

Example 5. Let $J=[0,1]$ and $K=[0,1] \times[0,1]$. Let $\left\{X_{j}: j \in\{0, \cdots, N\}\right\}$ and $\left\{\left(t_{j}, \Theta_{j}\right): j \in\{0, \cdots, N\}\right\}$ be given sets of distinct data points in $K$ and $J \times K$, respectively, with $0=t_{0}<\cdots<t_{N}=1$.


Fig. 8. Several views of the attractor G for the IFS in Example 2.


Fig. 9. Several views of the attractor G for the IFS in Example 4.
Define maps $l_{i}: J$ by

$$
l_{i}(t)=\left(t_{i}-t_{i-1}\right) t+t_{i-1}
$$

and $k_{i}: J \times K \rightarrow K$ by

$$
k_{i}(t, X)=\left(\begin{array}{ccc}
\Delta \xi_{i}-\Delta x_{i} & \Delta x_{i} & -\Delta y_{i} \\
\Delta \eta_{i}-\Delta y_{i} & \Delta y_{i} & \Delta x_{i}
\end{array}\right)\left(\begin{array}{c}
t \\
x \\
y
\end{array}\right)+\binom{\xi_{i-1}}{\eta_{i-1}}
$$

with $X_{j}=\left(x_{j}, y_{j}\right)$ and $\Theta_{j}=\left(\xi_{j}, \eta_{j}\right)$, for all $j \in\{0, \cdots, N\}$.


FIG. 10. Views of the projections of the attractor for the IFS in Example 5.

Then the attractor $G$ of the IFS $\left(J \times K, W_{i}, i \in\{1, \cdots, N\}\right)$, where $W_{i}(t, X)=$ $\left(l_{i}(t), k_{i}(t, X)\right.$ ), is the graph of a continuous function containing $\left\{\left(t_{j}, \Theta_{j}\right): j \in\right.$ $\{0, \cdots, N\}\}$.

Note that if $\Theta_{j}=X_{j}$, for all $j \in\{0, \cdots, N\}$, then the $k_{i}$ are maps as considered in Example 2 and the projection of $G$ onto $K$ is the attractor $A$ for the IFS


Fig. 11. Several views of the attractor for the IFS in Example 6.


Fig. 12. Views of the attractor G for an IFS of the form as in Example 7.
$\left(K, k_{i}, i \in\{1, \cdots, N\}\right)$, where $k_{i}: K \rightarrow K$ :

$$
k_{i}\binom{x}{y}=\left(\begin{array}{cc}
\Delta x_{i} & -\Delta y_{i} \\
\Delta y_{i} & \Delta x_{i}
\end{array}\right)\binom{x}{y}+\binom{x_{i-1}}{y_{i-1}} .
$$

Figure 10 shows different views of $G$ for $N=4,\left\{X_{j}: j \in\{0, \cdots, 4\}\right\}=\left\{(0,0),\left(\frac{1}{4}, \frac{1}{2}\right)\right.$, $\left.\left(\frac{1}{2}, \frac{1}{4}\right),\left(\frac{3}{4}, \frac{1}{2}\right),(1.0)\right\}$ and $\left\{\left(t_{j}, \Theta_{j}\right): j \in\{0, \cdots, 4\}\right\}=\left\{(0,0,0),\left(\frac{1}{4}, \frac{3}{10}, \frac{3}{5}\right),\left(\frac{55}{100}, \frac{3}{5}, \frac{3}{10}\right),\left(\frac{7}{10}, \frac{1}{2}, \frac{2}{5}\right)\right.$, $\left.\left(1,1, \frac{1}{5}\right)\right\}$.


Fig. 13. Views of the attractor for an IFS of the form as in Example 7.

Example 6. Let $J=[0,1]$ and $K=[0,1] \times[0,1]$. Choose maps $W_{i}(t, X): J \times K$ with

$$
W_{i}(t, X)=\left(\begin{array}{ccc}
1 / N & 0 & 0 \\
0 & s_{i} \cos \theta_{i} & -s_{i} \sin \theta_{i} \\
0 & s_{i} \sin \theta_{i} & s_{i} \cos \theta_{i}
\end{array}\right)(t, X)+\left(\begin{array}{c}
(i-1) / N \\
\alpha_{i} \\
\beta_{i}
\end{array}\right),
$$

$i \in\{1, \cdots, N\}$. Let $N=4$. Determine $s_{i}, \theta_{i}, \alpha_{i}$, and $\beta_{i}$ such that $W_{1}(0,0,0)=(0,0,0)$, $W_{4}=(1,1,0)=(1,1,0), \quad W_{2}(0,0,0)=W_{1}(1,1,0)=\left(\frac{1}{4}, \frac{1}{3}, 0\right), \quad W_{3}(0,0,0)=W_{2}(1,1,0)=$ $\left(\frac{1}{2}, \frac{1}{2}, \sqrt{3} / 4\right), W_{4}(0,0,0)=W_{3}(1,1,0)=\left(\frac{3}{4}, \frac{2}{3}, 0\right)$. Figure 11 shows views of the attractor $G$ of the IFS $\left(J \times K, W_{i}, i \in\{1, \cdots, 4\}\right)$.

Example 7. Let $J, K$ be as in Example 6. Let maps $W_{i}: J \times K$ be defined as in Example 6 above. Determine the parameters $s_{i}, \theta_{i}, \alpha_{i}$, and $\beta_{i}$ according to (2.7) for some set of interpolation points $\left\{\left(t_{j}, X_{j}\right): j \in\{1, \cdots, 4\}\right\}$. Figure 12 shows three views of the corresponding attractor, for an arbitrarily chosen set of parameter values. Figure 13 corresponds to a different set of parameter values.

## 3. Fractal dimension of graphs of self-affine functions.

3.1. Definition of fractal dimension and related topics. Let $E$ be a bounded set in $\mathbb{R}^{n}$ and for $\varepsilon>0$ let $\mathcal{N}(\varepsilon)$ be the minimum number of balls of diameter $\varepsilon$ necessary to cover $E$. If

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{\log \mathcal{N}(\varepsilon)}{\log 1 / \varepsilon} \equiv \operatorname{dim}(E) \tag{3.1}
\end{equation*}
$$

exists, then it is called the (fractal) dimension (also known as the capacity or boxcounting dimension) of $E$. Note that if $E$ is a surface of finite area $A$ then $\mathcal{N}(\varepsilon) \propto A \varepsilon^{-2}$ and thus $\operatorname{dim}(E)=2$ or if $E$ is a curve of finite length $L$ then $\mathcal{N}(\varepsilon) \propto L \varepsilon^{-1}$ and hence $\operatorname{dim}(E)=1$.

Sometimes it is useful to consider covers by sets other than $\varepsilon$-balls. Let $\left\{\mathscr{C}_{\varepsilon}: \varepsilon>0\right\}$ be a family of covers of $E$ and let $\mathcal{N}^{*}(\varepsilon)$ be the minimum number of sets $C \in \mathscr{C}_{\varepsilon}$ needed to cover $E$. Suppose that there exist positive constants $c_{1}$ and $c_{2}$ so that

$$
c_{1} \mathcal{N}(\varepsilon) \leqq \mathcal{N}^{*}(\varepsilon) \leqq c_{2} \mathcal{N}(\varepsilon)
$$

then it is clear that $\mathcal{N}(\varepsilon)$ in (3.1) can be replaced by $\mathcal{N}^{*}(\varepsilon)$. Another notion of dimension is Hausdorff dimension HD $(E)$ :

$$
\operatorname{HD}(E)=\sup \left\{0 \leqq d<\infty: H_{d}(E)>0\right\}
$$

with

$$
H_{d}(E)=\lim _{\varepsilon \rightarrow 0}\left(\inf _{थ u} \sum_{i}\left|U_{i}\right|^{d}\right)
$$

where the inf is taken over all countable covers $\mathscr{U}$ of $E$ such that $\left|U_{i}\right| \leqq \varepsilon$ and $\left|U_{i}\right|=\sup \left\{|x-y|: x, y \in U_{i}\right\}$.

Note that

$$
\mathrm{HD}(E) \leqq \liminf _{\varepsilon \rightarrow 0} \frac{\log \mathcal{N}(\varepsilon)}{\log 1 / \varepsilon}
$$

Let $\left(K, w_{i}, i=1, \cdots, N\right)$ be an IFS with attractor $A$ and suppose that:
(3.2) (a) $\quad w_{i}: K \rightarrow K$ is a similitude, i.e., $d\left(w_{i}(x), w_{i}(y)\right)=s_{i} d(x, y)$, for some $0 \leqq s_{i}<$ 1 for all $i$;
(b) There exists a nonempty open set O such that $\cup w_{i}(\mathrm{O}) \subseteq \mathrm{O}$ and $w_{i}(\mathrm{O}) \cap w_{j}(\mathrm{O})=\phi$ for $i \neq j$.
Then a result of [Mo] (similar results are found in [H] and [BD]) shows that HD (A) is the unique positive solution of $\sum_{i=1}^{N} s_{i}^{d}=1$. We now show that under conditions (3.2), $\operatorname{dim}(A)=\mathrm{HD}(A)$.

Proposition 1. Let $\left\{K, w_{i}, i=1, \cdots, N\right\}$ be an IFS satisfying (3.2). If $A$ is the attractor of this IFS, then $\operatorname{HD}(A)=\operatorname{dim}(A)$.

Proof. For $\varepsilon>0$ let $\mathcal{N}(\varepsilon)\left(\mathcal{N}_{i}(\varepsilon), i=1, \cdots, N\right)$ be the minimum number of $\varepsilon$-balls required to cover $A\left(w_{i}(A), i=1, \cdots, N\right)$, respectively. Since $w_{i}$ is a similitude we have $\mathcal{N}_{i}(\varepsilon)=\mathcal{N}\left(\varepsilon / s_{i}\right)$ and thus

$$
\mathcal{N}(\varepsilon) \leqq \sum_{i=1}^{N} \mathcal{N}_{i}(\varepsilon)=\sum_{i=1}^{N} \mathcal{N}\left(\frac{\varepsilon}{s_{i}}\right) .
$$

Let $\underline{s}=\min \left\{s_{i}: i=1, \cdots, N\right\}$ and $\bar{s}=\max \left\{s_{i}: i=1, \cdots, N\right\}$. Let $D$ be the unique positive solution of $\sum_{i=1}^{N} s_{i}^{D}=1$ and choose $c>0$ such that

$$
\begin{equation*}
\mathcal{N}(\varepsilon) \leqq c \varepsilon^{-D} \quad \text { for } \underline{s} \leqq \varepsilon \leqq 1 . \tag{3.3}
\end{equation*}
$$

Suppose $\mathcal{N}(\varepsilon) \leqq c \varepsilon^{-D}$ for $(\bar{s})^{n} \underline{s} \leqq \varepsilon \leqq 1$. Then if $(\bar{s})^{n+1} \underline{s} \leqq \varepsilon \leqq \underline{s}$ we have $(\bar{s})^{n} \underline{\underline{S}} \leqq \varepsilon / s_{i} \leqq 1$ and so $\mathcal{N}(\varepsilon) \leqq \sum_{i=1}^{N} \mathcal{N}\left(\varepsilon / s_{i}\right) \leqq \sum_{i=1}^{N} c s_{i}^{D} \varepsilon^{-D}=c \varepsilon^{-D}$. By induction

$$
\mathcal{N}(\varepsilon) \leqq c \varepsilon^{-D} \text { for } 0<\varepsilon \leqq 1
$$

and so

$$
\limsup _{\varepsilon \rightarrow 0} \frac{\log \mathcal{N}(\varepsilon)}{\log 1 / \varepsilon} \leqq D
$$

But also, as previously noted,

$$
\liminf _{\varepsilon \rightarrow 0} \frac{\log \mathcal{N}(\varepsilon)}{\log 1 / \varepsilon} \geqq D
$$

and so $\operatorname{dim}(A)=D$.
3.2. Dimension of self-affine functions. We now consider $\operatorname{dim}(G)$ (recall the notation of §2). We restrict our attention to the following situation:
(a) $k_{i}: K \rightarrow K$, i.e., no coupling between $J$ and $K$;
(b) $\quad d\left(l_{i}\left(\tau_{1}\right), l_{i}\left(\tau_{2}\right)\right) \leqq s_{i} d\left(\tau_{1}, \tau_{2}\right) \quad \forall \tau_{1}, \tau_{2} \in J$,

$$
d\left(k_{i}\left(\xi_{i}\right), k_{i}\left(\xi_{2}\right)\right) \leqq s_{i} d\left(\xi_{1}, \xi_{2}\right) \forall \xi_{1}, \xi_{2} \in K \quad \text { where } 0<s_{i}<1 \quad \forall i=1, \cdots, N .
$$

Theorem 2. Let $F: I \rightarrow K$ be as in § 2, and let $D$ be the unique positive solution of $\sum_{i=1}^{N} s_{i}^{D}=1$. Then $\operatorname{dim}(G) \leqq D$.

Proof. Let $\mathcal{N}(\varepsilon)\left(\mathcal{N}_{i}(\varepsilon)\right)$ be the minimum number of $\varepsilon$-balls needed to cover $G$ ( $W_{i}(G)$ ). Since $W_{i}$ maps any $\left(\varepsilon / s_{i}\right)$-ball into an $\varepsilon$-ball we have $\mathcal{N}_{i}(\varepsilon) \leqq \mathcal{N}\left(\varepsilon / s_{i}\right)$ and thus

$$
\mathcal{N}(\varepsilon) \leqq \sum_{i=1}^{N} \mathcal{N}_{i}(\varepsilon) \leqq \sum_{i=1}^{N} \mathcal{N}\left(\frac{\varepsilon}{s_{i}}\right) .
$$

As in Proposition 1 this implies $\operatorname{dim}(G) \leqq D$.
We now consider the special case where the IFS $\left\{K, k_{i}, i=1, \cdots, N\right\}$ satisfies the conditions of (3.2). In particular, we have Example 6 in mind; however, we will remain slightly more general here. Let $D$ be the unique positive solution of $\sum_{i=1}^{N} s_{i}^{D}=1$. By

Theorem 2, $\operatorname{dim}(G) \leqq D$. However, as $A=\operatorname{proj}_{K} G$ we have $\operatorname{dim}(G) \geqq \operatorname{dim}(A)=D$ and thus we have Corollary 1.

Corollary 1. $\operatorname{dim}(G)=D$.
Next consider the "equal scaling" case of Example 2.6: $l_{i}(t)=t / N+(i-1) / N$, for all $i=1, \cdots, N$. We can relax the conditions $s_{i} \geqq 1 / N$ in Corollary 1.

Theorem 3. $\operatorname{dim}(G)=D$, where $D$ is the unique positive solution of $\sum_{i=1}^{N} s_{i}^{D}=1$.
Proof. For simplicity we assume all $s_{i}$ 's are nonzero. Let $\mathscr{C}(n)=$ $\left\{\left[(i-1) / N^{n}, i / N^{n}\right] \times B: i=1, \cdots, N^{n}\right.$, with $B$ a $1 / n$-ball in $\left.K\right\}$. Let $\mathcal{N}^{*}(n)$ be the minimum number of sets from $\mathscr{C}(n)$ and let $\mathcal{N}(\varepsilon)$ and $\mathcal{N}_{p}(\varepsilon)$ be the minimum number of $\varepsilon$-balls necessary to cover $G$ and $A=\operatorname{proj}_{K} G$, respectively. Note that $\mathcal{N}^{*}(n) \geqq$ $\mathcal{N}\left(2 / N^{n}\right)$. Let

$$
G_{i}=\left.G\right|_{\left[(i-1) / N^{n}, i / N^{n}\right] \times K}
$$

and let $\omega_{1} \omega_{2} \cdots \omega_{n}$, where $\omega_{i} \in\{1, \cdots, N\}$, be the code corresponding to [(i-1)/ $\left.N^{n}, i / N^{n}\right]$. Let $\mathscr{B}$ be a minimal $\left(1 / N^{n} \prod_{i=1}^{n} s_{\omega_{i}}\right)$-cover of $A$. By applying $W_{\omega_{1}} \cdots W_{\omega_{n}}$ to $\{[0,1] \times B \mid B \in \mathscr{B}\}$ we can cover $G_{i}$ with

$$
\mathcal{N}_{p}\left(\frac{1}{N^{n} \prod_{i=1}^{n} s_{\omega_{i}}}\right)
$$

sets from $\mathscr{C}(n)$. Thus

$$
\begin{aligned}
\mathcal{N}^{*}(n) & \leqq \sum_{\omega_{1}=1}^{N} \cdots \sum_{\omega_{n}=1}^{N} \mathcal{N}_{p}\left(\frac{1}{N^{n} \prod_{i=1}^{N} s_{\omega_{i}}}\right) \\
& \leqq N^{n D} c \sum_{\omega_{1}=1}^{N} \cdots \sum_{\omega_{n}=1}^{N} \prod_{i=1}^{N} s_{\omega_{i}}^{D} \\
& =N^{n D} c\left(\sum_{i=1}^{N} s_{i}^{D}\right)=c N^{n D}
\end{aligned}
$$

by (3.3). Thus for $2 / N^{n} \leqq \varepsilon \leqq 2 / N^{n-1}$ we have

$$
\frac{\log \mathcal{N}(\varepsilon)}{\log 1 / \varepsilon} \leqq \frac{\log \left(c N^{n D}\right)}{\log \left(N^{n-1} / 2\right)}
$$

and so

$$
\limsup _{\varepsilon \rightarrow 0} \frac{\log \mathcal{N}(\varepsilon)}{\log 1 / \varepsilon} \leqq D
$$

As $\operatorname{dim}(A)=D$ we have the desired result.

## 4. Fractal dimension of projections of self-affine functions.

4.1. The dimension of one-dimensional self-affine functions. In this section we consider the dimension of the graphs of the functions constructed in Example 1. (We use the notation of Example 1 here.) We show that if

$$
\begin{equation*}
\sum_{i=1}^{N}\left|a_{i}\right|>1 \quad \text { and } \quad\left\{\left(t_{j}, x_{j}\right): j=0, \cdots, N\right\} \text { is not collinear, } \tag{4.1}
\end{equation*}
$$

then $\operatorname{dim}(G)$ is given by

$$
\begin{equation*}
\sum_{i=1}^{N}\left|a_{i}\right| b_{i}^{\operatorname{dim}(G)-1}=1 . \tag{4.2}
\end{equation*}
$$

Let $h(d)=\sum_{i=1}^{N}\left|a_{i}\right| b_{i}^{d-1}$. Since $h(d)$ is strictly decreasing, $\lim _{d \rightarrow-\infty} h(d)=\infty$, and $h(2) \leqq \max _{i=1, \cdots, N}\left|a_{i}\right|<1$, there is a unique $D \in(-\infty, 2)$ such that $h(D)=1$. Also $D>1$ if and only if $\sum_{i=1}^{N}\left|a_{i}\right|>1$; thus (4.2) uniquely determines $\operatorname{dim}(G) \in(1,2)$.

Let us now define a class of covers that allows us to relate covers of different sizes. Definition. For $0<\varepsilon<1,\left\{\tau_{l}\right\}_{l=0}^{m}$ is called an $\varepsilon$-partition if
(a) $\tau_{l} \in(-\varepsilon / 2,1)$,
(b) $\varepsilon / 2<\tau_{l+1}-\tau_{l} \leqq \varepsilon$,
for $l=1,2, \cdots, n-1$. A cover $\mathscr{C}$ of $G$ will be called an $\varepsilon$-column cover of $G$ with associated $\varepsilon$-partition $\left\{\tau_{l}\right\}_{l=0}^{m}$ if there are positive integers $n_{0}, \cdots, n_{m}$ and real numbers $\xi_{0}, \cdots, \xi_{m}$ such that

$$
\mathscr{C}=\left\{\left[\tau_{k}, \tau_{k}+\varepsilon\right] \times\left[\xi_{k}+\left(j_{k}-1\right) \varepsilon, \xi_{k}+j_{k} \varepsilon\right]: j_{k}=1, \cdots, n_{k} ; k=0,1, \cdots, m\right\} .
$$

Note that $\mathscr{C}$ consists of $\sum_{k=0}^{m} n_{k}$ closed $\varepsilon \times \varepsilon$ squares arranged in $m+1$ columns. Let $|\mathscr{C}|$ denote the cardinality of $\mathscr{C}$ and define $\mathcal{N}^{*}(\varepsilon)=\min \{|\mathscr{C}|: \mathscr{C}$ is an $\varepsilon$-column cover of $G\}$ and let $\mathcal{N}(\varepsilon)$ be the minimum number of $\varepsilon \times \varepsilon$ squares $[a, a+\varepsilon] \times[b, b+\varepsilon]$, $a, b \in \mathbb{R}$, required to cover $G$. Lemma 4.1 below shows that $\mathcal{N}^{*}(\varepsilon)$ can be used in the calculation of $\operatorname{dim}(G)$.

Lemma 4.1. $\mathcal{N}(\varepsilon) \leqq \mathcal{N}^{*}(\varepsilon) \leqq 2 \mathcal{N}(\varepsilon)$, for all $0<\varepsilon<1$.
Proof. Clearly, $\mathcal{N}(\varepsilon) \leqq \mathcal{N}^{*}(\varepsilon)$.
We introduce a third class of covers: a cover $\mathscr{C}$ of $G$ will be called an $\varepsilon$ nonoverlapping cover of $G$ if it consists of $\varepsilon \times \varepsilon$ squares with nonintersecting interiors of the form $[k \varepsilon,(k+1) \varepsilon] \times[y, y+\varepsilon]$, where $k \in\{0,1, \cdots, \llbracket 1 / \varepsilon \rrbracket\}$ and $y \in \mathbb{R}$. Define $\mathcal{N}^{* *}(\varepsilon)=\min \{|\mathscr{C}|: \mathscr{C}$ is an $\varepsilon$-nonoverlapping cover of $G\}$.

Clearly, $\mathcal{N}^{* *}(\varepsilon) \leqq 2 \mathcal{N}(\varepsilon)$. If $\mathscr{C}$ is a minimal $\varepsilon$-nonoverlapping cover of $G$ then, since $G$ is the graph of a continuous function, $\mathscr{C}$ is also an $\varepsilon$-column cover of $G$. Thus $\mathcal{N}^{*}(\varepsilon) \leqq \mathcal{N}^{* *}(\varepsilon) \leqq 2 \mathcal{N}(\varepsilon)$.

In the proof of Theorem 4 we show that $\mathcal{N}(\varepsilon)$ satisfies the functional inequality

$$
\begin{equation*}
\sum_{i=1}^{N} \frac{\left|a_{i}\right|}{b_{i}} \mathcal{N}^{*}\left(\frac{\varepsilon}{b_{i}}\right)-\frac{\beta_{1}}{\varepsilon} \leqq \mathcal{N}^{*}(\varepsilon) \leqq \sum_{i=1}^{N} \frac{\left|a_{i}\right|}{b_{i}} \mathcal{N}^{*}\left(\frac{\varepsilon}{b_{i}}\right)+\frac{\beta_{2}}{\varepsilon} \tag{*}
\end{equation*}
$$

for some $\beta_{1}, \beta_{2}>0$ and all $0<\varepsilon<1$.
To show that the $1 / \varepsilon$ term becomes negligible we need the following lemma.
Lemma 4.2. If (4.1) is satisfied, then

$$
\lim _{\varepsilon \rightarrow 0} \varepsilon \mathcal{N}^{*}(\varepsilon)=\infty .
$$

Proof. As $\left\{\left(t_{j}, x_{j}\right): j=0, \cdots, N\right\}$ is not collinear there is some $l \in[1, \cdots, N-1]$ such that $V \equiv\left|t_{l}-\left(t_{N}-t_{0}\right) x_{l}-t_{0}\right|>0$. Let $\underline{b}=\min \left\{b_{i}: i=1, \cdots, N\right\}$. Since $F$ is continuous we obtain

$$
\begin{aligned}
N(\varepsilon) & \geqq \sum_{i_{1}=1}^{N} \cdots \sum_{i_{k}=1}^{N}\left(\left|a_{i_{1}} \cdots a_{i_{k}}\right| \frac{V}{\varepsilon}\right) \\
& \geqq\left(\sum_{i=1}^{N}\left|a_{i}\right|\right)^{k} \frac{V}{\varepsilon} \quad \text { for } 0<\varepsilon<\underline{b}^{k} \text { and } k \in \mathbb{N} .
\end{aligned}
$$

Since $\left(\sum_{i=1}^{N}\left|a_{i}\right|\right)>1$ the lemma is proved. (See [HM] for more detail.)
The investigation of the following theorem commenced in [BH] and [HM].
Theorem 4. Let $F$ be the function with graph $G$ generated by the IFS ( $K, W_{i}$, $i=1, \cdots, N$ ), where

$$
W_{i}\binom{t}{x}=\left(\begin{array}{cc}
b_{i} & 0 \\
c_{i} & a_{i}
\end{array}\right)\binom{t}{x}+\binom{t_{i-1}}{x_{i-1}} \quad \forall i=1, \cdots, N
$$

with $a_{i}, b_{i}, c_{i}, t_{i}, x_{i}$ as in Example 1. If $\sum_{i=1}^{N}\left|a_{i}\right|>1$ and $\left\{\left(t_{j}, x_{j}\right): j=0,1, \cdots, N\right\}$ is not collinear, then $\operatorname{dim}(G)$ is the unique real solution $D$ of $\sum_{i=1}^{N}\left|a_{i}\right| b_{i}^{D-1}=1$; otherwise $\operatorname{dim}(G)=1$.

Proof. We first obtain functional inequalities for $\mathcal{N}^{*}(\varepsilon)$. Let $0<\varepsilon<1$ and let $\mathscr{C}$ be a minimal $\varepsilon$-column cover of $G$ with associated $\varepsilon$-partition $\left\{\tau_{j}\right\}_{j=0}^{m}$. For $i \in$ $\{1, \cdots, N\}$ let $[a, b+\varepsilon], a, b \in \mathbb{R}$, be the smallest interval of the form $\left[\tau_{k}, \tau_{l}+\varepsilon\right]$ that covers $\left[t_{i-1}, t_{i}\right.$ ]. Let

$$
\mathscr{C}_{i}=\left\{C \in \mathscr{C}: C \subset\left[\tau_{k}, \tau_{l}+\varepsilon\right] \times \mathbb{R}\right\}
$$

and $\mathcal{N}_{i}=\left|\mathscr{C}_{i}\right|$. Since $F$ is continuous, $\max _{t \in[0,1]}|F(t)|=M<\infty$. Since there are at most two columns in $\mathscr{C}_{i} \cap \mathscr{C}_{i+1}$ there is some $\alpha_{1}>0$ such that $\sum_{i=1}^{N} \mathcal{N}_{i} \leqq \mathcal{N}^{*}(\varepsilon)+\alpha_{1} / \varepsilon$ for $0<\varepsilon<1$.

Suppose $a_{i} \neq 0$. Then $W_{i}$ is invertible. Consider a typical column $R$ in $\mathscr{C}_{i}$ that consists of $n \varepsilon \times \varepsilon$ squares; then $W_{i}^{-1}(R)$ is a parallelogram that can be covered by

$$
\llbracket \frac{n b_{i}}{\left|a_{i}\right|}+\left|\frac{c_{i}}{b_{i}}\right|+1 \rrbracket
$$

squares of side $\varepsilon / b_{i}$ as in Fig. 14. Applying $W_{i}^{-1}$ generates an $\left(\varepsilon / b_{i}\right)$-column cover $\mathscr{D}_{i}$ of $G$. Since there are at most $2 b_{i} / \varepsilon+2$ columns in $\mathscr{C}_{i}$ there is some $\beta_{1}>0$ so that

$$
\mathcal{N}^{*}(\varepsilon) \geqq \sum_{i=1}^{N} \mathcal{N}_{i}-\frac{b_{1}}{\varepsilon} \geqq \sum_{i=1}^{N} \frac{\left|a_{i}\right|}{b_{i}} \mathcal{N}^{*}\left(\frac{\varepsilon}{b_{i}}\right)-\frac{c_{1}}{\varepsilon} .
$$

Next we obtain a lower bound for $\mathcal{N}^{*}(\varepsilon)$. Let $\mathscr{D}_{i}$ be a best $\varepsilon / b_{i}$-column cover of $G$ and $R$ a typical column of $\mathscr{D}_{i}$. Note that $W_{i}(R)$ is a parallelogram that can be covered by

$$
\llbracket n \frac{\left|a_{i}\right|}{b_{i}}+\frac{\left|c_{i}\right|}{b_{i}}+1 \rrbracket
$$

$\varepsilon \times \varepsilon$ squares. In this way we generate a cover $\mathscr{C}_{i}$ of $W_{i}(G)$ consisting of $\varepsilon \times \varepsilon$ squares. As there are at most $\left[\left(2 b_{i} / \varepsilon\right)+2\right]$ columns of $\mathscr{D}_{i}$ there is some $\alpha_{2}>0$ such that

$$
\left|\mathscr{C}_{i}\right| \leqq \frac{\left|a_{i}\right|}{b_{i}} \mathcal{N}^{*}\left(\frac{\varepsilon}{b_{i}}\right)+\frac{\alpha_{2}}{\varepsilon} \quad \text { for } 0<\varepsilon<1
$$

Note that $\cup \mathscr{C}_{i}$ may not be an $\varepsilon$-column cover of $G$ because the columns of $\mathscr{C}_{i}$ may not join up properly with those of $\mathscr{C}_{i+1}$; however, an $\varepsilon$-column cover $\mathscr{C}$ can be constructed from $\cup \mathscr{C}_{i}$ by replacing at most two columns from $\mathscr{C}_{i} \cup \mathscr{C}_{i+1}$ with at most two properly spaced columns, and so

$$
\mathcal{N}^{*}(\varepsilon) \leqq|\mathscr{C}| \leqq \sum_{i=1}^{N}\left|\mathscr{C}_{i}\right|+(N)\left(\frac{4 n}{\varepsilon}+1\right)
$$

Thus there is $\beta_{2}>0$ such that

$$
\mathcal{N}^{*}(\varepsilon) \leqq \sum_{i=1}^{N} \frac{\left|a_{i}\right|}{b_{i}} \mathcal{N}^{*}\left(\frac{\varepsilon}{b_{i}}\right)+\frac{\beta_{2}}{\varepsilon}
$$

and so we have established (*).
Case 1. Condition (4.1) is satisfied.


Fig. 14. The rectangle $\mathscr{R}$ and its images under the maps $W_{i}$ and $W_{i}^{-1}$. See the proof of Theorem 4.

Here we will show that there exist positive constants $B_{1}, B_{2}$, and $\varepsilon_{0}$ so that $B_{1} \varepsilon^{-D}<\mathcal{N}^{*}(\varepsilon)<B_{2} \varepsilon^{-D}$ for $0<\varepsilon<\varepsilon_{0}$. (Recall that $D$ is the unique solution of $h(D)=1$ and that $D \in(1,2)$.)

Let $\underline{b}=\min \left\{b_{i}: i=1, \cdots, N\right\}, \bar{b}=\max \left\{b_{i}: i=1, \cdots, N\right\}$, and $\gamma=\sum_{i=1}^{N}\left|a_{i}\right|>1$. By Lemma 2.1 we can select $\varepsilon_{0}>0$ small enough so that

$$
\mathcal{N}^{*}(\varepsilon) \geqq 2\left(\frac{\beta_{1}}{\gamma-1}\right) \varepsilon^{-1} \quad \text { for } 0<\varepsilon \leqq \frac{\varepsilon_{0}}{\underline{b}} .
$$

Pick $k_{1}>0$ small enough so that $k_{1} \varepsilon_{0}^{-D} \leqq\left(\beta_{1} /(\gamma-1)\right) \varepsilon_{0}^{-1}$ and select $k_{2}$ large enough so that

$$
\mathcal{N}^{*}(\varepsilon) \leqq \frac{\beta_{2}}{1-\gamma} \varepsilon^{-1}+k_{2} \varepsilon^{-D} \quad \text { for } \varepsilon_{0} \leqq \varepsilon \leqq \frac{\varepsilon_{0}}{\underline{b}} .
$$

Define

$$
\begin{aligned}
& \phi(\varepsilon)=\left(\frac{\beta_{1}}{\gamma-1}\right) \varepsilon^{-1}+k_{1} \varepsilon^{-D} \\
& \bar{\phi}(\varepsilon)=\left(\frac{\beta_{2}}{1-\gamma}\right) \varepsilon^{-1}+k_{2} \varepsilon^{-D}
\end{aligned}
$$

Then we have

$$
\begin{equation*}
\phi(\varepsilon) \leqq \mathcal{N}^{*}(\varepsilon) \leqq \bar{\phi}(\varepsilon) \tag{4.3}
\end{equation*}
$$

for $\varepsilon_{0} \leqq \varepsilon \leqq \varepsilon_{0} / \underline{b}$. Note that

$$
\begin{aligned}
& \phi(\varepsilon)=\sum_{i=1}^{N} \frac{\left|a_{i}\right|}{b_{i}} \phi\left(\frac{\varepsilon}{b_{i}}\right)-\frac{\beta_{1}}{\varepsilon}, \\
& \bar{\phi}(\varepsilon)=\sum_{i=1}^{N} \frac{\left|a_{i}\right|}{b_{i}} \bar{\phi}\left(\frac{\varepsilon}{b_{i}}\right)+\frac{\beta_{2}}{\varepsilon} .
\end{aligned}
$$

If $\bar{b} \varepsilon_{0} \leqq \varepsilon \leqq \varepsilon_{0}$ then $\varepsilon_{0} \leqq \varepsilon / b_{i} \leqq \varepsilon_{0} / \underline{b}$ so that

$$
\begin{aligned}
\mathcal{N}^{*}(\varepsilon) & \leqq \sum_{i=1}^{N} \frac{\left|a_{i}\right|}{b_{i}} \mathcal{N}^{*}\left(\frac{\varepsilon}{b_{i}}\right)+\frac{\beta_{2}}{\varepsilon} \\
& \leqq \sum_{i=1}^{N} \frac{\left|a_{i}\right|}{b_{i}} \bar{\phi}\left(\frac{\varepsilon}{b_{i}}\right)+\frac{\beta_{2}}{\varepsilon}=\bar{\phi}(\varepsilon)
\end{aligned}
$$

and in the same way $\mathcal{N}^{*}(\varepsilon) \geqq \phi(\varepsilon)$ for $\overline{\varepsilon_{0}} \leqq \varepsilon \leqq \varepsilon_{0}$.
Suppose (4.3) holds for ${\overline{b^{n}}}^{n} \varepsilon_{0} \leqq \varepsilon \leqq \varepsilon_{0}$; then, as in the preceding argument, (4.3) must hold for $\bar{b}^{n+1} \varepsilon_{0} \leqq \varepsilon \leqq \varepsilon_{0}$. By induction (4.3) holds for $0<\varepsilon \leqq \varepsilon_{0}$. Since $D>1$ there exist positive constants $B_{1}$ and $B_{2}$ such that $B_{2} \varepsilon^{-D} \leqq \phi(\varepsilon) \leqq \mathcal{N}(\varepsilon) \leqq \bar{\phi}(\varepsilon) \leqq B_{2} \varepsilon^{-D}$ for $0<\varepsilon \leqq \varepsilon_{0}$.

Case 2. $\gamma=\sum_{i=1}^{N}\left|a_{i}\right|<1$.
As in Case 1 , select $k_{2}>0$ so that $\mathcal{N}^{*}(\varepsilon) \leqq \bar{\phi}(\varepsilon)=\left(\beta_{2} /(1-\gamma)\right) \varepsilon^{-1}+k_{2} \varepsilon^{-D}$ for $0<\varepsilon \leqq 1$. Since $D<1$ and $\beta_{2} /(1-\gamma)>0$ we obtain $\mathcal{N}(\varepsilon) \leqq B_{2} \varepsilon^{-1}$ for some $B_{2}>0$.

As $G$ is the graph of a continuous function on $[0,1]$ we have $\mathcal{N}(\varepsilon) \geqq 1 / \varepsilon$ and thus $\operatorname{dim}(G)=1$.

Case 3. $\gamma=\sum\left|a_{i}\right|=1$.
Let $\bar{\phi}(\varepsilon)=\left(\beta_{2} / \sum_{i=1}^{N}\left|a_{i}\right| \ln \left(b_{i}\right)\right)(\ln (\varepsilon) / \varepsilon)+k_{2} / \varepsilon$ and note that

$$
\bar{\phi}(\varepsilon)=\sum_{i=1}^{N} \frac{\left|a_{i}\right|}{b_{i}} \bar{\phi}\left(\frac{\varepsilon}{b_{i}}\right)+\frac{\beta_{2}}{\varepsilon}
$$

for $\varepsilon>0$ and any $k_{2} \in \mathbb{R}$. As in Cases 1 and 2 , select $k_{2}>0$ so that $\mathcal{N}(\varepsilon) \leqq \bar{\phi}(\varepsilon)$ for $0<\varepsilon \leqq 1$, which shows that $\operatorname{dim}(G)=1$.

Case 4. $\left\{\left(t_{j}, x_{j}\right): j=0, \cdots, N\right\}$ is collinear.
$G$ is a line segment and thus $\operatorname{dim}(G)=1$.
4.2. Dimension of projections. Let us now calculate the dimension of $g=\operatorname{graph}(f)$ under the assumption that (3.2)(a) is satisfied and that $J=[0,1]$.

Theorem 5. Let $f: I \rightarrow \mathbb{R}$ be defined as in $\S 1$ above and let $g$ be its graph. Suppose that $A$ satisfies (3.2). Then $\operatorname{dim}(g)$ is the unique positive solution $d$ of

$$
\begin{equation*}
\sum_{i=1}^{N} s_{i} b_{i}^{d-1}=1 \tag{4.4}
\end{equation*}
$$

where $b_{i}=t_{i}-t_{i-1}$, for all $i$.
Proof. We will use the notation introduced in the proof of Theorem 4. Let $\left\{\tau_{l}\right\}_{l=0}^{m}$ be an $\varepsilon$-partition with associated $\varepsilon$-column cover $\mathscr{C}$. Assume that $\mathscr{C}$ is also a minimal cover of $g$. Choose $k \in\{1, \cdots, m\}$ and consider the collection $C_{k}$ of all $\varepsilon \times \varepsilon$ squares from $\mathscr{C}$ that lie above $\left[\tau_{k-1}, \tau_{k}\right]$. The continuity of $f$ implies that $C_{k}$ is a rectangle of width $\varepsilon$ and height $h_{k}$. Let $\Pi=\left\{\Pi_{\theta}: \theta \in[0,2 \pi)\right\}$ be a plane bundle whose axis is the $t$-axis. Let $\Pi_{\theta} \in \Pi$ and let $h_{k}(\theta)$ be the height of the projection of $\left.g\right|_{\left[\tau_{k-1}, \tau_{k}\right]}$ onto $\Pi_{\theta}$. Denote by $\bar{\delta}_{k}\left(\underline{\delta}_{k}\right)$ the maximum (minimum) of $h_{k}(\theta)$ over $\theta \in[0,2 \pi)$.

Define $\overline{\mathcal{N}}=\sum_{k} \bar{\delta}_{k} / \varepsilon$ and $\underline{\mathcal{N}}=\sum_{k} \underline{\delta}_{k} / \varepsilon$. Then

$$
\mathcal{N}(\varepsilon) \leqq \mathcal{N}^{*}(\varepsilon) \leqq \overline{\mathcal{N}}(\varepsilon)
$$

Following the argument given in the proof of Theorem 4 we obtain functional inequalities for $\mathcal{N}(\varepsilon)$ and $\overline{\mathcal{N}}(\varepsilon)$. (Note that $\left\{\left(\tau_{j}, x_{j}\right): j \in\{0, \cdots, N\}\right.$ is collinear $\Leftrightarrow$ $\sum_{i=1}^{N} s_{i}=1$.) These functional inequalities then imply that

$$
\underline{\mathcal{N}}(\varepsilon) \geqq A \varepsilon^{-d} \quad \text { and } \quad \overline{\mathcal{N}}(\varepsilon) \leqq B \varepsilon^{-d}
$$

for positive constants $A$ and $B$ and where $d$ is the unique real solution of $\sum_{i=1}^{N} s_{i} b_{i}^{d-1}=1$.

Example 8. Let $K=[0,1] \times[0,1]$ and let $g$ be the graph of $f$, which is the projection of the attractor $G$ of the IFS $\left(J \times K, W_{i}, i \in\{1, \cdots, 3\}\right)$, where the maps $W_{i}: J \times K$ are defined by

$$
W_{i}(t, X)=\left(\begin{array}{ccc}
b_{i} & 0 & 0 \\
0 & a_{i} & -c_{i} \\
0 & c_{i} & a_{i}
\end{array}\right)(t, X)+\left(\begin{array}{c}
\alpha_{i} \\
\beta_{i} \\
\gamma_{i}
\end{array}\right)
$$

and the constants $a_{i}, b_{i}, c_{i}, \alpha_{i}, \beta_{i}$, and $\gamma_{i}$ are determined by (2.7) with $\left\{(0,0,0),\left(\frac{3}{10}, \frac{7}{10}, \frac{2}{5}\right)\right.$, $\left.\left(\frac{7}{10}, \frac{2}{5}, \frac{3}{10}\right),(1,1,0)\right\}$ as the set of interpolation points. Then $b_{1}=\frac{3}{10}, b_{2}=\frac{2}{5}, b_{3}=\frac{3}{10}$, and the scaling factors are $s_{i}=\sqrt{65} / 10, s_{2}=\sqrt{10} / 10$, and $s_{3}=\sqrt{45} / 10$. The dimension $d$ of $g$ is then approximately $d \approx 1.5075$. Figure 15 shows the projections of $G$.

If in addition we now assume that the attractor $A$ of the IFS $\left(K, k_{i}, i=1, \cdots, N\right)$ also satisfies (3.2b), then we can derive the following relation between $\operatorname{dim}(g)$ and $\operatorname{dim}(K)=n$.

Corollary 2. Under the hypotheses of Theorem 5 and the assumption that (3.2b) holds, we have that

$$
\begin{equation*}
1 \leqq \operatorname{dim}(g) \leqq 2-\frac{1}{n} . \tag{4.5}
\end{equation*}
$$

Proof. The statement follows readily from the Cauchy-Schwartz inequality applied to (4.4) and the fact that $\sum s_{i} \geqq 1$ and $\Sigma s_{i}^{n} \leqq 1$ (the first inequality reflects the connectedness of $A$, and the second, the fact that $\operatorname{dim}(A) \leqq n)$.

Example 9. For the attractor $G$ in Example 2 we have $s_{1}=s_{2}=s_{3}=\frac{1}{2}$ and $b_{1}=b_{2}=$ $b_{3}=\frac{1}{3}$. Hence $d=2-\log 2 / \log 3 \approx 1.3691<1.5$.

Example 10. For the attractor of Example 4 we have $s_{1}=s_{2}=1 / \sqrt{2}$ and $b_{1}=b_{2}=\frac{1}{2}$. Thus $d=1+\log _{2} \sqrt{2}=1.5$.


FIG. 15. The projections of the attractor $G$ for the IFS in Example 8.
Example 11. Let $J=[0,1]$ and $K=[0,1] \times[0,1] \times[0,1]$. Define maps $W_{i}: J \times K$ by

$$
W_{i}(t, X)=\left(\begin{array}{cccc}
\frac{1}{4} & 0 & 0 & 0 \\
0 & a_{i} & c_{i} & d_{i} \\
0 & e_{i} & f_{i} & g_{i} \\
0 & h_{i} & k_{i} & l_{i}
\end{array}\right)(t, X)+\left(\begin{array}{c}
(i-1) / 4 \\
\alpha_{i} \\
\beta_{i} \\
\gamma_{i}
\end{array}\right)
$$

for all $i \in\{1, \cdots, 4\}$, where the constants $a_{i}, c_{i}, d_{i}, e_{i}, f_{i}, g_{i}, h_{i}, k_{i}, l_{i}, \alpha_{i}, \beta_{i}$, and $\gamma_{i}$ are determined by (2.7) with $\left\{\left(t_{j}, X_{j}\right): j \in\{0, \cdots, 4\}\right\}=\left\{(0,0,0,0),\left(\frac{1}{4}, \frac{1}{4}, \sqrt{3} / 8, \sqrt{6} / 6\right)\right.$,
$\left.\left(\frac{1}{2}, \frac{1}{2}, \sqrt{3} / 4, \sqrt{6} / 6\right),\left(\frac{3}{4}, \frac{3}{4}, \sqrt{3} / 4,0\right),(1,1,0,0)\right\}$. Then $s_{1}=s_{2}=s_{3}=s_{4}=\frac{1}{2}$ and $b_{1}=b_{2}=b_{3}=$ $b_{4}=\frac{1}{4}$. Hence $d=1.5<2-\frac{1}{3}=\frac{8}{3}$.

The following example due to M . Berger shows that if (3.2a) does not hold, then (4.5) need not be true.

Example 12. Let $J=[0,1]$ and $K=[0,1] \times[0,1]$ and define maps $W_{i}: J \times K$ by

$$
W_{i}(t, X)=\left(\begin{array}{ccc}
b_{i} & 0 & 0 \\
0 & b_{i} & 0 \\
0 & \Delta y_{i} & a_{i}
\end{array}\right)(t, X)+\binom{x_{i-1}}{X_{i-1}}
$$

where $X_{i}=\binom{x_{i}}{y_{i}}, b_{i}=x_{i}-x_{i-1}, \Delta y_{i}=y_{i}-y_{i-1}$, and $\left|a_{i}\right|<1$, for all $i \in\{1, \cdots, N\}$, for some positive integer $N>1$. Suppose further that (4.1) holds.

From Theorem 4 we know then that the attractor $A$ of the IFS $\left(J \times K, W_{i}\right.$, $i \in\{1, \cdots, N\}$ ) is the graph $G$ of a continuous function (see also Example 1) and that $d=\operatorname{dim}(G)$ satisfies $\sum_{i=1}^{N}\left|a_{i}\right| b_{i}^{d-1}=1$. For all $\varepsilon>0$ we can choose $a_{i}$ and $b_{i}$ such that $2-d<\varepsilon$. Let $g$ be the projection of $G$ onto the $t y$-plane. Then $g$ is identical to $G$ since the scalings along the $t$-axis are the same as along the $x$-axis. Hence $\operatorname{dim}(g)=\operatorname{dim}(G)=$ $d$, and we see that (4.5) need not hold.

Acknowledgments. We thank Dr. Marc Berger for providing Example 12 and Norman Fickel for correcting an error in the proof of Theorem 4.
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# THE DIMENSION SPECTRUM OF THE MAXIMAL MEASURE* 

ARTUR O. LOPES $\dagger$


#### Abstract

A variety of complicated fractal objects and strange sets appears in nonlinear physics. In diffusion-limited aggregation, the probability of a random walker landing next to a given site of the aggregate is of interest. In percolation, the distribution of voltages across different elements in a random-resistor network (see [T. Halsey et al., Phys. Rev. A (3), 33 (1986), pp. 1141-1151]) may be of interest. These examples can be better analyzed by dividing certain objects in pieces labeled by indexes, but that leads to working with fractal sets and the notion of dimension [Halsey et al. (1986)].

The dimension spectrum of a system has been introduced and measured experimentally, and a substantial literature in physics addresses this topic. In several important cases, rigorous proofs of the results presented in [Halsey et al. (1986)] have been established.

Here, rigorous mathematical proofs of some results in this theory are given, specifically for the maximal entropy measure of a hyperbolic rational map in the complex plane. In this case the fractal object is the Julia set (see [H. Brolin, Ark. Mat., 6 (1966), pp. 103-114], [A. Freire, A. Lopes, and R. Mañé, Bol. Soc. Brasil Mat., 14 (1983), pp. 45-62]), which has been extensively studied in the physics literature.
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0. Introduction. In recent years the role of the concept of dimension has been investigated by several authors in trying to understand nonconservative dynamical systems.

The possibility of an infinite number of generalized dimensions of fractals appears in a natural way in the context of relevent physical problems of critical phenomena. This topic is particularly active in the physics literature. Such problems appear in the configuration of Ising models, percolation clusters, and fully developed turbulence. In general, we can describe such models by dividing the object into pieces and rescaling. In this situation we very often obtain several different values of dimension.

We are interested in developing the thermodynamic formalism for chaotic repellers obtained from hyperbolic rational maps in the complex plane and its relation to the spectrum of dimensions.

The same problem for attractors has been investigated in [9]. In general, an attractor can have an arbitrarily fine-scaled interwoven structure of hot and cold spots (high and low probability densities). By hot and cold spots we mean points on the attractor for which the frequency of visitation to the region for typical orbits is either much greater than average (a hot spot) or much less than average (a cold spot). In these several different points we can have different local values of dimension, and the aim of this theory is to understand the situation globally.

Now we will explain more carefully the situation we are going to consider. We will analyze the dimension spectrum of the maximal measure (sometimes called the balanced measure) [1], [8], [17] of a hyperbolic rational map $f$ on the complex plane

$$
f(z)=\frac{P(z)}{Q(z)}
$$

where $P$ and $Q$ are complex polynomials.

[^86]The dimension spectrum of a system was introduced and measured experimentally by Halsey et al. [10], Hentschel and Procaccia [11], and Jensen et al. [12]. See also [2], [5], [9], [26], and [27] for analyses of important cases.

In [2] and [27] the theory is applied to several different systems, among them cookie-cutter maps, and it is related to the measure of maximal entropy. In [5] critical mappings of the circle with golden rotation number are considered.

We will use thermodynamic formalism as in [27] and also classical large deviation theory as in [5] to obtain our result for the maximal measure of a hyperbolic rational map.

For each complex number $z$ and positive real number $\xi$, denote by $B(z, \xi)$ the ball of center $z$ and radius $\xi$ in the usual norm of $\mathbf{R}^{2}$.

We will say that a certain measure $v$ has exponent $\alpha$ on $z$ if

$$
v(B(z, \xi)) \approx \xi^{\alpha}
$$

for $\xi$ small enough. (Here $\approx$ means $\lim _{\xi \rightarrow 0}(\log v(B(z, \xi)) / \log \xi)=\alpha$.)
We will also say that $z$ scales with exponent $\alpha$.
Given a measure $v$, one of the main goals of the Dimension Spectrum Theory is to understand the set of points that scales with exponent $\alpha$.

For $\alpha$ fixed, the structure of such a set of points can be very complicated, and this set can also have $v$-measure zero and two-dimensional Lebesgue measure zero. The Hausdorff dimension gives more detailed information on how small the sets of the plane with two-dimensional Lebesgue measure zero are. When the Hausdorff dimension of a set is a noninteger number, we say that this set is a fractal. It is natural to ask, in terms of Hausdorff dimension, how small these sets are with respect to the variable $\alpha$.

Experimental results in [10] and [12] have suggested that the Hausdorff dimension of such sets is a differentiable function of $\alpha$, in the case of a certain measure of critical mappings of the circle with rotation number equal to the golden-mean.

We point out, as has been done in [5], that without some restrictions on the measure $v$, nothing interesting can be said about the problem.

A given probability $v$ is called invariant for a map $f$ if

$$
v\left(f^{-1}(E)\right)=v(E)
$$

for any set $E$, where the probability is defined.
If we are working in the context of statistical physics with problems in the one-dimensional $\mathbf{Z}$ lattice, and in each position we have two possibilities of spin, let us say + and - , then the natural space to consider is the Bernoulli model $\{+,-\}^{\mathbf{Z}}$. As we do not have any reason to consider a distinguished position for the value zero in our lattice, then in our problem we will consider only probabilities that are invariant by the shift map (see [3] and [29] for more references). This is a simple motivation for considering invariant probabilities in general problems.

In cases where $f$ is a rational map, the support of any invariant probability is the Julia set (see [4], [6], [8], [21] for definitions). In almost all the cases this set is of fractal dimension [6], [14]. There are no smooth invariant measures to consider in this situation.

Consider, for example, the map $f_{\xi}=z^{2}+\xi$ when $\xi$ is small. In this case the Julia set is a nowhere-differentiable Jordan curve for $\xi \neq 0$. In fact, the Julia set is a fractal Jordan curve for $\xi$ inside the main cardioid of the Mandelbrot set (and $\xi \neq 0$ ) [6].

The Julia set can also be a Cantor set or even a combination of parts that are locally disconnected and locally connected. The Julia set can even be the all complex plane for some nonhyperbolic rational maps. In the case of hyperbolic rational maps anyway, the Julia set always has two-dimensional Lebesgue measure zero.

There is an important conjecture that claims that the hyperbolic rational maps are dense in the set of rational maps (see [21]).

In [8] and [17] it has been shown that among all invariant probabilities, there exists a special one that obtains the maximal value of the entropy (see [19], [33] for exact definitions). We will call this probability the maximal measure.

The entropy of an invariant probability is a measure of the degree of randomness of the system given by the action of the map $f$ and the invariant probability we are considering. In this case the maximal measure is the more chaotic one.

Following the principle that in the absence of external thermal sources nature tends to maximize entropy, we can see the maximal measure as some kind of Gibbs state. If we must take into account external sources, we are then led to consider maximal pressure probabilities (see [3], [29] for interesting considerations about this). In § 1, for some other reasons, we will have to consider maximal pressure probabilities.

We will denote by $u$ the maximal measure for a hyperbolic rational map. We point out that, in [8] and [17], the results are for general rational maps, and hyperbolicity is not assumed.

Here we will develop all the theory to show the following theorem.
Theorem. Consider u the maximal measure of a hyperbolic rational map; then the Hausdorff dimension of the set of points that scale with exponent $\alpha$ is a real analytic function of the variable $\alpha$.

We will relate these concepts of scaling exponents with the pressure, the Legendre transform of the pressure, entropy, and large deviation. In fact, one of the main ingredients of the proof is the close relation of pressure and free-energy (see § 1 for definitions). This relationship is explored in a more general context in [16].

The analogous claim for nonhyperbolic rational maps is not always true. In [26] an example of a quadratic polynomial is shown such that there exists a point $\alpha$ where there is no differentiability. In this situation we can say, using an analogy with statistical physics, that phase transition exists.

The theorem stated here can also be seen as a statement concerning the nonexistence of phase transitions for the maximal entropy measure of a hyperbolic rational map.

A natural question to ask is, why do large deviation techniques appear in the understanding of the problem? The reason is that there exists a certain $\delta$ such that for a $u$-almost-everywhere point $z$ in the Julia set, the point $z$ scales with exponent $\delta$ (see [22], [20]). This follows basically from properties related to the Birkhoff Ergodic Theorem [19]. If we want to consider a certain fixed $\alpha$ different from the abovementioned $\delta$ and look for the set of points $z$ that scales with exponent $\alpha$, then we are in part not covered by the Birkhoff Ergodic Theorem. The above-mentioned theorem is a result on mean values and, therefore, in considering deviations of the mean, we must use large deviation techniques. We refer the reader to Ellis [7] for references concerning large deviation. We can find the general theory of ergodic theory and thermodynamic formalism in Walters [33], Mañé [19], and Ruelle [29], [30].

Several results are known for the maximal measure [1], [8], [13]-[15], [17], [18], [20], [22]. In particular, the moments of this measure can be obtained by a three-term relation from the coefficients of the rational map (see [1], [13]). The three-term relation is a consequence of the functional equation that the complex potential generated by
the maximal measure satisfies around infinity [13]. This functional equation is known as the Bochner equation in the case of polynomial maps [1]. In the case where the rational map is not a polynomial, the functional equation has another form (see [13], [14]). There are several connections of such results with Classical Potential Theory [31], [4], [13]. In particular, [4] and [13] show that this maximal measure is the charge distribution in the Julia set if and only if $f$ is a polynomial.

The degree of the rational map $f$ will be denoted by $d$. We will also denote by $J$ the Julia set. The entropy of the maximal measure is $\log d$ [8], [17].

We will show here that, in fact, the set of points that scale with exponent $\alpha$ can be considered as the support of another measure (different from $u$, and we will not lose dimensionality with this procedure (see the proof of Theorem 4)). We refer the reader to [9]-[12] and [26] for some applications of the spectrum of dimension theory to statistical mechanics.

It is worthwhile mentioning the following heuristic analogy. In problems of physics, when we can apply renormalization techniques, in general, it is because we have some good self-similar properties. We can take a partition of the object we want to consider, and from this partition, by some well-defined procedure, we can obtain another with some additional coarse information. Now, the procedure is repeated with the new partition. If we have some good self-similar properties, we can expect to have with this procedure microscopic information from the macroscopic information. In this case, scaling properties appear in a natural way. The spectrum of dimension techniques are suitable for application in this situation. Perhaps one reason this theory works well for a rational map $f$ is because we can think of the inverse branches of $f$ as a natural way to obtain new partitions. Because these inverse branches are holomorphic, we have good self-similarity properties that come from the conformality and from the Koebe Distortion Theorem (see [8]).

Here is the structure of this paper. In § 1 we will introduce the main properties of ergodic theory and large deviations that we will use. In § 2 we will present the main theorem and give an outline of the proof. In § 3 we will give the formal proof of the main theorem.

1. Ergodic theory and large deviation. Let $M(f)$ be the set of invariant probabilities for $f$, that is, the set of measures $v$ such that $v\left(f^{-1}(A)\right)=v(A)$ for any set $A$ in the Borel sigma-field of $\mathbf{R}^{2}$. The support of all these measures is $J$.

Definition 1. For a Hölder continuous $g: J \rightarrow \mathbf{R}$ and $v \in M(f)$, we will define the pressure of $v$ with respect to $g$ by

$$
h(v)+\int g(z) d v(z)
$$

where $h(v)$ denotes the entropy of $v$. We will denote such an expression by $P(v, g)$.
Definition 2. We will call $P(g)=\sup \{P(v, g) \mid v \in M(f)\}$ the topological pressure of the function $g$.

In the case where $f$ is hyperbolic, there exists a unique measure that attains such supremum. This measure is ergodic. These measures are sometimes called Gibbs measures [3], [29], [30]. There exist examples of $C^{k}$ maps such that this supremum is not attained (see references in [19], [33]).

Definition 3. In the case where there exists a unique probability in $M(f)$, denoted by $v(g)$, such that $P(g)=h(v(g))+\int g(z) d(v(g))(z)$ we will call this measure the maximal pressure measure for $g: J \rightarrow \mathbf{R}$. When $f$ is hyperbolic, this is always the case [3], [28].

Definition 4. For $g$ constant and equal to zero, the maximal pressure measure is called the maximal measure.

Let $z_{0}$ be a point in the Riemann sphere, and for each $n \in \mathbf{N}$, let us denote by $z\left(n, i, z_{0}\right), i \in\left\{1,2, \cdots, d^{n}\right\}$ the $d^{n}$-solutions (with multiplicity) of the equation

$$
f^{n}(z)=z_{0} .
$$

We denote the delta Dirac measure on $z$ by $\delta(z)$.
Let $u\left(n, z_{0}\right)$ be the probability

$$
d^{-n} \sum_{i=1}^{d^{n}} \delta\left(z\left(n, i, z_{0}\right)\right)
$$

In [8] and [17], it has been shown that for any $z_{0}$ (but at most two exceptional points), and independent of $z_{0}$, there exists the weak limit

$$
\lim _{n \rightarrow \infty} u\left(n, z_{0}\right)=u
$$

and the measure $u$ is the maximal measure of the rational map $f$. Hyperbolicity is not assumed to obtain this result. Also, $u$ is ergodic and has entropy $\log d$. We will denote $z_{i}^{n}$ the $z\left(n, i, z_{0}\right)$ for a certain fixed $z_{0}$.

Definition 5. For any real $t \in \mathbf{R}$ we will denote $P(t)=P(g)$, when $g(z)=$ $-t \log \left|f^{\prime}(z)\right|$.

From [23] and [24] it is known that $P(t)$ is convex and real analytic in the variable $t$ when $f$ is hyperbolic.

Definition 6. For a given probability $v$ we will call the Hausdorff dimension of the measure $v$, denoted by $\operatorname{HD}(v)$, the value $\inf \{\operatorname{HD}(A) \mid v(A)=1, A$ a Borel set in $J\}$. Here $\operatorname{HD}(A)$ is the Hausdorff dimension of the set $A$.

Definition 7. For any real $t \in \mathbf{R}$ we will denote $u(t)$ as the maximal pressure measure for $g(z)=-t \log \left|f^{\prime}(z)\right|$.

It also follows from [20], [22], and [24] that if $f$ is hyperbolic, then

$$
P^{\prime}(t)=-\int \log \left|f^{\prime}(z)\right| d(u(t))(z)=-h(u(t)) \cdot(\operatorname{HD}(u(t)))^{-1}
$$

Theorem 1 [20]. Let f be a rational map and let $v \in M(f)$ be an ergodic probability; then there exists a Borel set $A$ such that $v(A)=1$, and for all $z \in A$,

$$
\lim _{r \rightarrow 0} \frac{\log v(B(z, r))}{\log r}=h(v)\left(\int \log \left|f^{\prime}(z)\right| d v(z)\right)^{-1}=\operatorname{HD}(v)
$$

where $B(z, r)$ denotes the disk of radius $r$ and center at $z$.
Theorem 2 [28]. If $f$ is a hyperbolic rational map, then

$$
P(t)=\lim _{n \rightarrow \infty} \frac{1}{n} \log \sum_{i=1}^{d^{n}}\left|\left(f^{n}\right)^{\prime}\left(z_{i}^{n}\right)\right|^{-t} .
$$

In § 2 we will explain why we need the pressure in this formulation.
Let $W=\left\{W_{n}: n=1,2,3, \cdots\right\}$ be a sequence of random variables that are defined on probability spaces $\left\{\left(\tau_{n}, \mathscr{F}_{n}, P_{n}\right), n=1,2, \cdots\right\}$ and that take values in $\mathbf{R}$, where $\tau_{n}$ is a set, $\mathscr{F}_{n}$ a $\sigma$-field, and $P_{n}$ a probability.

Here we will consider $\tau_{n}=J$, and $\mathscr{F}_{n}$ the Borel $\sigma$-field on $J, n \in \mathbf{N}$.
Definition 8. For each $n \in \mathbf{N}$ define

$$
c_{n}(t)=n^{-1} \log E_{n}\left\{\exp t W_{n}\right\}
$$

where $E_{n}$ is the expected value with respect to $P_{n}$.

We will consider in this case the weak topology in the space of signed-measures in $J$.

The following hypotheses are assumed to hold:
(a) Each function $c_{n}(t)$ is finite for all $t \in \mathbf{R}$.
(b) $c(t)=\lim _{n \rightarrow \infty} c_{n}(t)$ exists and is finite for all $t \in \mathbf{R}$.
(c) $c(t)$ is differentiable as a function of $t \in \mathbf{R}$.

Theorem 3 [7]. Assume hypotheses (a), (b), and (c) hold, and denote for each compact Borel set $K$ in $E$

$$
Q_{n}(K)=P_{n}\left\{z \in J \mid n^{-1} W_{n} \in K\right\} \quad \text { and } \quad I(z)=\sup _{t \in \mathbf{R}}\{z t-c(t)\}, \quad z \in \mathbf{R} .
$$

Then the following conclusion holds:

$$
\lim _{n \rightarrow \infty} n^{-1} \log Q_{n}(K)=-\inf _{z \in K}\{I(z)\} .
$$

Definition 9. The function $c(t)$ is called the free energy of $W_{n}$.
Definition 10. The function $I(z)$ is called the deviation function of the process [7]. In fact it is the Legendre transform of $c(t)$. The function $I(z)$ contains information about the deviations of the mean of the process.
2. An outline of the proof of the main theorem. Some ideas presented here were adapted from ideas in [5] and [27].

It follows from [8] that in the hyperbolic case, for any $z \in J$ (this is not a $u$-almost-everywhere statement), there exists

$$
\lim _{\varepsilon \rightarrow 0} \lim _{n \rightarrow \infty} n^{-1} \log u(B(z, n, \varepsilon))=-\log d
$$

where $B(z, n, \varepsilon)=\left\{y \in J\left|j \in\{0,1, \cdots, n-1\},\left|f^{j}(y)-f^{j}(z)\right|<\varepsilon\right\}\right.$.
It is also true in the hyperbolic case that the diameter $d(z, \nu, \varepsilon)$ of $B(z, n, \varepsilon)$ is of the order $\left|\left(f^{n}\right)^{\prime}(z)\right|^{-1}$, for any $z \in J$, for $n$ large and $\varepsilon$ small [8], [22].

Therefore, if we ask whether $z$ is such that $u(B(z, \xi)) \approx \xi^{\alpha}$, it is natural to consider the above definition.

Definition 11. Let $J(\alpha)$ be the set of points $z \in J(f)$ such that there exists the limit

$$
\lim _{n \rightarrow \infty} n^{-1} \log \left|\left(f^{n}\right)^{\prime}(z)\right|^{-\alpha}=-\log d .
$$

In this case, $u(B(z, n, \varepsilon))$ is of order $d(z, n, \varepsilon)^{\alpha}$. When we use arguments of [20] it follows that this is equivalent to requiring that $z$ satisfies

$$
\lim _{\xi \rightarrow 0} \frac{\log u(B(z, \xi))}{\log \xi}=\alpha .
$$

Definition 12. Let $f(\alpha)$ be the Hausdorff dimension of the set $J(\alpha)$.
Theorem 4. Suppose $f$ is a hyperbolic rational map and $u$ the maximal measure. Then for a given $\alpha$, there exists a unique $t \in \mathbf{R}$ such that $P^{\prime}(t)=-\log d / \alpha$, and $f(\alpha)=$ $\mathrm{HD}(u(t))$, where $u(t)$ is the maximal pressure measure for $-t \log \left|f^{\prime}(z)\right|$. The function $f$ is real analytic on $\alpha$.

We will now give an outline of the proof of Theorem 4 as we mentioned in the Introduction.

The proof is divided in two parts; this is very characteristic of large deviation results [7]. We must deal with the lower bound and the upper bound in separate cases.

In the first part, we show $f(\alpha) \geqq \operatorname{HD}(u(t))$, where $t$ satisfies a Legendre condition of the form $P^{\prime}(t)=-\log d / \alpha$. This part can be seen as an application of the formula
$\mathrm{HD}(v)=h(v) / \int \log \left|f^{\prime}(z)\right| d v(z)$ (that is true for any invariant measure $v$ [20], [22]) and the Manning-McCluskey picture, which means in our case that $f(\alpha)$ is the Legendre transform of the pressure [24].

The pressure contains information about $u(t)$ in the form

$$
P^{\prime}(t)=-\int \log \left|f^{\prime}(z)\right| d(u(t))(z)
$$

This information is about the Lyapunov number of $u(t)$. Using this information we obtain a set with dimension $\operatorname{HD}(u(t))$ such that for any point $z$ on it, the measure $u$ scales with exponent $\alpha$ in $z$. This set is the support of the measure $u(t)$. In this way we show $f(\alpha) \geqq \operatorname{HD}(u(t))$.

Now, in the second part, it is more difficult to show that $f(\alpha) \leqq \operatorname{HD}(u(t))$.
We will try to give a heuristic idea of the proof, even under the risk of oversimplifying some more difficult and subtle parts of the demonstration. First, to have a geometrical picture of the problem, consider for simplification $f(z)=z^{2}+\xi z$, when $\xi$ is small. In this case $d=2$. Note that zero is a fixed point of $f$. The main ideas of the proof are presented in this simplified case. The Julia set in this situation is a nowheredifferentiable Jordan curve. This curve is very close to the unitary circle and the dynamics of $f$ is very similar to that of $z^{2}$ on the unitary circle (they are in fact topologically conjugated). Now consider a nonself-intersecting curve $\gamma_{1}^{0}$, from zero to $\infty$, cutting the Julia set in the unique fixed point in this set. Taking pre-images of this curve, we obtain the new curves $\gamma_{1}^{1}$ and $\gamma_{2}^{1}$. The Julia set without these two curves has two connected components denoted by $A_{1}^{1}$ and $A_{2}^{1}$, each one with $u$-measure $d^{-1}=\frac{1}{2}$.

Now consider $\gamma_{1}^{2}, \gamma_{2}^{2}, \gamma_{3}^{2}$, and $\gamma_{4}^{2}$, the pre-images of the curves $\gamma_{1}^{1}$ and $\gamma_{2}^{1}$. Now the Julia set without these four curves has four connected components denoted by $A_{1}^{2}$, $A_{2}^{2}, A_{3}^{2}$, and $A_{4}^{2}$. Each of these components has measure $d^{-2}=2^{-2}$. Repeating the procedure inductively, we obtain at level $n$, a total of $d^{n}=2^{n}$ curves $\gamma_{1}^{n}, \gamma_{2}^{n}, \cdots, \gamma_{2^{n}}^{n}$. The Julia set without these $2^{n}$ curves has $2^{n}$ connected components denoted by $A_{1}^{n}, A_{2}^{n}, \cdots, A_{2^{n}}^{n}$, each one with $u$-measure $2^{-n}=d^{-n}$. If we select an initial point $z_{0}$ not in $\gamma_{1}^{0}$, then we can suppose that in each $A_{i}^{n}, i \in\left\{1,2, \cdots, 2^{n}\right\}$ there exists one and only one $z\left(n, i, z_{0}\right)$ (see the notation in § 1 ).

Now we look at level $n$, which has the elements of the partition $A_{1}^{n}, A_{2}^{n}, \cdots, A_{2^{n}}^{n}$ that contains elements $z$ such that $\left|f^{n^{\prime}}(z)\right|^{-\alpha}$ is of order $d^{-n}$. By the Koebe Distortion Theorem (see [8]) we conclude (in fact, we have to consider subsets of the $A_{i}^{n}$, $i \in\left\{1, \cdots, 2^{n}\right\}$, but we do not want to be too technical here in $\S 2$ ) that if $A_{i}^{n}$ contains a $z$ such as the one above, then the $z\left(n, i, z_{0}\right)$ contained in $A_{i}^{n}$ also has this property.

Note that from the Birkhoff Ergodic Theorem (concerning mean values) and the Shannon-McMillan-Breiman Theorem (about entropy of partitions), almost all the $z\left(n, i, z_{0}\right)$ should satisfy

$$
\left|f^{n^{\prime}}\left(z\left(n, i, z_{0}\right)\right)\right|^{-\mathrm{HD}(u)}
$$

and be of order $d^{-n}$. This is a simplified way to look at the formula

$$
\mathrm{HD}(u)=\frac{h(u)}{\int \log \left|f^{\prime}(z)\right| d u(z)} .
$$

Therefore, the large deviation here appears to give information on how many elements $z\left(n, i, z_{0}\right), i \in\left\{1,2, \cdots, 2^{n}\right\}$ deviate from the mean and satisfy that $\left|\left(f^{n}\right)^{\prime}\left(z\left(n, i, z_{0}\right)\right)\right|^{-\alpha}$ is of order $d^{-n}$.

Here it becomes clear why we must consider the pressure $P(t)$ in the formulation given by Theorem 2. We must consider the random variable given by $-\log \left|f^{n^{\prime}}(z)\right|$ in the pre-orbits of $z_{0}$ at level $n$. At this moment the close relation of $c(t)$ and $P(t)$, which we will explain in $\S 3$, is essential.

The diameter of each element $A_{i}^{n}$ of the partition is of order $\left|f^{n^{\prime}}\left(z\left(n, i, z_{0}\right)\right)\right|^{-1}$, where $z\left(n, i, z_{0}\right)$ is the only pre-image of $z_{0}$ at level $n$ in $A_{i}^{n}$.

From the considerations above, we can cover the set of points that scale with exponent $\alpha$ with a controlled number of elements of the partition, and we also have control of the diameter of the elements of the partition that we are using to cover the set $J(\alpha)$. This partition can be obtained with a diameter as small as we want. The value $\mathrm{HD}(u(t))$ (it appears here as information that comes from a Legendre transform) is exactly the value that we must consider for the Hausdorff measure to be finite. In this way we prove finally that $f(\alpha) \leqq \operatorname{HD}(u(t))$.

The above explanation is not exactly as the proof will be done, but it gives a good idea of the main ingredients of the demonstration.
3. Proof of the main theorem. Here we will show the proof of the following theorem.

Theorem. Suppose $f$ is a hyperbolic rational map and $u$ is the measure of maximal entropy. Then for a given $\alpha$, there exists a unique $t \in \mathbf{R}$ such that $P^{\prime}(t)=-\log d / \alpha$ and $f(\alpha)=\operatorname{HD}(u(t))$, where $u(t)$ is the maximal pressure measure for $-t \log \left|f^{\prime}(z)\right|$. The function $f$ is real analytic in the variable $\alpha$.

Proof. (a) $f(\alpha) \geqq H D(u(t))$.
For a given $\alpha$, from the convexity and analyticity of $P(t)$ (see [28]), we have that there exists a unique $t$ such that $P^{\prime}(t)=-\log d / \alpha$. For this value of $t$, consider $u(t)$ the maximal pressure measure for the function $g=-t \log \left|f^{\prime}\right|$. From the ergodic theorem we have that for a set $A$ such that $u(t)(A)=1$, for all $z \in A$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left|\left(f^{n}\right)^{\prime}(z)\right|^{-1}=-\int \log \left|f^{\prime}(z)\right| d(u(t))(z)=P^{\prime}(t)=-\frac{\log d}{\alpha}
$$

Therefore

$$
\lim _{n \rightarrow \infty} n^{-1} \log \left|f^{n^{\prime}}(z)\right|^{-\alpha}=-\log d
$$

and $A \subset J(\alpha)$.
As the Hausdorff dimension of $u(t)$ is infimum of the Hausdorff dimension of all sets of measure zero, we have $f(\alpha) \geqq \operatorname{HD}(u(t))$.
(b) $f(\alpha) \leqq \operatorname{HD}(u(t))$.

Now we will use a large deviation property as introduced in § 1.
Consider for each $n \in \mathbf{N}$ the measure $u\left(n, z_{0}\right)$ as defined in $\S 1$.
We will denote $z_{i}^{n}$ the $z\left(n, i, z_{0}\right)$ to make the notation simpler. To apply Theorem 3, consider $\tau_{n}=J, \mathscr{F}_{n}=$ Borel $\sigma$-field on $J$, and $P_{n}=u\left(n, z_{0}\right)$. Consider also the random variable $W_{n}=-\log \left|f^{n^{\prime}}(z)\right|$.

From Theorem 3 we have that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} n^{-1} \log \sum_{i=1}^{d^{n}}\left|f^{n^{\prime}}\left(z_{i}^{n}\right)\right|^{-t} & =P(t) \\
& =\sup _{v \in M(f)}\left\{h(v)-t \int \log \left|f^{\prime}(z)\right| d v(z)\right\} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
c(t) & =\lim _{n \rightarrow \infty} n^{-1} \log E_{n}\left\{\exp t W_{n}\right\} \\
& =\lim _{n \rightarrow \infty} n^{-1} \log d^{-n}\left(\sum_{i=1}^{d^{n}}\left|f^{n^{\prime}}\left(z_{i}^{n}\right)\right|^{-t}\right)=P(t)-\log d .
\end{aligned}
$$

This relation of pressure and free energy is essential for the rest of the proof.
From the differentiability with respect to $t$ of $P(t)$ [16], [19], we have that for any $\beta \in \mathbf{R}$ and $\xi>0$

$$
\lim _{n \rightarrow \infty} n^{-1} \log P_{n}\left\{n^{-1} W_{n} \in(\beta-\xi, \beta+\xi)\right\}
$$

is almost equal to $-I(\beta)$, where $I(\beta)=\sup _{s \in R}\{s \beta-c(s)\}$.
Therefore for $\beta=-\log d / \alpha$, we have $I(\beta)=t \beta-c(t)$, where $c^{\prime}(t)=-\log d / \alpha$.
As $P^{\prime}(s)=c^{\prime}(s)$ for any $s \in \mathbf{R}$, we remark that $t$ is the same one obtained in part (a) of this proof.

Therefore, $\quad I(\beta)=-t \int \log \left|f^{\prime}(z)\right| d(u(t))(z)-h(u(t))+t \int \log \left|f^{\prime}(z)\right| d(u(t))(z)+$ $\log d=\log d-h(u(t))$.

Therefore

$$
\lim _{n \rightarrow \infty} \log P_{n}\left\{n^{-1} W_{n} \in\left(-\log d \alpha^{-1}-\xi,-\log d \alpha^{-1}+\xi\right)\right\}
$$

is approximately equal to $h(u(t))-\log d$. In this case

$$
d^{-n} \#\left\{\left.z_{i}^{n}\left|i \in\left\{1, \cdots, d^{n}\right\}, n^{-1} \log \right| f^{n^{\prime}}\left(z_{i}^{n}\right)\right|^{-1} \in\left(-\log d \alpha^{-1}-\xi,-\log d \alpha^{-1}+\xi\right)\right\}
$$

is of order $\exp ((h(u(t))-\log d) n)$, and finally

$$
\#\left\{z_{i}^{n} \mid i \in\left(1, \cdots, d^{n}\right\} \text { and }\left|f_{i}^{n^{\prime}}\left(z_{i}^{n}\right)\right|^{-1} \in\left(\exp \left(\left(-\frac{\log d}{\alpha}-\xi\right) n\right), \exp \left(\left(-\frac{\log d}{\alpha}+\xi\right) n\right)\right)\right\}
$$

is of order

$$
\begin{equation*}
\exp (h(u(t))-(\log d) n) \exp \left(\log d^{n}\right)=\exp (h(u(t)) n) \tag{*}
\end{equation*}
$$

As mentioned in § 2, this information allows us to control the number of points with a certain deviation of the mean.

Now we will state some properties of hyperbolic rational maps that are proved in [8] and [18].

Considering perhaps a finite iterate of $f$, we know from [18] that there exists a curve $\delta$ containing all the critical values of $f$ such that:
(a) $u(\delta)=0$.
(b) $\hat{X}=\mathbf{C}-\delta$ is a topological disk.
(c) There exist branches $\phi_{i}: \hat{X} \rightarrow \overline{\mathbf{C}}, i=1, \cdots, d$, of $f^{-1} \mid \hat{X}$ that are injective and $f\left(\hat{X}_{i}\right)=\hat{X}$ where $\hat{X}_{i}=\phi_{i}(\hat{X})$.
(d) The set $X=\left(\cap_{n \geqq 0} f^{-n}\left(\cap_{m \geqq 0} f^{m}\left(\hat{X}^{c}\right)\right)\right)^{c}$ has $u$-measure zero, and satisfies

$$
f^{-1}(X)=X
$$

(e) Set $X_{i}=\hat{X}_{i} \cap X$; then the disjoint union $X=\cup_{i=1}^{d} X_{i}$ is such that if $n \leqq 1$, $1 \leqq i_{j} \leqq d, j=1, \cdots, n$, we have $d^{n}$ sets of the form $\left(\cap_{j=1}^{n} f^{-j}\left(X_{i j}\right)\right)$. Let us denote each such set by $A_{i}^{n}, i \in\left\{1, \cdots, d^{n}\right\}$.

From [18] we have $u\left(A_{i}^{n}\right)=d^{n}$.
(f) We can suppose there exists just one $z_{i}^{n}$ in each $A_{i}^{n}$ because we can obtain $u$ as $\lim _{n \rightarrow \infty} u\left(n, z_{0}\right)$ and this limit does not depend on $z_{0}$.

Now let us return to the proof of the theorem. First we will show that $J(\alpha) \cap X$ has dimension smaller than $\operatorname{HD}(u(t))$, where $X$ depends on the curve $\delta$. Then we move the curve $\delta$ a little and we obtain the same result. By the injectivity (c) we have that these $J(\alpha) \cap X$ cover $J(\alpha)$ when we consider several different disjoint curves $\delta$, and from this it follows that $f(\alpha) \leqq \operatorname{HD}(u(t))$.

Now we will show that $J(\alpha) \cap X$ has dimension smaller than $\operatorname{HD}(u(t))$ for any curve $\delta$. This will be obtained in the following way. Consider a conformal representation $\phi: X \rightarrow D_{1}$ and $X(r)=\phi^{-1}\left(D_{r}\right)$ (where $D_{r}=\{z \in \mathbf{C}| | z \mid<r\}, 0 \leqq r \leqq 1$ ). Consider also for each $A_{i}^{n}, i \in\left\{1,2, \cdots, d^{n}\right\}$, the corresponding $A_{i}^{n}(r)$ such that $A_{i}^{n}(r)=f^{-n}\left(X_{r}\right)$ for some branch $f^{-n}$ and $A_{i}^{n}(r) \subset A_{i}^{n}$, and assume $\phi\left(z_{i}^{n}\right)=0$.

We will first show $J(\alpha) \cap\left\{\cap_{n \geqq 0} f^{-n}(\hat{X}(r))\right\}$ has dimension smaller than $H D(u(t))$. Note that $J(\alpha)$ is invariant by $f$. In this case, using the same proof presented in [32] for Theorem 4 and in [25] for Theorem 1.1, we conclude that $\lim _{r \rightarrow 1} \operatorname{HD}(J(\alpha) \cap$ $\left.\left(\cap_{n \geqq 0} f^{-n}(\hat{X}(r))\right)\right)=\mathrm{HD}(J(\alpha) \cap X) \leqq \mathrm{HD}(u(t))$. Therefore, it is enough to show that $\operatorname{HD}\left(J(\alpha) \cap\left(\cap_{n \geqq 0} f^{-n}(\hat{X}(r))\right) \leqq \operatorname{HD}(u(t))\right.$, and we will show this now.

From the distortion theorem for univalent functions [8], there exist $c_{r}, C_{r}>0$ such that for $n$ large enough

$$
\begin{equation*}
c_{r}<\left|\left(f^{n}\right)^{\prime}(t)\right|\left|\left(f^{n^{\prime}}\right)(z)\right|^{-1}<C_{r} \tag{**}
\end{equation*}
$$

for any $t, z$ in $A_{i}^{n}(r)$. It also follows from [8] that for any $\xi>0$, there exists $K>0$ such that for $n$ large enough, if $D(n, i, \xi)$ is the ball of center $z_{i}^{n}$ and radius $K\left|\left(f^{n}\right)^{\prime}\left(z_{i}^{n}\right)\right|^{-(1-\xi)}$, then

$$
D(n, i, \xi) \supset A_{i}^{n} .
$$

Consider $Y=J(\alpha) \cap X$. Then for each $z \in Y \cap f^{-n}(\hat{x}(r))$ such that $\left|\left(f^{n}\right)^{\prime}(z)\right|^{-\alpha}$ is of order $d^{-n}$ we have that $z$ is in a certain $A_{i_{j}}^{n}(r)$ and therefore from (**)

$$
\left|\left(f^{n}\right)^{\prime}\left(z_{i}^{n}\right)\right|^{-\alpha} \text { and }\left|\left(f^{n}\right)^{\prime}(z)\right|^{-\alpha} \text { are of order } d^{-n} .
$$

The cardinal of such possible $z_{i}^{n}$ is of the order $\exp (h(u(t)) n)$ from (*). It is also true that such $z$ is in $D(n, i, \xi)$ from ( $* * *$ ).

Now let us remember some properties of $\operatorname{HD}(Y)$. From each $T>0$ consider

$$
\operatorname{HD}_{\mathbf{T}}(Y)=\lim _{\delta \rightarrow 0} \mathrm{HD}_{\mathbf{T}, \delta}(Y)=\inf _{\substack{Y \subset U B_{i} \\ \text { diam } B_{i} \subseteq \delta}} \sum\left(\operatorname{diam} B_{i}\right)^{T}
$$

where $B_{i}$ are balls in C.
We also know that if for all $\mathrm{T}>\operatorname{HD}(u(t))$ we have $H_{\mathrm{T}}(\mathrm{Y})$ finite, then $\operatorname{HD}(Y) \leqq$ $\operatorname{HD}(u(t))$.

Now observe that for each $n \in \mathbf{N}, Y$ is contained in $\exp (h(u(t) n))$ balls of radius $K\left|\left(f^{n}\right)^{\prime}\left(z_{i}^{n}\right)\right|^{-(1-\xi)}$, and $\left|\left(f^{n}\right)^{\prime}\left(z_{i}^{n}\right)\right|^{-1}$ is of order $\exp \left(-\log d \cdot n \cdot \alpha^{-1}\right)$. For each $n$ the sum

$$
\begin{aligned}
\sum(\operatorname{diam} D(n, i, \varepsilon))^{T} & \leqq K \exp (h(u(t)) n) \exp \left(-T \log d \cdot n \cdot \alpha^{-1}(1-\varepsilon)\right) \\
& =K \exp \left(h(u(t))-\mathbf{T} \log d \alpha^{-1}(1-\varepsilon) n\right)
\end{aligned}
$$

For

$$
\begin{aligned}
\mathrm{T}>\operatorname{HD}(u(t)) & =h(u(t))\left(\int \log \left|f^{\prime}(t)\right| d u(t)\right)^{-1}=-h(u(t)) P^{\prime}(t)^{-1} \\
& =h(u(t)) \cdot \alpha(\log d)^{-1}
\end{aligned}
$$

we have that the above sum is uniformly bounded. As the diameter $D(n, i, \varepsilon)$ goes to zero [8] because $f$ is hyperbolic, we have

$$
\operatorname{HD}\left(J(\alpha) \cap\left(\bigcap_{n \geqq 0} f^{-n}(\hat{X}(r))\right)\right) \leqq \operatorname{HD}(u(t))
$$

and finally the theorem is proved.
The analyticity of $f(\alpha)$ follows from the analyticity of $P(t)$ [23], [28].
As we have mentioned in the Introduction, no dimensionality is lost by considering the support of $u(t)$ instead of $J(\alpha)$ because, as we have just shown, the two sets have the same Hausdorff dimension.
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#### Abstract

It is shown that the reciprocals of a class of Laplace transforms are superadditive. This is used to establish the uniqueness of maximum likelihood estimates for a statistical inference problem.
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1. Introduction. In this paper we show that, for $p \geqq 2$ and for $x$ and $y$ in $(0, \infty)$,

$$
\begin{equation*}
\frac{1}{\sum_{k=0}^{\infty}\left(1 /(x+k)^{p}\right)}+\frac{1}{\sum_{k=0}^{\infty}\left(1 /(y+k)^{p}\right)}<\frac{1}{\sum_{k=0}^{\infty}\left(1 /(x+y+k)^{p}\right)} . \tag{1}
\end{equation*}
$$

This will follow as a special case of the superadditivity of a class of reciprocals of Laplace transforms, as established in Theorem 2. The special case of (1) when $p=2$ is used to establish the strict concavity of $\log [L(r, s)]$, where

$$
L(r, s):=\left[\frac{\Gamma(r+s)}{\Gamma(r) \Gamma(s)} G_{1}^{r-1} G_{2}^{s-1}\right]^{n} .
$$

(Here, $\Gamma$ denotes the gamma function, $G_{1}$ and $G_{2}$ are both positive, $G_{1}+G_{2}<1$, and $n$ is an integer.) This, in turn, will establish the uniqueness of the maximum likelihood estimates of the parameters in the beta distribution.

First, we present a new and simple characterization of a subclass of the completely monotonic functions.
2. Strongly completely monotonic functions. Recall that a real-valued function $g$ is completely monotonic on $(0, \infty)$ if and only if $(-1)^{n} g^{(n)}(x) \geqq 0$, where $0<x<\infty$ and $n=0,1,2, \cdots$. We are interested in the more restrictive condition:

$$
(-1)^{n} x^{n+1} g^{(n)}(x) \text { is nonnegative and nonincreasing for } 0<x<\infty
$$

$$
\begin{equation*}
\text { and } n=0,1, \cdots . \tag{2}
\end{equation*}
$$

Such functions will be called strongly completely monotonic on ( $0, \infty$ ). As an example, the function $g(x)=1 / x^{2}$ is strongly completely monotonic in $(0, \infty)$; however, the function $g(x)=e^{-x}$ is completely monotonic, but not strongly completely monotonic.

Theorem 1. The function $g$ is strongly completely monotonic on $(0, \infty)$ if and only if

$$
\begin{equation*}
g(x)=\int_{0}^{\infty} e^{-x t} \phi(t) d t \tag{3}
\end{equation*}
$$

where $\phi$ is nonnegative and nondecreasing, and where the integral converges for all $x$ in $(0, \infty)$.

[^87]Proof. If $g$ is given by (3), then
(4)

$$
\begin{aligned}
(-1)^{n} x^{n+1} g^{(n)}(x) & =x^{n+1} \int_{0}^{\infty} t^{n} e^{-x t} \phi(t) d t \\
& =\int_{0}^{\infty} \tau^{n} e^{-\tau} \phi\left(\frac{\tau}{x}\right) d \tau \geqq 0
\end{aligned}
$$

because $\phi(x) \geqq 0$. Furthermore, the left side is a nonincreasing function of $x$ because $\phi(x)$ is nondecreasing.

Conversely, suppose $g$ is strongly completely monotonic on $(0, \infty)$. Then $g$ is completely monotonic and, according to a representation theorem of Bernstein [5, p. 161], there is a nondecreasing (not necessarily bounded) $\alpha$ such that

$$
g(x)=\int_{0}^{\infty} e^{-x t} d \alpha(t) \quad(0<x<\infty) .
$$

Furthermore, we may assume that $\alpha$ is normalized, that is, $\alpha(0)=0$ and $\alpha(x)=$ $(\alpha(x-)+\alpha(x+)) / 2$ for $0<x<\infty$ [5, pp. 13-14]. Using the Post-Widder inversion formula [5, p. 290], it follows that

$$
\alpha(t)-\alpha(0+)=\lim _{n \rightarrow \infty} \int_{0}^{t}(-1)^{n}\left(\frac{n}{u}\right)^{n+1} g^{(n)}\left(\frac{n}{u}\right) d u
$$

for all $t$ in ( $0, \infty$ ). From (2), it follows that the integrands are nondecreasing functions of $u$. Hence the integrals, and consequently $\alpha$ itself, are convex functions of $t$. The properties of convex functions imply that there is a nonnegative and nondecreasing function $\phi$ such that $\alpha^{\prime}(t)=\phi(t)$ except, possibly, for a countable set on $(0, \infty)$. Representation (3) follows.
3. A class of superadditive functions. Let

$$
\begin{aligned}
\mathscr{F}= & \{f: f \text { is a continuous, real-valued, nonnegative } \\
& \text { function defined on }[0, \infty) \text { satisfying } f(0)=0\} .
\end{aligned}
$$

If $f \in \mathscr{F}$, then $f$ is said to be superadditive provided that, for $x$ and $y$ in $(0, \infty)$,

$$
\begin{equation*}
f(x+y) \geqq f(x)+f(y) \tag{5}
\end{equation*}
$$

Beckenback [1, p. 424] remarked that "tests for superadditivity appear to be difficult to establish, and more difficult to apply." In this section and the next, we establish a test for superadditivity and apply it to a problem in statistical inference.

If $f \in \mathscr{F}$, then $f$ is said to be star-shaped provided that, for $\alpha$ in $(0,1)$ and $x$ in $(0, \infty)$,

$$
f(\alpha x) \leqq \alpha f(x)
$$

This is equivalent to saying that

$$
\begin{equation*}
f(x) / x \text { is nondecreasing on }(0, \infty) . \tag{6}
\end{equation*}
$$

It follows from (6) that

$$
f(x+y)=x \frac{f(x+y)}{x+y}+y \frac{f(x+y)}{x+y} \geqq x \frac{f(x)}{x}+y \frac{f(y)}{y}=f(x)+f(y) .
$$

Hence, if $f$ is star-shaped, it is also superadditive. (See Hardy, Littlewood, and Polya [4, p. 83] and Bruckner and Ostrow [2, pp. 1207-1209].) We remark that, if $f(x) / x$ is strictly increasing on $(0, \infty)$, then strict inequality always holds in (5).

Theorem 2. Suppose $g$ is strongly completely monotonic and $x g(x)$ does not reduce to a constant, i.e., $\phi$ is not constant in (3). Define $f$ by $f(0)=0$ and $f(x)=1 / g(x)$ if $0<x<\infty$. Then fis star-shaped and therefore superadditive. Furthermore, strict inequality always holds in (5).

Proof. Let $n=0$ in (2). Then $x g(x)$ is nonnegative and nonincreasing, and (6) holds for $f$. An analysis of (4) shows that $x g(x)$ is strictly decreasing if and only if $\phi$ is not a constant function. The remarks after (6) complete the proof of this theorem.

To illustrate, suppose $p \geqq 2$. For $t>0$, we define

$$
\phi_{p}(t)=t^{p-1} /\left(1-e^{-t}\right) .
$$

If we set $\phi_{p}(0)=0$ for $p>2$ and $\phi_{2}(0)=1$, it follows that $\phi_{p}$ is a continuous, increasing function on $[0, \infty)$. Furthermore, if $x>0$, the Lebesgue monotone convergence theorem implies that

$$
\begin{aligned}
\int_{0}^{\infty} e^{-x t} \phi_{p}(t) d t & =\int_{0}^{\infty} \sum_{k=0}^{\infty} t^{p-1} e^{-(x+k) t} d t \\
& =\sum_{k=0}^{\infty} \int_{0}^{\infty} t^{p-1} e^{-(x+k) t} d t \\
& =\Gamma(p) \sum_{k=0}^{\infty} \frac{1}{(x+k)^{p}} .
\end{aligned}
$$

An application of Theorem 2 yields (1) in the Introduction.
It is worth observing that (1) fails for $p$ in the interval (1,2). Indeed, if $1<p<2$, it can be shown that there is a positive number $n(p)$ such that (1) is reversed if $x$ and $y$ are in the interval $(n(p), \infty)$.

In the next section, we shall need the special case of (1) when $p=2$. We then have an inequality concerning the psi (digamma) function, $\psi(x)=\Gamma^{\prime}(x) / \Gamma(x)$, since $\psi^{\prime}(x)=\sum_{k=0}^{\infty} 1 /(x+k)^{2}$. Actually, $1 / \psi^{\prime}(x)$ is more than superadditive: it is convex on $(0, \infty)$. This fact, which we shall not need in the sequel; follows from a rather tedious argument that establishes the inequality $\left(\psi^{\prime \prime}\right)^{2} \geqq \frac{1}{2} \psi^{\prime} \psi^{\prime \prime \prime}$. This derivative inequality is equivalent to

$$
\sum_{k=0}^{\infty} \frac{1}{(x+k)^{3}} \geqq \frac{\sqrt{3}}{2}\left(\sum_{k=0}^{\infty} \frac{1}{(x+k)^{2}}\right)^{1 / 2}\left(\sum_{k=0}^{\infty} \frac{1}{(x+k)^{4}}\right)^{1 / 2},
$$

an inequality of the form

$$
\sum a_{k} b_{k} \geqq C \sqrt{\sum a_{k}^{2}} \sqrt{\sum b_{k}^{2}}
$$

with $a_{k}=1 /(x+k), b_{k}=1 /(x+k)^{2}$, and $C=\sqrt{3} / 2$. Thus the convexity of $1 / \psi^{\prime}(x)$ may be formulated as an inverse Cauchy-Schwartz inequality.
4. A statistical inference problem. Suppose we model a random phenomenon using a beta distribution that has probability density function given by

$$
f(x ; r, s)=\frac{\Gamma(r+s)}{\Gamma(r) \Gamma(s)} x^{r-1}(1-x)^{s-1}, \quad 0 \leqq x \leqq 1 .
$$

Here, $r$ and $s$ are positive numbers to be chosen later. Suppose that $X_{1}, X_{2}, \cdots, X_{n}$ is a random sample. The likelihood for this sample is

$$
\begin{equation*}
L\left(r, s ; x_{1}, x_{2}, \cdots, x_{n}\right)=\prod_{i=1}^{n} f\left(x_{i} ; r, s\right)=\left[\frac{\Gamma(r+s)}{\Gamma(r) \Gamma(s)} G_{1}^{r-1} G_{2}^{s-1}\right]^{n}, \tag{7}
\end{equation*}
$$

where $G_{1}=\left[\prod_{i=1}^{n} x_{i}\right]^{1 / n}$ and $G_{2}=\left[\prod_{i=1}^{n}\left(1-x_{i}\right)\right]^{1 / n}$.

One way of choosing $r$ and $s$ is to find their values that maximize the right side of (7), these being the maximum likelihood estimates. If $G_{1}=0$ or $G_{2}=0$, the right side of (7) can be made infinite by choosing $r$ or $s$ less than 1 . So it is natural to assume that $G_{1}>0$ and $G_{2}>0$, which is not a severe restriction because the probability of this happening is 1 .

Gnanadesikan, Pinkham, and Hughes [3] have studied the maximum likelihood estimates for (7) but have not addressed the question of the existence and uniqueness of such a solution. This question is important because, in practice, the maximum likelihood estimates are often found by using iterative techniques. Gnanadesikan, Pinkham, and Hughes do observe that $G_{1}+G_{2} \leqq 1$ with equality if and only if $x_{1}=x_{2}=$ $\cdots=x_{n}$, which occurs with probability 0 . So, we could assume

$$
\begin{equation*}
G_{1}+G_{2}<1, \tag{8}
\end{equation*}
$$

which, like our earlier restrictions on $G_{1}$ and $G_{2}$, would not be severe. In fact, the next result shows that there is also a mathematical reason for assuming (8).

Theorem 3. The logarithm of the likelihood function (7) is strictly concave on $(0, \infty) \times(0, \infty)$. Hence, it has at most one local extremum, which must, if it exists, be an absolute maximum. In fact, the likelihood function has an absolute maximum if and only if (8) holds.

Proof. We write the left side of (7) simply as $L(r, s)$, and view it as defined on $(0, \infty) \times(0, \infty)$. The Hessian matrix of $-\log L(r, s)^{1 / n}$ is

$$
\left[\begin{array}{cc}
\psi^{\prime}(r)-\psi^{\prime}(r+s) & -\psi^{\prime}(r+s) \\
-\psi^{\prime}(r+s) & \psi^{\prime}(s)-\psi^{\prime}(r+s)
\end{array}\right]
$$

The diagonal elements of this matrix are positive on $(0, \infty) \times(0, \infty)$ because $\psi^{\prime}$ is strictly decreasing, and the determinant is positive on $(0, \infty) \times(0, \infty)$ because of (1). Hence, the matrix is positive definite. Consequently, $\log L(r, s)$ is strictly concave on $(0, \infty) \times$ $(0, \infty)$ and has a local extremum at no more than one point. If this extremum exists, it is necessarily an absolute maximum.

A point will produce a local extremum of $L(r, s)$ if and only if the partial derivatives of $\log L(r, s)$ are both zero there. This requirement yields the following system:

$$
\begin{align*}
& \psi(r)-\psi(r+s)=\log G_{1} \\
& \psi(s)-\psi(r+s)=\log G_{2} \tag{9}
\end{align*}
$$

To investigate (9), we establish (10) and (11) below.
Suppose that $g$ is a function defined on $(0, \infty)$ such that $r \leqq g(r)$ for all $r$. Then $g(r)=r+n(r)+\theta(r)$, where $n(r)$ is a nonnegative integer and $0 \leqq \theta(r)<1$. Now $\psi$ $\cdot(x+1)=\psi(x)+(1 / x)$ for $x>0$. So, for $q$ a nonnegative integer, $\psi(x+q)=$ $\psi(x)+\sum_{k=0}^{q-1} 1 /(x+k)$. (If $q=0$, define $\sum_{k=0}^{q-1} 1 /(x+k)=0$.) If $r \geqq 1$, it follows that

$$
\begin{align*}
\log \frac{g(r)-1}{r} & <\log \frac{g(r)-\theta(r)}{r}=\log \frac{r+n(r)}{r} \\
& =\int_{0}^{n(r)} \frac{d x}{r+x} \leqq \sum_{k=0}^{n(r)-1} \frac{1}{r+k}=\psi(r+n(r))-\psi(r)  \tag{10}\\
& \leqq \psi(g(r))-\psi(r) .
\end{align*}
$$

In a similar manner, if $r>1$,

$$
\begin{equation*}
\psi(g(r))-\psi(r)<\log \frac{g(r)}{r-1} \tag{11}
\end{equation*}
$$

Without loss of generality, suppose $\log G_{2} \geqq \log G_{1}$. Subtracting the equations in (9) we conclude that, if $r$ and $s$ satisfy (9), we must have

$$
\begin{equation*}
\psi(s)-\psi(r)=\log G_{2} / G_{1} \geqq 0 . \tag{12}
\end{equation*}
$$

Since $\psi$ is strictly increasing, (12) can be regarded as defining a function $s(r)$ that satisfies $s(r) \geqq r$ for $r$ in ( $0, \infty$ ). Then (10)-(12) imply that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{s(r)}{r}=\frac{G_{2}}{G_{1}} . \tag{13}
\end{equation*}
$$

Further, (10), (11), and (13) imply that

$$
\begin{equation*}
\lim _{r \rightarrow \infty}[\psi(r+s(r))-\psi(r)]=\log \left(1+G_{2} / G_{1}\right) . \tag{14}
\end{equation*}
$$

Now $\psi^{\prime}(x+1)=\psi^{\prime}(x)-1 / x^{2}$. Since $\psi^{\prime}(x+1)>0$, it follows that $\psi^{\prime}(x)>1 / x^{2}$. So $\psi(r+s(r))-\psi(r) \geqq \psi(2 r)-\psi(r)=\int_{r}^{2 r} \psi^{\prime}(x) d x>1 /(2 r)$. Hence,

$$
\begin{equation*}
\lim _{r \rightarrow 0+}[\psi(r+s(r))-\psi(r)]=+\infty \tag{15}
\end{equation*}
$$

From (14) and (15), we conclude that the equation

$$
\begin{equation*}
\psi(r+s(r))-\psi(r)=-\log G_{1} \tag{16}
\end{equation*}
$$

is satisfied for some $r$ if $-\log G_{1}>\log \left(1+G_{2} / G_{1}\right)$, i.e., $1>G_{1}+G_{2}$. Furthermore, if $\psi(r+s(r))-\psi(r)$ is a strictly decreasing function of $r$ on ( $0, \infty$ ), then (16) is satisfied for some $r$ if and only if $1>G_{1}+G_{2}$, i.e., if and only if (8) holds. Since (12) and (16) are equivalent to (9), it only remains to show that $\psi(r+s(r))-\psi(r)$ is strictly decreasing. But using (1), (12), and the implicit function theorem, we see that

$$
\frac{d}{d r}[\psi(r+s(r))-\psi(r)]=\psi^{\prime}(r) \psi^{\prime}(r+s(r))\left[\frac{1}{\psi^{\prime}(r)}+\frac{1}{\psi^{\prime}(s(r))}-\frac{1}{\psi^{\prime}(r+s(r))}\right]<0 .
$$
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#### Abstract

An earlier article [J. C. Piquette and A. L. Van Buren, SIAM J. Math. Anal., 15 (1984), pp. 845-855] described an analytical technique for evaluating indefinite integrals involving special functions. The technique replaces the integral by an inhomogeneous set of coupled first-order differential equations. This coupled set does not explicitly contain the special functions of the integrand, and any particular solution of the set is sufficient to obtain an analytical result for the indefinite integral. One difficulty with the technique is that the process of uncoupling one of the functions of the set from the remainder is not straightforward and, in some instances, may be intractable. In the present article, the relevant set is uncoupled for a number of special cases in which the integrand contains one or more Bessel functions, Legendre functions, Hermite functions, or Laguerre functions. The utility of the given analytical expressions is demonstrated by presenting several examples. Several of the indefinite integrals evaluated have not been previously tabulated.
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1. Introduction. A previous article [1] presented an analytical technique for evaluating indefinite integrals of the form

$$
\begin{equation*}
I=\int d x f(x) \prod_{i=1}^{m} R_{\mu_{i}}^{(i)}(x) \tag{1}
\end{equation*}
$$

where $R_{\mu_{i}}^{(i)}(x)$ is of the $i$ th type of special functions of order $\mu_{i}$ obeying the set of recurrence relations

$$
\begin{align*}
& R_{\mu+1}^{(i)}(x)=a_{\mu}(x) R_{\mu}^{(i)}(x)+b_{\mu}(x) R_{\mu-1}^{(i)}(x),  \tag{2a}\\
& D R_{\mu}^{(i)}(x)=c_{\mu}(x) R_{\mu}^{(i)}(x)+d_{\mu}(x) R_{\mu-1}^{(i)}(x) . \tag{2b}
\end{align*}
$$

Here $a_{\mu}, b_{\mu}, c_{\mu}$, and $d_{\mu}$ are known functions corresponding to $R_{\mu}^{(i)}$. The symbol $D$ represents $d / d x$. The function $f(x)$ and the product $\Pi R_{\mu}^{(i)}$ both are assumed continuous (or with at most a finite number of discontinuities) over an interval [ $x_{1}, x_{2}$ ], ensuring that the integral $I$ exists in the same interval. The technique is a generalization of one used by Sonine [2] (described by Watson [3]) to evaluate indefinite integrals involving products of Bessel functions. Piquette and Van Buren [1] extended the technique to include most of the special functions of physics, including Legendre functions, Hermite functions, and Laguerre functions. The technique replaces the integral that is to be evaluated by an inhomogeneous set of coupled first-order differential equations. The coupled set does not explicitly contain any of the special functions $R_{\mu}^{(i)}$, and any particular solution of the set is sufficient to yield an analytical expression for the integral I. Here we use the term "birecurrent functions" that was introduced in [1] for the functions $R_{\mu}^{(i)}$.

The method of [1] assumes that the integral $I$ of (1) may be represented by

$$
\begin{equation*}
I=\sum_{p_{1}=0}^{1} \sum_{p_{2}=0}^{1} \sum_{p_{m}=0}^{1} A_{p_{1} p_{2} \cdots p_{m}}(x) \prod_{i=1}^{m} R_{\left(\mu_{i}+p_{i}\right)}^{(i)}(x), \tag{3}
\end{equation*}
$$

[^88]where the $2^{m}$ coefficients $A_{p_{1} p_{2} \cdots p_{m}}(x)$ are functions to be determined. The technique replaces the integral $I$ with the coupled set of differential equations
\[

$$
\begin{equation*}
f(x) \delta_{0, p}=D A_{p}+\sum_{\{q\}} B_{p q} A_{q} \tag{4}
\end{equation*}
$$

\]

where $\delta$ is a Kronecker delta defined to be zero unless $p_{1}=p_{2}=\cdots=p_{m}=0$. In (4), the shorthand notation $A_{p}=A_{p_{1} p_{2} \cdots p_{m}}(x)$ and $B_{p q}=B_{p_{1}, p_{2}, \cdots, p_{m}, q_{1}, q_{2}, \cdots, q_{m}}(x)$ has been used. Also, the notation $\sum_{\{q\}}$ represents the multiple summations $\sum_{q_{1}=0}^{1} \sum_{q_{2}=0}^{1} \cdots \sum_{q_{m}=0}^{1}$. The functions $B_{p q}$ are known functions resulting from repeated applications of the relations of (2) and the regrouping of terms in the form $\prod_{i=1}^{m} R_{\mu_{i}+p_{i}}^{(i)}$. An analytical expression for the functions $B_{p q}$ appears in a subsequent publication [4].

One difficulty with the technique is that the process of uncoupling one function $A_{p}$ from the remainder of the set is not straightforward, and may be intractable in certain cases. To increase the general utility of the method, the present article provides uncoupled equations for several special cases in which the integrand involves one or more Bessel functions, Legendre functions, Hermite functions, or Laguerre functions. The usefulness of the expressions is demonstrated by obtaining solutions to the uncoupled equations in several particular cases, thereby obtaining the associated indefinite integrals. Several of these have not been previously tabulated.
2. Integrands containing one birecurrent function. First we will consider integrals of the general form

$$
\begin{equation*}
I=\int d x f(x) R_{\mu}(x) \tag{5}
\end{equation*}
$$

In this case, the assumed form generated by (3) reduces to

$$
\begin{equation*}
I=A_{0}(x) R_{\mu}(x)+A_{1}(x) R_{\mu+1}(x) \tag{6}
\end{equation*}
$$

The resulting coupled set obtained from (4) is

$$
\begin{align*}
& -A_{0}(x)\left[a_{\mu}(x) d_{\mu}(x)-b_{\mu}(x) c_{\mu}(x)\right] \\
& \quad+b_{\mu}(x) D A_{0}(x)+b_{\mu}(x) d_{\mu+1}(x) A_{1}(x)=b_{\mu}(x) f(x)  \tag{7a}\\
& d_{\mu}(x) A_{0}(x)+b_{\mu}(x) D A_{1}(x)+b_{\mu}(x) c_{\mu+1}(x) A_{1}(x)=0 . \tag{7b}
\end{align*}
$$

Note in this case that, since (7b) does not contain $D A_{0}$, this equation can be solved algebraically for $A_{0}$ in terms of $A_{1}$ and $D A_{1}$. This expression may be substituted into (7a) to yield an uncoupled equation for $A_{1}$. Since we have used generic expressions for the functions $a, b, c$, and $d$, it is clear that the coupled set ( $7 \mathrm{a}, \mathrm{b}$ ) can always be uncoupled regardless of which particular function $R_{\mu}$ is contained in (5). Therefore, the method always results in a set that can be uncoupled when it is applied to integrals containing a single birecurrent function. Of course, obtaining a particular solution to the resulting uncoupled inhomogeneous differential equation is not straightforward. However, a number of special cases have been considered successfully in [1]. Also, the uncoupled equations for the special cases where $R_{\mu}$ represents either a Bessel, a Legendre, a Hermite, or a Laguerre function are also given in [1]. Therefore, we will not consider this case further in the present article.
3. Integrands containing two Legendre functions. Unlike the case considered in $\S 2$, the coupled set for the case in which the integrand contains two arbitrary birecurrent
functions cannot be uncoupled for the general case in a straightforward way. In this section, we consider the particular case in which the integral of interest is of the form

$$
\begin{equation*}
I=\int d x f(x) P_{\mu}(x) P_{\nu}(x) \tag{8}
\end{equation*}
$$

where $P$ can be either the first or the second solution to the Legendre differential equation. For the moment, we restrict our attention to cases in which $\mu \neq \nu$. In this case, the general assumed form generated by (3) yields the expression

$$
\begin{align*}
I= & A_{00}(x) P_{\mu}(x) P_{\nu}(x)+A_{01}(x) P_{\mu}(x) P_{\nu+1}(x)  \tag{9}\\
& +A_{10}(x) P_{\mu+1}(x) P_{\nu}(x)+A_{11}(x) P_{\mu+1}(x) P_{\nu+1}(x) .
\end{align*}
$$

The function $A_{11}$ can be uncoupled from the coupled set obtained from (4) to give

$$
\begin{align*}
\left(x^{2}-1\right)^{2} & D^{4} A_{11}(x)+10 x\left(x^{2}-1\right) D^{3} A_{11}(x) \\
& -2\left(4-\mu-\nu+\mu x^{2}+\nu x^{2}+\mu^{2} x^{2}+\nu^{2} x^{2}-\mu^{2}-\nu^{2}-12 x^{2}\right) D^{2} A_{11}(x) \\
& -6 x\left(-2+\mu+\nu+\mu^{2}+\nu^{2}\right) D A_{11}(x)  \tag{10}\\
& +(\mu+\nu)(-1+\mu-\nu)(1+\mu-\nu)(2+\mu+\nu) A_{11}(x) \\
= & 2(1+\mu)(1+\nu) D f(x) .
\end{align*}
$$

The remaining functions $A$ can be expressed in terms of $A_{11}(x)$ and its derivatives. The expressions are

$$
\begin{align*}
A_{00}(x)= & \frac{-x}{1+\mu+\nu} f(x)-\frac{\left(x^{2}-1\right)}{(\mu-\nu)(1+\mu+\nu)} D f(x) \\
& +g_{000}(x) A_{11}(x)+g_{001}(x) D A_{11}(x)+g_{002}(x) D^{2} A_{11}(x)  \tag{11}\\
& +g_{003}(x) D^{3} A_{11}(x)+g_{004}(x) D^{4} A_{11}(x),
\end{align*}
$$

$$
\begin{align*}
A_{01}(x)= & \frac{-(1+\nu)}{(\mu-\nu)(1+\mu+\nu)} f(x)+g_{010}(x) A_{11}(x)+g_{011}(x) D A_{11}(x)  \tag{12}\\
& +g_{012}(x) D^{2} A_{11}(x)+g_{013}(x) D^{3} A_{11}(x), \\
A_{10}(x)= & \frac{(1+\mu)}{(\mu-\nu)(1+\mu+\nu)} f(x)+g_{100}(x) A_{11}(x)+g_{101}(x) D A_{11}(x) \\
& +g_{102}(x) D^{2} A_{11}(x)+g_{103}(x) D^{3} A_{11}(x) .
\end{align*}
$$

The parametric functions $g$ in (11)-(13) are given by

$$
\begin{align*}
g_{000}(x)= & {\left[\mu+\nu+\mu \nu+\mu \nu^{2}-2 \nu x^{2}+\mu^{2} \nu\right.} \\
& +\mu^{2} \nu^{2}-\nu^{2} x^{2}+2 \nu^{3} x^{2}+\nu^{4} x^{2}-\mu \nu x^{2}-4 \mu \nu^{2} x^{2} \\
& \left.-\mu \nu^{3} x^{2}+2 \mu^{2} \nu x^{2}-\mu^{2} \nu^{2} x^{2}+\mu^{3} \nu x^{2}+\mu^{2}-2 \nu^{3}-\nu^{4}\right]  \tag{14}\\
& \div[(1+\mu)(1+\nu)(\mu-\nu)(1+\mu+\nu)], \\
g_{001}(x)=- & x\left[12-12 \nu-3 \mu \nu^{2}-4 \mu x^{2}+16 \nu x^{2}\right. \\
& +3 \mu^{2} \nu+3 \mu^{2} x^{2}+\mu^{3} x^{2}+9 \nu^{2} x^{2}-\nu^{3} x^{2} \\
& \left.+3 \mu \nu^{2} x^{2}-3 \mu^{2} \nu x^{2}-3 \mu^{2}-\mu^{3}-9 \nu^{2}+\nu^{3}-12 x^{2}\right]  \tag{15}\\
& \div[2(1+\mu)(1+\nu)(\mu-\nu)(1+\mu+\nu)],
\end{align*}
$$

$$
\begin{equation*}
g_{003}(x)=\frac{x\left(-1+x^{2}\right)^{2}(10+\mu-\nu)}{2(1+\mu)(1+\nu)(\mu-\nu)(1+\mu+\nu)} \tag{17}
\end{equation*}
$$

$$
\begin{equation*}
g_{004}(x)=\frac{\left(-1+x^{2}\right)^{3}}{2(1+\mu)(1+\nu)(\mu-\nu)(1+\mu+\nu)} \tag{18}
\end{equation*}
$$

$$
\begin{equation*}
g_{002}(x)=-\frac{\left[\left(x^{2}-1\right)\left(8-\mu-3 \nu-5 \mu x^{2}+9 \nu x^{2}+\mu^{2} x^{2}+3 \nu^{2} x^{2}-\mu^{2}-3 \nu^{2}-24 x^{2}\right)\right]}{2(1+\mu)(1+\nu)(\mu-\nu)(1+\mu+\nu)}, \tag{16}
\end{equation*}
$$

$$
\begin{equation*}
g_{010}(x)=\frac{-\mu x(1+\mu-\nu)(2+\mu+\nu)}{(1+\mu)(\mu-\nu)(1+\mu+\nu)} \tag{19}
\end{equation*}
$$

$$
\begin{equation*}
g_{011}(x)=-\frac{\left[2-3 \mu-\nu+3 \mu x^{2}+\nu x^{2}+3 \mu^{2} x^{2}+\nu^{2} x^{2}-3 \mu^{2}-\nu^{2}-6 x^{2}\right]}{2(1+\mu)(\mu-\nu)(1+\mu+\nu)} \tag{20}
\end{equation*}
$$

$$
\begin{equation*}
g_{012}(x)=\frac{3 x\left(-1+x^{2}\right)}{(1+\mu)(\mu-\nu)(1+\mu+\nu)} \tag{21}
\end{equation*}
$$

$$
\begin{equation*}
g_{013}(x)=\frac{\left(-1+x^{2}\right)^{2}}{2(1+\mu)(\mu-\nu)(1+\mu+\nu)} \tag{22}
\end{equation*}
$$

$$
\begin{equation*}
g_{100}(x)=\frac{\nu x(1-\mu+\nu)(2+\mu+\nu)}{(1+\nu)(\mu-\nu)(1+\mu+\nu)} \tag{23}
\end{equation*}
$$

$$
\begin{equation*}
g_{101}(x)=\frac{\left[2-\mu-3 \nu+\mu x^{2}+3 \nu x^{2}+\mu^{2} x^{2}+3 \nu^{2} x^{2}-\mu^{2}-3 \nu^{2}-6 x^{2}\right]}{2(1+\nu)(\mu-\nu)(1+\mu+\nu)} \tag{24}
\end{equation*}
$$

$$
\begin{equation*}
g_{102}(x)=\frac{-3 x\left(-1+x^{2}\right)}{(1+\nu)(\mu-\nu)(1+\mu+\nu)} \tag{25}
\end{equation*}
$$

$$
\begin{equation*}
g_{103}(x)=\frac{-\left(-1+x^{2}\right)^{2}}{2(1+\nu)(\mu-\nu)(1+\mu+\nu)} \tag{26}
\end{equation*}
$$

Although the expressions above are complicated, they are straightforward to evaluate, with the exception of (10), the differential equation for $A_{11}$. However, recall that any particular solution of (10) is adequate for obtaining the integral of (8). There are several cases in which this is not difficult to do.

For example, if $f(x)=1$ in (8), the inhomogeneous term in (10) vanishes. Therefore, a particular solution to (10) is simply $A_{11}(x)=0$. Substituting this into (11)-(26) immediately yields the indefinite integral

$$
\begin{gather*}
\int d x P_{\mu}(x) P_{\nu}(x)=\frac{-x P_{\mu}(x) P_{\nu}(x)}{1+\mu+\nu}-\frac{(1+\nu)}{(\mu-\nu)(1+\mu+\nu)} P_{\mu}(x) P_{\nu+1}(x)  \tag{27}\\
+\frac{(1+\mu)}{(\mu-\nu)(1+\mu+\nu)} P_{\mu+1}(x) P_{\nu}(x)
\end{gather*}
$$

when the resulting expressions for $A_{00}, A_{01}$, and $A_{10}$ are substituted into (9). An integral equivalent to (27) can be found, for example, in [5].

The differential equation (10) can also be solved for most functions $f(x)$ of the form $x^{l}$, where $l$ is a natural number, thus yielding the antiderivative

$$
\begin{equation*}
I=\int d x x^{\prime} P_{\mu}(x) P_{\nu}(x) \tag{28}
\end{equation*}
$$

A particular solution to (10) for $f(x)=x^{l}$ can be represented by the truncated series

$$
\begin{equation*}
A_{11}(x)=\sum_{p}^{l-1} b_{p} x^{p} . \tag{29}
\end{equation*}
$$

In (29), the quantities $b_{p}$ are constants given by

$$
\begin{equation*}
b_{p}=-\frac{(p+1)(p+2)\left\{(p+3)(p+4) b_{p+4}\left(1-\delta_{p, l-3}\right)+2 b_{p+2}\left[\mu+\nu+\mu^{2}+\nu^{2}-(p+2)^{2}\right]\right\}}{(\mu+\nu+p+2)(\mu+\nu-p)\left[(\mu-\nu)^{2}-(p+1)^{2}\right]} \tag{30a}
\end{equation*}
$$

$$
(0 \leqq p<l-1) .
$$

The prime on the summation in (29) signifies that $p=0,2, \cdots, l-1$ when $l$ is odd, and $p=1,3, \cdots, l-1$ when $l$ is even. The particular case $l=0$ is excluded, but note that this case is covered by (27). The orders $\mu$ and $\nu$ are arbitrary (and may even be complex), except for the particular cases in which the denominators in (30) vanish. The desired antiderivative corresponding to any particular value of $l$ is obtained by substituting the resulting expression for $A_{11}$ into (11)-(26). The results of these calculations are then substituted into (9). This process is difficult to perform for the general case. However, one particular case is

$$
\begin{aligned}
\int d x x^{5} P_{1 / 3}(x) P_{2 / 3}(x)=(- & \left.\frac{335}{2352}-\frac{515 x^{2}}{392}+\frac{235 x^{4}}{336}+\frac{x^{6}}{3}\right) P_{1 / 3}(x) P_{2 / 3}(x) \\
& +\left(\frac{685 x}{784}-\frac{575 x^{3}}{1176}-\frac{5 x^{5}}{48}\right) P_{1 / 3}(x) P_{5 / 3}(x) \\
& +\left(\frac{235 x}{196}-\frac{295 x^{3}}{588}-\frac{2 x^{5}}{21}\right) P_{2 / 3}(x) P_{4 / 3}(x) \\
& +\left(-\frac{5}{6}+\frac{65 x^{2}}{196}+\frac{25 x^{4}}{588}\right) P_{4 / 3}(x) P_{5 / 3}(x) .
\end{aligned}
$$

The uncoupled equations given by (10)-(26) are not valid if $\mu=\nu$. In this special case a different uncoupling scheme is required. The uncoupled set for this case is given by

$$
\begin{gather*}
\left(-1+x^{2}\right)^{2} D^{3} A_{11}(x)+6 x\left(-1+x^{2}\right) D^{2} A_{11}(x) \\
-2\left(1-2 \nu+2 \nu x^{2}+2 \nu^{2} x^{2}-2 \nu^{2}-3 x^{2}\right) D A_{11}(x)  \tag{32}\\
-4 \nu(\nu+1) x A_{11}(x)=2(\nu+1)^{2} f(x), \\
A_{00}(x)=\frac{\left(-1+x^{2}\right)^{2}}{2(1+\nu)^{2}} D^{2} A_{11}(x)+\frac{\left(-1+x^{2}\right)(2+\nu)}{(1+\nu)^{2}} x D A_{11}(x)+\frac{\left(\nu+x^{2}\right)}{(1+\nu)} A_{11}(x), \\
A_{01}(x)=-\frac{\left(-1+x^{2}\right)}{2(1+\nu)} D A_{11}(x)-x A_{11}(x),
\end{gather*}
$$

and $A_{10}(x)=A_{01}(x)$. As one particular example of this case, we let $f(x)=x$; a particular solution of (32) is then $A_{11}=-(1+\nu) / 2 \nu$. When the resulting solutions obtained from (33) and (34) are substituted into (9), this yields the integral

$$
\begin{equation*}
\int d x x\left[P_{\nu}(x)\right]^{2}=\frac{-(1+\nu)}{2 \nu}\left[\left(\frac{x^{2}+\nu}{1+\nu}\right)\left[P_{\nu}(x)\right]^{2}-2 x P_{\nu}(x) P_{\nu+1}(x)+\left[P_{\nu+1}(x)\right]^{2}\right] . \tag{35}
\end{equation*}
$$

The expressions given in (32)-(34) also apply if the integral of interest is

$$
\begin{equation*}
I=\int d x f(x) P_{\nu}(x) Q_{\nu}(x) \tag{36}
\end{equation*}
$$

where $Q_{\nu}(x)$ is the second solution to Legendre's differential equation. This follows from the fact that the functions $P$ and $Q$ each obey the same recurrence relations. As a particular example of this, let $f(x)=x^{3}$ in (32). A particular solution of this differential equation is then

$$
\begin{equation*}
A_{11}(x)=\frac{(1+\nu)\left(-4+2 \nu+\nu x^{2}+\nu^{2} x^{2}+2 \nu^{2}\right)}{6 \nu(1-\nu)(2+\nu)} . \tag{37}
\end{equation*}
$$

Substituting this into (33) and (34), we obtain the integral

$$
\begin{aligned}
\int d x & x^{3} P_{\nu}(x) Q_{\nu}(x) \\
=- & \frac{\left(-3 \nu-4 \nu x^{2}+6 \nu x^{4}+\nu^{2} x^{2}+3 \nu^{2} x^{4}+\nu^{3} x^{2}+2 \nu^{2}+2 \nu^{3}-4 \nu^{2}\right) P_{\nu}(x) Q_{\nu}(x)}{6 \nu(-1+\nu)(2+\nu)} \\
& +\frac{x(1+\nu)\left(-4+\nu+2 \nu x^{2}+\nu^{2} x^{2}+2 \nu^{2}\right)}{6 \nu(-1+\nu)(2+\nu)}\left[P_{\nu}(x) Q_{\nu+1}(x)+P_{\nu+1}(x) Q_{\nu}(x)\right] \\
& +\frac{(1+\nu)\left(-4+2 \nu+\nu x^{2}+\nu^{2} x^{2}+2 \nu^{2}\right)}{6 \nu(1-\nu)(2+\nu)} P_{\nu+1}(x) Q_{\nu+1}(x)
\end{aligned}
$$

when the resulting solutions for the functions $A$ are substituted into the representation of (9).
4. Integrands containing the square of a Bessel function. We now turn our attention to integrals of the form

$$
\begin{equation*}
I=\int d x f(x) Z_{\nu}^{2}(x) \tag{39}
\end{equation*}
$$

where $Z_{\nu}$ is an arbitrary cylinder function, i.e., any solution of Bessel's differential equation. In this case, (3) provides the representation

$$
\begin{equation*}
I=A_{00}(x) Z_{\nu}^{2}(x)+2 A_{01}(x) Z_{\nu}(x) Z_{\nu+1}(x)+A_{11}(x) Z_{\nu+1}^{2}(x) \tag{40}
\end{equation*}
$$

Once again, we can uncouple $A_{11}$ from the set generated by (4), giving

$$
\begin{gather*}
x^{3} D^{3} A_{11}(x)-3 x^{2} D^{2} A_{11}(x)+x\left(7-4 \nu^{2}+4 x^{2}\right) D A_{11}(x) \\
+4\left(-2+2 \nu^{2}-x^{2}\right) A_{11}(x)=2 x^{3} f(x),  \tag{41}\\
A_{00}(x)=\frac{1}{2} D^{2} A_{11}(x)-\frac{(3+2 \nu)}{2 x} D A_{11}(x)+\frac{\left(2+2 \nu+x^{2}\right)}{x^{2}} A_{11}(x),  \tag{42}\\
A_{01}(x)=\frac{1}{2} D A_{11}(x)-\frac{(1+\nu)}{x} A_{11}(x) . \tag{43}
\end{gather*}
$$

As an example of this class of integrals, we first let $f(x)=1 / x^{2}$ in (39). Next, we consider the case in which $f(x)=1 / x^{4}$. The first of these examples results in the integral

$$
\begin{equation*}
\int \frac{Z_{\nu}^{2}(x)}{x^{2}} d x=\frac{1+2 \nu+2 x^{2}}{\left(4 \nu^{2}-1\right) x} Z_{\nu}^{2}(x)-\frac{2}{-1+2 \nu} Z_{\nu}(x) Z_{\nu+1}(x)-\frac{2 x}{1-4 \nu^{2}} Z_{\nu+1}^{2}(x), \tag{44}
\end{equation*}
$$

and the second example yields

$$
\begin{align*}
\int \frac{Z_{\nu}^{2}(x)}{x^{4}} d x= & \frac{\left[-9-6 \nu+x^{2}\left(6+16 \nu+8 \nu^{2}\right)+36 \nu^{2}+24 \nu^{3}+16 x^{4}\right]}{3 x^{3}\left(1-4 \nu^{2}\right)\left(9-4 \nu^{2}\right)} Z_{\nu}^{2}(x) \\
& -\left[\frac{2\left(-3+4 \nu+4 \nu^{2}+8 x^{2}\right)}{3 x^{2}(1-2 \nu)\left(9-4 \nu^{2}\right)}\right] Z_{\nu}(x) Z_{\nu+1}(x)  \tag{45}\\
& -\frac{2\left(1-4 \nu^{2}-8 x^{2}\right)}{3 x\left(1-4 \nu^{2}\right)\left(9-4 \nu^{2}\right)} Z_{\nu+1}^{2}(x)
\end{align*}
$$

when the particular solutions to (41) for $A_{11}$, given by the coefficients of the $Z_{\nu+1}^{2}(x)$ terms in (44) and (45), are substituted into (42) and (43), and the resulting expressions are used in (40). A result equivalent to (44) can be deduced using [6, p. 257, eq. 21], although that formula is restricted to Bessel functions of the first kind. This integral can also be found in formula (4) of [7, § 1.13.3, p. 50]. To obtain a result equivalent to (45) combine formulas (1) and (4) of [7, § 1.13.3, p. 50].
5. Integrands containing the square of a Hermite function or the square of a Laguerre function. We next consider integrals of the form

$$
\begin{equation*}
I=\int d x f(x) H_{\nu}^{2}(x) \tag{46}
\end{equation*}
$$

where $H_{\nu}$ is any solution of the Hermite differential equation. In this case, (3) gives the assumed form

$$
\begin{equation*}
I=A_{00}(x) H_{\nu}^{2}(x)+2 A_{01}(x) H_{\nu}(x) H_{\nu+1}(x)+A_{11}(x) H_{\nu+1}^{2}(x) . \tag{47}
\end{equation*}
$$

The coupled set resulting from (4) may be uncoupled to yield

$$
\begin{gather*}
D^{3} A_{11}(x)+6 x D^{2} A_{11}(x)+2\left(5+4 \nu+4 x^{2}\right) D A_{11}(x)+16 x(1+\nu) A_{11}(x)=2 f(x)  \tag{48}\\
A_{00}(x)=\frac{1}{2} D^{2} A_{11}(x)+x D A_{11}(x)+2(1+\nu) A_{11}(x)  \tag{49}\\
A_{01}(x)=\frac{1}{2} D A_{11}(x) \tag{50}
\end{gather*}
$$

Next consider the integral

$$
\begin{equation*}
I=\int d x f(x) L_{\nu}^{2}(x) \tag{51}
\end{equation*}
$$

where $L_{\nu}$ is any solution of the Laguerre differential equation. The assumed form of the solution provided by (3) for this case is

$$
\begin{equation*}
I=A_{00}(x) L_{\nu}^{2}(x)+2 A_{01}(x) L_{\nu}(x) L_{\nu+1}(x)+A_{11}(x) L_{\nu+1}^{2}(x) . \tag{52}
\end{equation*}
$$

The coupled set generated by (4) may be uncoupled to obtain the equations

$$
\begin{align*}
& x^{2} D^{3} A_{11}(x)+3 x(1+x) D^{2} A_{11}(x) \\
&+\left(1+8 x+4 \nu x+2 x^{2}\right) D A_{11}(x)+2(1+2 x)(1+\nu) A_{11}(x)  \tag{53}\\
&= 2(1+\nu)^{2} f(x), \\
& A_{00}(x)= \frac{x^{2}}{2(1+\nu)^{2}} D^{2} A_{11}(x)+\frac{x(3+2 \nu+x)}{2(1+\nu)^{2}} D A_{11}(x)+\frac{(1+\nu+x)}{1+\nu} A_{11}(x),  \tag{54}\\
& A_{01}(x)=-\frac{x}{2(1+\nu)} D A_{11}(x)-A_{11}(x) . \tag{55}
\end{align*}
$$

6. Integrands containing higher powers of birecurrent functions. In addition to the special cases presented above, the general cases of integrands containing a single arbitrary birecurrent function raised to either the second, third, or fourth power have each been uncoupled analytically. It is reasonable to conjecture that integrands of the form

$$
\begin{equation*}
I=\int d x f(x)\left[R_{\mu}(x)\right]^{n} \tag{56}
\end{equation*}
$$

where $n$ is a natural number, can always be uncoupled. However, an analytical demonstration of this has proved elusive so far.

As one example in this category, we consider the integral

$$
\begin{equation*}
I=\int d x f(x) Z_{\nu}^{4}(x) \tag{57}
\end{equation*}
$$

where $Z_{\nu}$ is again any solution of Bessel's differential equation. The assumed form generated by (3) in this case yields

$$
\begin{gather*}
I=A_{0000}(x) Z_{\nu}^{4}(x)+A_{1111}(x) Z_{\nu+1}^{4}(x)+4 A_{0001}(x) Z_{\nu}^{3}(x) Z_{\nu+1}(x) \\
+6 A_{0011}(x) Z_{\nu}^{2}(x) Z_{\nu+1}^{2}(x)+4 A_{0111}(x) Z_{\nu}(x) Z_{\nu+1}^{3}(x) \tag{58}
\end{gather*}
$$

The function $A_{1111}(x)$ can be uncoupled from the set produced by (4) to give

$$
\begin{aligned}
x^{5} D^{5} A_{1111}(x) & -10 x^{4} D^{4} A_{1111}(x)-5 x^{3}\left(-13+4 \nu^{2}-4 x^{2}\right) D^{3} A_{1111}(x) \\
& +15 x^{2}\left(-19+12 \nu^{2}-8 x^{2}\right) D^{2} A_{1111}(x) \\
& +x\left(781-128 \nu^{2} x^{2}-740 \nu^{2}+64 \nu^{4}+392 x^{2}+64 x^{4}\right) D A_{1111}(x) \\
& -64\left(16-6 \nu^{2} x^{2}-20 \nu^{2}+4 \nu^{4}+9 x^{2}+2 x^{4}\right) A_{1111}(x)=24 x^{5} f(x)
\end{aligned}
$$

The remaining functions $A$ are expressed in terms of $A_{1111}(x)$ by the equations

$$
\begin{align*}
A_{0000}(x)= & \frac{1}{24} D^{4} A_{1111}(x)-\frac{(5+2 \nu)}{12 x} D^{3} A_{1111}(x) \\
& -\frac{\left(-55-36 \nu+4 \nu^{2}-16 x^{2}\right)}{24 x^{2}} D^{2} A_{1111}(x) \\
& +\frac{\left(-175-148 \nu-40 \nu x^{2}+28 \nu^{2}+16 \nu^{3}-84 x^{2}\right)}{24 x^{3}} D A_{1111}(x)  \tag{60}\\
& +\frac{\left(32+32 \nu+16 \nu x^{2}-8 \nu^{2}-8 \nu^{3}+20 x^{2}+3 x^{4}\right)}{3 x^{4}} A_{1111}(x), \\
& A_{0001}(x)=\frac{1}{24} D^{3} A_{1111}(x)-\frac{(3+2 \nu)}{8 x} D^{2} A_{1111}(x) \\
& +\frac{\left(37+42 \nu+8 \nu^{2}+10 x^{2}\right)}{24 x^{2}} D A_{1111}(x)  \tag{61}\\
& -\frac{\left(8+12 \nu+3 \nu x^{2}+4 \nu^{2}+4 x^{2}\right)}{3 x^{3}} A_{1111}(x),
\end{align*}
$$

$$
\begin{gather*}
A_{0011}(x)=\frac{1}{12} D^{2} A_{1111}(x)-\frac{(7+6 \nu)}{12 x} D A_{1111}(x)+\frac{\left(4+6 \nu+2 \nu^{2}+x^{2}\right)}{3 x^{2}} A_{1111}(x),  \tag{62}\\
A_{0111}(x)=\frac{1}{4} D A_{1111}(x)-\frac{(1+\nu)}{x} A_{1111}(x) \tag{63}
\end{gather*}
$$

In view of the complexity of the differential equation (59), it is difficult to obtain solutions for arbitrary orders $\nu$. Therefore, in this case, we restrict our attention to examples of particular orders.

As one example in this category, we consider $f(x)=1 / x, \nu=1$. A particular solution to (59) for this case is $A_{1111}(x)=x^{2} / 4$. This produces the integral

$$
\begin{align*}
\int d x \frac{Z_{1}^{4}(x)}{x}=\frac{x^{2}}{4} & Z_{2}^{4}(x)+\left(\frac{3}{4}+\frac{x^{2}}{4}\right) Z_{1}^{4}(x)-\frac{3 x}{2} Z_{1}(x) Z_{2}^{3}(x) \\
& +6\left(\frac{1}{2}+\frac{x^{2}}{12}\right) Z_{1}^{2}(x) Z_{2}^{2}(x)+4\left(-\frac{3 x}{8}-\frac{1}{2 x}\right) Z_{1}^{3}(x) Z_{2}(x) . \tag{64}
\end{align*}
$$

As a second example, we let $f(x)=1 / x^{3}$ and $\nu=3$. A particular solution to (59) can also be obtained for this case, thus yielding the integral

$$
\begin{align*}
& \int d x \frac{Z_{3}^{4}(x)}{x^{3}}=\left(\frac{1}{24}+\frac{1}{2 x^{2}}+\frac{2}{x^{4}}+\frac{x^{2}}{378}\right) Z_{3}^{4}(x)+\left(\frac{5}{216}+\frac{2}{27 x^{2}}+\frac{x^{2}}{378}\right) Z_{4}^{4}(x) \\
&+4\left(-\frac{x}{108}-\frac{5}{54 x}-\frac{1}{3 x^{3}}\right) Z_{3}(x) Z_{4}^{3}(x) \\
&+6\left(\frac{7}{216}+\frac{1}{3 x^{2}}+\frac{4}{3 x^{4}}+\frac{x^{2}}{1134}\right) Z_{3}^{2}(x) Z_{4}^{2}(x)  \tag{65}\\
&+4\left(-\frac{x}{108}-\frac{1}{8 x}-\frac{1}{x^{3}}-\frac{4}{x^{5}}\right) Z_{3}^{3}(x) Z_{4}(x) .
\end{align*}
$$

Since the analytical expressions for the uncoupled equations resulting from the special cases when $n=2,3,4$ are extremely complicated, they will not be displayed. We will instead provide a tabulation of indefinite integrals obtained by computing particular solutions to these uncoupled equations for certain special cases. In view of the very little previous work that has been done concerning integrals containing more than two special functions, (64), (65), and the following integrals appear to be original tabulations:

$$
\begin{gather*}
\int d x x^{2} Z_{1 / 3}^{3}(x)=\left(-\frac{4}{9} x-\frac{16}{81 x}\right) Z_{1 / 3}^{3}(x)-(4 x / 3) Z_{1 / 3}(x) Z_{4 / 3}^{2}(x) \\
+\left(\frac{8}{9}+x^{2}\right) Z_{1 / 3}^{2}(x) Z_{4 / 3}(x)+\frac{2}{3} x^{2} Z_{4 / 3}^{3}(x),  \tag{66}\\
\int d x x\left[P_{1 / 3}(x)\right]^{3}=\left(\frac{125 x^{4}}{12}-\frac{14}{3} x^{2}-\frac{5}{12}\right)\left[P_{1 / 3}(x)\right]^{3}+\left(-4+20 x^{2}\right) P_{1 / 3}(x)\left[P_{4 / 3}(x)\right]^{2} \tag{67}
\end{gather*}
$$

$$
\int d x e^{-3 x^{2}} x^{2} H_{2 / 3}^{3}(x)=e^{-3 x^{2}}\left\{-\frac{1}{12} x\left(5+6 x^{2}\right) H_{2 / 3}^{3}(x)+\frac{1}{8}\left(1+6 x^{2}\right) H_{2 / 3}^{2}(x) H_{5 / 3}(x)\right.
$$

$$
\begin{equation*}
\left.-\frac{3}{8} x H_{2 / 3}(x) H_{5 / 3}^{2}(x)+\frac{1}{16} H_{5 / 3}^{3}(x)\right\} \tag{68}
\end{equation*}
$$

$$
\int d x e^{-2 x^{2}} x^{3} H_{-2 / 3}^{3}(x)
$$

$$
=\frac{e^{-2 x^{2}}}{16}\left\{\frac{9 x}{4} H_{1 / 3}^{3}(x)+\frac{9}{4}\left(1-4 x^{2}\right) H_{1 / 3}^{2}(x) H_{-2 / 3}(x)\right.
$$

$$
\left.-9 x\left(1-x^{2}\right) H_{1 / 3}(x) H_{-2 / 3}^{2}(x)+\frac{1}{4}\left(-8+20 x^{2}\right) H_{-2 / 3}^{3}(x)\right\}
$$

$$
\left.\begin{array}{l}
\begin{array}{rl}
d x & e^{-3 x} x L_{2 / 3}^{3}(x)
\end{array} \\
\begin{array}{rl}
=e^{-3 x}\left\{L_{2 / 3}^{3}(x)\right. & {\left[\frac{125}{24}-\frac{625 x}{24}+\frac{853 x^{2}}{16}-\frac{675 x^{3}}{16}+\frac{225 x^{4}}{16}-\frac{27 x^{5}}{16}\right]} \\
+ & L_{5 / 3}^{3}(x)\left[-\frac{125}{24}+\frac{125 x}{12}-\frac{125 x^{2}}{16}\right] \\
+3 & {\left[\frac{125}{24}-\frac{125 x}{8}+\frac{275 x^{2}}{16}-\frac{75 x^{3}}{16}\right] L_{2 / 3}(x) L_{5 / 3}^{2}(x)}
\end{array} \\
\left.+3\left[-\frac{125}{24}+\frac{125 x}{6}-\frac{515 x^{2}}{16}+\frac{135 x^{3}}{8}-\frac{45 x^{4}}{16}\right] L_{2 / 3}^{2}(x) L_{5 / 3}(x)\right\}
\end{array}\right\} \begin{aligned}
& \begin{aligned}
d x x\left[P_{1 / 2}(x)\right]^{4}= & \left(-\frac{5}{16}-\frac{19}{4} x^{2}\right)\left[P_{1 / 2}(x)\right]^{4}+\frac{81}{4} x P_{1 / 2}(x)\left[P_{3 / 2}(x)\right]^{3}
\end{aligned} \\
&+6\left(-\frac{9}{16}-\frac{9}{2} x^{2}\right)\left[P_{1 / 2}(x)\right]^{2}\left[P_{3 / 2}(x)\right]^{2} \\
&+4\left(\frac{33 x}{16}+3 x^{3}\right)\left[P_{1 / 2}(x)\right]^{3} P_{3 / 2}(x)-\frac{81}{16}\left[P_{3 / 2}(x)\right]^{4} .
\end{aligned}
$$

In (66)-(71), $Z$ denotes the Bessel function, $P$ the Legendre function, $H$ the Hermite function, and $L$ the Laguerre function.

Note added in proof. Since the time of writing, additional progress has been made on the uncoupling problem. A manuscript [8] describing this work has been submitted for publication.
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#### Abstract

This paper uses Gasper's proof of Rogers' linearization formula for the continuous $q$-ultraspherical polynomials and a quadratic transformation formula for well-poised basic hypergeometric ${ }_{2} \phi_{1}$ series to derive a nonterminating $q$-analogue of Clausen's formula for the square of a certain hypergeometric series. This formula is extended to a $q$-analogue of the Ramanujan and Bailey extension of Clausen's formula by employing the Gasper and Rahman nonterminating $q$-extension of the Sears-Carlitz quadratic transformation formula. Additional product formulas are derived.
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1. Introduction. Clausen's [13] formula

$$
\begin{equation*}
\left\{{ }_{2} F_{1}\left(a, b ; a+b+\frac{1}{2} x\right)\right\}^{2}={ }_{3} F_{2}\left(2 a, 2 b, a+b ; 2 a+2 b, a+b+\frac{1}{2} ; x\right), \tag{1.1}
\end{equation*}
$$

$|x|<1$, provides a rare example of a hypergeometric series that is expressible as the square of another hypergeometric series. Ramanujan's [25] rapidly convergent series representations for $1 / \pi$, one of which was employed by Gosper in 1985 to compute $\pi$ to more than $17,000,000$ decimal digits, are based on special cases of (1.1); see the Chudnovskys' survey paper [12]. Clausen's formula was used in Askey and Gasper [4] to prove the nonnegativity of a certain sum of Jacobi polynomials which, in turn, played an important role in de Branges' [10] celebrated proof of the Bieberbach conjecture. One might say that it was de Branges' work that revived an interest in the methods that Askey and Gasper used in their proofs of the nonnegativity of certain sums and integrals of orthogonal polynomials; see, for example, Askey [1], [2] and Gasper [14].

Current literature in special functions also reveals a vigorous interest in generalizing almost every result in ordinary hypergeometric series to basic hypergeometric series. An ${ }_{r} \phi_{s}$ basic hypergeometric series in base $q$ is defined by

$$
{ }_{r} \phi_{s}\left[\begin{array}{l}
a_{1}, \cdots, a_{r}  \tag{1.2}\\
b_{1}, \cdots, b_{s}
\end{array} ; q, z\right]=\sum_{n=0}^{\infty} \frac{\left(a_{1}, \cdots, a_{r} ; q\right)_{n}}{\left(q, b_{1}, \cdots, b_{s} ; q\right)_{n}}\left[(-1)^{n} q^{\binom{n}{2}}\right]^{1+s-r} z^{n},
$$

where $\binom{n}{2}=n(n-1) / 2$,

$$
\begin{equation*}
\left(a_{1}, a_{2}, \cdots, a_{r} ; q\right)_{n}=\prod_{j=1}^{r}\left(a_{j} ; q\right)_{n} \tag{1.3}
\end{equation*}
$$

[^89]and $(a ; q)_{n}$ is the $q$-shifted factorial defined by
\[

(a ; q)_{n}= $$
\begin{cases}1, & n=0  \tag{1.4}\\ (1-a)(1-a q) \cdots\left(1-a q^{n-1}\right), & n=1,2, \cdots .\end{cases}
$$
\]

The base $q$ is usually a complex number with absolute value less than 1 . The series (1.2) terminates if one of the numerator parameters is of the form $q^{-m}, m=0,1,2, \cdots$. It is assumed there are no zero factors in the denominators of the terms of the series. If $r=s+1$ and the series does not terminate then we assume that $|z|<1$ and $|q|<1$ to ensure convergence.

Jackson [21], who spent almost all of his mathematical career in studying basic hypergeometric series, derived the following product formula

$$
\begin{align*}
& { }_{2} \phi_{1}\left[\begin{array}{cccc}
q^{a}, & q^{b} \\
q^{a+b+1 / 2} ; q, x
\end{array}\right]{ }_{2} \phi_{1}\left[\begin{array}{ccc}
q^{a}, & q^{b} & ; q q^{1 / 2} \\
q^{(a+b) / 2}
\end{array}\right.  \tag{1.5}\\
& ={ }_{4} \phi_{3}\left[\begin{array}{ccc}
q^{a}, q^{b}, & q^{(a+b) / 2}, & -q^{(a+b) / 2} \\
& q^{a+b}, & q^{(a+b) / 2+1 / 4},
\end{array}\right. \\
& \hline
\end{align*}
$$

where $|x|<1$ and $|q|<1$, as a $q$-analogue of (1.1) in the sense that it tends to Clausen's formula as $q \rightarrow 1^{-}$. Additional proofs of (1.5) have been given by Singh [28], Nassrallah [23], and Jain and Srivastava [22].

Unfortunately, the left side of (1.5) is not a square and so (1.5) does not have this most important property of (1.1); in particular, (1.5) cannot be used to write certain sums of basic hypergeometric series as sums of squares of basic hypergeometric series as was done in [4], [14] for hypergeometric series. Recently, the authors independently derived (see [16]) such a formula by showing that

$$
\begin{align*}
& \left\{{ }_{4} \phi_{3}\left[\begin{array}{cccc}
a, & b, & a b z, & a b / z \\
a b q^{1 / 2}, & -a b q^{1 / 2}, & -a b
\end{array}\right]\right\}^{2} \\
& \left.\quad={ }_{5} \phi_{4}\left[\begin{array}{cccc}
a^{2}, & b^{2}, & a b, & a b z, \\
a^{2} b^{2}, & a b q^{1 / 2}, & -a b q^{1 / 2}, & -a b
\end{array}\right] q, q\right] \tag{1.6}
\end{align*}
$$

provided the series terminate. The terminating case of Clausen's formula follows from (1.6) by replacing $a, b, z$ by $q^{a}, q^{b}, e^{i \theta}$, respectively, setting $x=(1-\cos \theta) / 2$, and then letting $q \rightarrow 1$. Formula (1.6) was employed in [16] to prove the nonnegativity of certain basic hypergeometric series and to derive $q$-analogues of the Askey-Gasper [4] inequality

$$
\frac{(\alpha+2)_{n}}{n!}{ }_{3} F_{2}\left[\begin{array}{ccc}
-n, & n+\alpha+2, & \frac{\alpha+1}{2}  \tag{1.7}\\
& \frac{\alpha+3}{2}, & \alpha+1
\end{array}\right] \geq 0
$$

where $0 \leq x \leq 1, \alpha \geq-2$, and $n=0,1,2, \cdots$, and of the differential equations de Branges [10], [11] used in his proof of the Bieberbach conjecture.

Since (1.6) holds only when the series terminate (see [16]), while (1.1) holds for $|x|<1$ irrespective of whether the series terminate, it is irresistible to inquire whether there is a nonterminating $q$-Clausen formula that gives (1.6) in the terminating case, possibly after application of a transformation formula. As was pointed out in [16], there are several ways of deriving (1.6), such as using the Rogers' [27] linearization formula for the continuous $q$-ultraspherical polynomials $C_{n}(x ; \beta \mid q)$, the Gasper and Rahman [17] formula for the product of terminating ${ }_{4} \phi_{3}$ series, or the Rahman and

Verma [24] integral representation for the product $C_{n}(x ; \beta \mid q) C_{n}(y ; \beta \mid q)$. Even though each of these formulas involves only terminating series, we will show that a slight modification of Gasper's proof in [15] of Rogers' linearization formula leads to the following nonterminating $q$-analogue of Clausen's formula (1.1):

$$
\begin{align*}
g^{2}(x)= & \frac{\left(a x q^{1 / 2} / b, b x q^{1 / 2} / a ; q\right)_{\infty}}{\left(x q^{1 / 2} / a b, a b x q^{1 / 2} ; q\right)_{\infty}}{ }_{5} \phi_{4}\left[\begin{array}{c}
a^{2}, b^{2}, a b,-a b,-a b q^{1 / 2} \\
a b q^{1 / 2}, a^{2} b^{2}, a b x q^{1 / 2}, a b q^{1 / 2} / x
\end{array} ; q, q\right]  \tag{1.8}\\
& +\frac{\left(q x, q x, a^{2}, b^{2} ; q\right)_{\infty}}{\left(a b q^{1 / 2}, a b q^{1 / 2}, a b / x q^{1 / 2}, a b x q^{1 / 2} ; q\right)_{\infty}} \\
& \cdot{ }_{5} \phi_{4}\left[\begin{array}{c}
a x q^{1 / 2} / b, b x q^{1 / 2} / a, x q^{1 / 2},-x q^{1 / 2},-x q \\
x q, q x^{2}, a b x q^{1 / 2}, x q^{3 / 2} / a b
\end{array} ; q, q\right],
\end{align*}
$$

where $(a ; q)_{\infty}=\prod_{k=0}^{\infty}\left(1-a q^{k}\right), \quad|q|<1,|q x|<1$,

$$
\begin{equation*}
g(x)=\frac{\left(q a^{2} x^{2}, q b^{2} x^{2} ; q^{2}\right)_{\infty}}{\left(q x^{2}, q a^{2} b^{2} x^{2} ; q^{2}\right)_{\infty}} 8_{7}\left(-a b x q^{-1 / 2} ; a, b,-a,-b,-x ; q,-q x\right), \tag{1.9}
\end{equation*}
$$

and

$$
\begin{align*}
& r+1 W_{r}\left(a ; b_{1}, b_{2}, \cdots, b_{r-2} ; q, z\right)  \tag{1.10}\\
& =r+1 \phi_{r}\left[\begin{array}{c}
a, q a^{1 / 2},-q a^{1 / 2}, b_{1}, b_{2}, \cdots, b_{r-2} \\
a^{1 / 2},-a^{1 / 2}, a q / b_{1}, a q / b_{2}, \cdots, a q / b_{r-2}
\end{array} ; q, z\right] .
\end{align*}
$$

When $r=s+1$ the basic hypergeometric series (1.2) is said to be balanced if $z=q$ and $b_{1} b_{2} \cdots b_{s}=q a_{1} a_{2} \cdots a_{s+1}$; it is called well-poised if $b_{1}=q a_{1} / a_{2}, b_{2}=$ $q a_{1} / a_{3}, \cdots, b_{s}=q a_{1} / a_{s+1}$, and it is called very well-poised if, in addition, $a_{2}=$ $q a_{1}^{1 / 2}, a_{3}=-q a_{1}^{1 / 2}$. The ${ }_{4} \phi_{3}$ series in (1.6) and the ${ }_{5} \phi_{4}$ series in (1.6) and (1.8) are all balanced while the series in (1.9) and (1.10) are very well-poised.

We will derive (1.8) and some equivalent forms of it in $\S 2$ and show in $\S 3$ that the Clausen's formula (1.1) is a limit case of (1.8). Also, in $\S 4$ we shall derive a $q$-analogue of the Ramanujan [26] and Bailey [6], [7] extension of Clausen's formula

$$
\begin{gather*}
{ }_{2} F_{1}\left[\begin{array}{c}
a, b \\
c
\end{array} ; \frac{1-\sqrt{1-x}}{2}\right]{ }_{2} F_{1}\left[\begin{array}{c}
a, b \\
a+b+1-c
\end{array} ; \frac{1-\sqrt{1-x}}{2}\right]  \tag{1.11}\\
\quad={ }_{4} F_{3}\left[\begin{array}{ccc}
a, & b, & (a+b) / 2, \\
c, & (a+b+1) / 2 \\
c, x
\end{array}\right]
\end{gather*}
$$

which gives (1.1) when $c=a+b+\frac{1}{2}$ and the quadratic transformation

$$
{ }_{2} F_{1}\left[\begin{array}{c}
a, b  \tag{1.12}\\
(a+b+1) / 2
\end{array} ; \frac{1-\sqrt{1-x}}{2}\right]{ }_{2} F_{1}\left[\begin{array}{c}
a / 2, b / 2 \\
(a+b+1) / 2
\end{array} ; x\right]
$$

is used. See Askey [3].
2. Proof of (1.8). Rogers' continuous $q$-ultraspherical polynomials, $C_{n}(x ; \beta \mid q)$, are defined by

$$
\begin{align*}
C_{n}(x ; \beta \mid q) & =\sum_{k=0}^{n} \frac{(\beta ; q)_{k}(\beta ; q)_{n-k}}{(q ; q)_{k}(q ; q)_{n-k}} \cos (n-2 k) \theta \\
& =\frac{(\beta ; q)_{n}}{(q ; q)_{n}} e^{i n \theta}{ }_{2} \phi_{1}\left[\begin{array}{c}
q^{-n}, \\
\left.\beta^{-1} q^{1-n} ; q, q \beta^{-1} e^{-2 i \theta}\right]
\end{array}\right] \tag{2.1}
\end{align*}
$$

where $x=\cos \theta$ and $n=0,1, \ldots$. Using an induction argument, Rogers [27, p. 29] proved that

$$
\begin{equation*}
C_{m}(x ; \beta \mid q) C_{n}(x ; \beta \mid q)=\sum_{k=0}^{\min (m, n)} a_{k}(m, n) C_{m+n-2 k}(x ; \beta \mid q) \tag{2.2}
\end{equation*}
$$

where

$$
a_{k}(m, n)=\frac{(\beta ; q)_{k}(\beta ; q)_{m-k}(\beta ; q)_{n-k}(q ; q)_{m+n-2 k}}{(q ; q)_{k}(q ; q)_{m-k}(q ; q)_{n-k}\left(\beta^{2} ; q\right)_{m+n-2 k}}
$$

$$
\begin{equation*}
\frac{\left(\beta^{2} ; q\right)_{m+n-k}\left(1-\beta q^{m+n-2 k}\right)}{(\beta q ; q)_{m+n-k}(1-\beta)} \tag{2.3}
\end{equation*}
$$

Gasper [16] deduced (1.6) from (2.2) by setting $m=n$, using Askey and Ismail's [5] ${ }_{4} \phi_{3}$ series representation for $C_{n}(x ; \beta \mid q)$ and the ${ }_{6} \phi_{5}$ summation formula [29, IV. 9].

The key to the discovery of a nonterminating $q$-Clausen formula is the observation that Gasper's [15] proof of (2.2) is independent of the fact that the parameter $n$ in the ${ }_{2} \phi_{1}$ series in (2.1) is a nonnegative integer.

In view of (2.1) let

$$
f(x)={ }_{2} \phi_{1}\left[\begin{array}{cc}
\alpha, & \beta  \tag{2.4}\\
& \alpha q / \beta
\end{array} ; q, q x / \beta\right]
$$

which reduces to the ${ }_{2} \phi_{1}$ series in (2.1) when $\alpha=q^{-n}$ and $x=e^{-2 i \theta}$. Temporarily assume that $|x| \leq 1$, and $|q|<|\beta|<1$. From Heine's transformation formula [8, §8.4, Eq. (2)] it follows that

$$
f(x)=\frac{(\beta x ; q)_{\infty}}{(q x / \beta ; q)_{\infty}}{ }_{2} \phi_{1}\left[\begin{array}{cc}
\alpha q / \beta^{2}, & q / \beta  \tag{2.5}\\
& \alpha q / \beta
\end{array} ; q, \beta x\right] .
$$

Multiplying the two ${ }_{2} \phi_{1}$ series in (2.4) and (2.5) and collecting the coefficients of $x^{j}$ we find that

$$
\begin{equation*}
f^{2}(x)=\frac{(\beta x ; q)_{\infty}}{(q x / \beta ; q)_{\infty}} \sum_{j=0}^{\infty} A_{j} \frac{\left(\alpha q / \beta^{2}, q / \beta ; q\right)_{j}}{(q, \alpha q / \beta ; q)_{j}}(\beta x)^{j} \tag{2.6}
\end{equation*}
$$

where

$$
A_{j}={ }_{4} \phi_{3}\left[\begin{array}{cccc}
q^{-j}, & \beta, & \beta q^{-j} / \alpha, & \alpha  \tag{2.7}\\
& \beta q^{-j}, & \beta^{2} q^{-j} / \alpha, & \alpha q / \beta^{;} ; q, q
\end{array}\right]
$$

is a terminating balanced series. Following [15] we now use Watson's transformation formula [8, §8.5, Eq. (2)] to express the ${ }_{4} \phi_{3}$ series in (2.7) as a very well-poised ${ }_{8} \phi_{7}$ series:

$$
\begin{equation*}
A_{j}=\frac{\left(\alpha q / \beta, \alpha^{2} q / \beta^{2} ; q\right)_{j}}{\left(\alpha^{2} q / \beta, \alpha q / \beta^{2} ; q\right)_{j}} 8_{7}\left(\alpha^{2} / \beta ; \alpha, \alpha, \beta, \alpha^{2} q^{j+1} / \beta^{2}, q^{-j} ; q, q / \beta\right) \tag{2.8}
\end{equation*}
$$

Using (2.8) in (2.6) immediately leads to the formula

$$
\begin{align*}
f^{2}(x)= & \frac{(\beta x ; q)_{\infty}}{(q x / \beta ; q)_{\infty}} \sum_{k=0}^{\infty} \frac{\left(\alpha^{2} / \beta ; q\right)_{k}\left(1-\alpha^{2} q^{2 k} / \beta\right)(\alpha, \alpha, \beta ; q)_{k}}{(q ; q)_{k}\left(1-\alpha^{2} / \beta\right)\left(\alpha q / \beta, \alpha q / \beta, \alpha^{2} q / \beta^{2} ; q\right)_{k}} \\
& \quad \cdot \frac{\left(\alpha^{2} q / \beta^{2} ; q\right)_{2 k}}{\left(\alpha^{2} q / \beta ; q\right)_{2 k}}\left(\frac{q x}{\beta}\right)^{k}{ }_{2} \phi_{1}\left[\begin{array}{c}
\alpha^{2} q^{2 k+1} / \beta^{2}, \\
\alpha^{2} q^{2 k+1} / \beta
\end{array} \quad ; q, \beta x\right] . \tag{2.9}
\end{align*}
$$

The interesting property of the ${ }_{2} \phi_{1}$ series in (2.4), (2.5), and (2.9) is that they are well poised and so we may apply the quadratic transformation formula [18, Eq. (3.8)]

$$
\left.\begin{array}{l}
{ }_{2} \phi_{1}\left[\begin{array}{cc}
a, & b \\
a q / b
\end{array} ; q, q x / b^{2}\right. \tag{2.10}
\end{array}\right] .
$$

We then use Bailey's transformation formula [8, §8.5, Eq. (3)] to express the resulting ${ }_{8} W_{7}$ as a sum of two nonterminating balanced ${ }_{4} \phi_{3}$ series. After some simplifications this gives
(2.11) ${ }_{2} \phi_{1}\left[\begin{array}{cc}\alpha^{2} q^{2 k+1} / \beta^{2}, & q / \beta \\ & \alpha^{2} q^{2 k+1} / \beta\end{array} ; q, \beta x\right]$

$$
=\frac{(\alpha x q / \beta ; q)_{\infty}}{(\beta x / \alpha ; q)_{\infty}} \frac{\left.(-\alpha / \beta x)^{k} q^{\left({ }_{2}^{+1}\right)}\right)}{(\alpha q / \beta x, \alpha x q / \beta ; q)_{k}}
$$

$$
\cdot{ }_{4} \phi_{3}\left[\begin{array}{c}
\alpha q^{k}, \alpha q^{k+1 / 2} / \beta,-\alpha q^{k+1 / 2} / \beta,-\alpha q^{k+1} / \beta \\
\alpha^{2} q^{2 k+1} / \beta, \alpha x q^{k+1} / \beta, \alpha q^{k+1} / \beta x
\end{array} ; q, q\right]
$$

$$
+\frac{\left(q x, \alpha, \alpha x q, \alpha^{2} q / \beta^{2} ; q\right)_{\infty}}{\left(\beta x, \alpha q / \beta, \alpha / \beta x, \alpha^{2} q / \beta ; q\right)_{\infty}} \cdot \frac{(\alpha q / \beta, \alpha / \beta x ; q)_{k}\left(\alpha^{2} q / \beta ; q\right)_{2 k}}{(\alpha, \alpha x q ; q)_{k}\left(\alpha^{2} q / \beta^{2} ; q\right)_{2 k}}
$$

$$
\cdot{ }_{4} \phi_{3}\left[\begin{array}{l}
\beta x, x q^{1 / 2},-x q^{1 / 2},-x q \\
q x^{2}, \alpha x q^{k+1}, \beta x q^{1-k} / \alpha
\end{array} ; q, q\right] .
$$

Since we have assumed that $|x| \leq 1$ and $|q|<|\beta|<1$, we can now substitute (2.11) into (2.9) and change the order of summation to obtain the formula

$$
f^{2}(x)=\frac{(\beta x, \alpha x q / \beta ; q)_{\infty}}{(q x / \beta, \beta x / \alpha ; q)_{\infty}} \sum_{m=0}^{\infty} \frac{(\alpha ; q)_{m}\left(\alpha^{2} q / \beta^{2} ; q\right)_{2 m} q^{m}}{\left(q, \alpha x q / \beta, \alpha q / \beta x, \alpha^{2} q / \beta, \alpha q / \beta ; q\right)_{m}}
$$

$$
\begin{align*}
& \cdot{ }_{6} W_{5}\left(a^{2} / \beta ; a, \beta, q^{-m} ; q, \alpha q^{m+1} / \beta^{2}\right)  \tag{2.12}\\
& +\frac{\left(\alpha, \alpha^{2} q / \beta^{2}, q x, \alpha q x ; q\right)_{\infty}}{\left(\alpha q / \beta, \alpha^{2} q / \beta, q x / \beta, \alpha / \beta x ; q\right)_{\infty}} \sum_{m=0}^{\infty} \frac{\left(\beta x, x q^{1 / 2},-x q^{1 / 2},-x q ; q\right)_{m}}{\left(q, q x^{2}, \alpha x q, \beta x q / \alpha ; q\right)_{m}} q^{m} \\
& \cdot{ }_{6} W_{5}\left(\alpha^{2} / \beta ; \alpha, \beta, \alpha q^{-m} / \beta x ; q, x q^{m+1} / \beta\right) .
\end{align*}
$$

By [29, IV. 9]

$$
\begin{equation*}
{ }_{6} W_{5}\left(\alpha^{2} / \beta ; \alpha, \beta, q^{-m} ; q, \alpha q^{m+1} / \beta^{2}\right)=\frac{\left(\alpha^{2} q / \beta, \alpha q / \beta^{2} ; q\right)_{m}}{\left(\alpha q / \beta, \alpha^{2} q / \beta^{2} ; q\right)_{m}}, \tag{2.13}
\end{equation*}
$$

and by [29, IV. 7]

$$
\begin{align*}
{ }_{6} W_{5} & \left(a^{2} / \beta ; \alpha, \beta, \alpha q^{-m} / \beta x ; q, x q^{m+1} / \beta\right) \\
& =\frac{\left(\alpha^{2} q / \beta, \alpha q / \beta^{2}, x q, \alpha x q / \beta ; q\right)_{\infty}}{\left(\alpha q / \beta, \alpha^{2} q / \beta^{2}, \alpha x q, x q / \beta ; q\right)_{\infty}} \frac{(\alpha x q, x q / \beta ; q)_{m}}{(x q ; \alpha x q / \beta ; q)_{m}} . \tag{2.14}
\end{align*}
$$

Using (2.13) and (2.14) we then obtain the formula

$$
\begin{align*}
&\left\{{ }_{2} \phi_{1}\left[\begin{array}{l}
\alpha, \beta \\
q / \beta
\end{array} ; q, q x / \beta\right]\right\}^{2} \\
&= \frac{(\beta x, \alpha x q / \beta ; q)_{\infty}}{(x q / \beta, \beta x / \alpha ; q)_{\infty}}{ }_{5} \phi_{4}\left[\begin{array}{c}
\alpha, \alpha q^{1 / 2} / \beta, \alpha q / \beta^{2},-\alpha q^{1 / 2} / \beta,-\alpha q / \beta \\
\alpha q / \beta, \alpha^{2} q / \beta^{2}, \alpha q / \beta x, \alpha x q / \beta
\end{array} ; q, q\right]  \tag{2.15}\\
&+\frac{\left(\alpha, \alpha q / \beta^{2}, x q, x q, \alpha x q / \beta ; q\right)_{\infty}}{(\alpha q / \beta, \alpha q / \beta, x q / \beta, x q / \beta, \alpha / \beta x ; q)_{\infty}} \\
& \cdot{ }_{5} \phi_{4}\left[\begin{array}{ccc}
\beta x, & x q / \beta, & x q^{1 / 2}, \\
q x, & q x^{2}, & \beta x q / \alpha, \\
q x q / \beta
\end{array}\right]
\end{align*}
$$

which gives the square of a well-poised ${ }_{2} \phi_{1}$ series as the sum of two balanced ${ }_{5} \phi_{4}$ series. By analytic continuation, (2.15) holds when $|q|<1$ and $|q x / \beta|<1$.

If $\alpha=q^{-n}, n=0,1, \cdots$, then $(\alpha ; q)_{\infty}=0$ and so

$$
\begin{align*}
& f^{2}(x)=\frac{\left(\beta x, x q^{1-n} / \beta ; q\right)_{\infty}}{\left(\beta x q^{n}, q x / \beta ; q\right)_{\infty}} \\
& \cdot{ }_{5} \phi_{4}\left[\begin{array}{cccc}
q^{-n}, & q^{1 / 2-n} / \beta, & q^{1-n} / \beta^{2}, & -q^{1 / 2-n} / \beta, \\
& q^{1-n} / \beta, & q^{1-2 n} / \beta^{2}, & x q^{1-n} / \beta \\
& q^{1-n} / \beta, & q^{1-n} / \beta x
\end{array} ; q, q\right]  \tag{2.16}\\
& =b_{n} 5 \phi_{4}\left[\begin{array}{ccccc}
q^{-n}, & \beta^{2} q^{n}, & \beta, & \beta x, & \beta / x \\
& \beta^{2}, & \beta q^{1 / 2}, & -\beta q^{1 / 2}, & -\beta
\end{array} ; q, q\right] \text {, }
\end{align*}
$$

where

$$
\begin{align*}
b_{n} & =\frac{\left(\beta x, q^{-n}, q^{1-n} / \beta^{2}, q^{1 / 2-n} / \beta,-q^{1 / 2-n} / \beta,-q^{1-n} / \beta ; q\right)_{n}}{\left(q, q^{1-n} / \beta, q^{1-2 n} / \beta^{2}, q^{1-n} / \beta x ; q\right)_{n}} q^{n}  \tag{2.17}\\
& =\frac{\left(\beta^{2}, \beta q^{1 / 2},-\beta q^{1 / 2},-\beta ; q\right)_{n}}{\left(\beta, \beta^{2} q^{n} ; q\right)_{n}}\left(\frac{x}{\beta}\right)^{n}=\frac{\left(\beta^{2}, \beta^{2} ; q\right)_{n}}{(\beta, \beta ; q)_{n}}\left(\frac{x}{\beta}\right)^{n}
\end{align*}
$$

However, by [5, Eq. (3.10)],

$$
f(x)=\frac{\left(\beta^{2} ; q\right)_{n}}{(\beta ; q)_{n}}\left(\frac{x}{\beta}\right)^{n / 2}{ }_{4} \phi_{3}\left[\begin{array}{cccc}
q^{-n}, & \beta^{2} q^{n}, & (\beta x)^{1 / 2}, & (\beta / x)^{1 / 2}  \tag{2.18}\\
& \beta q^{1 / 2}, & -\beta q^{1 / 2}, & -\beta
\end{array} ; q, q\right] .
$$

It follows from (2.16)-(2.18) that

$$
\begin{aligned}
& \left\{{ }_{4} \phi_{3}\left[\begin{array}{ccc}
q^{-n}, & \beta^{2} q^{n}, & (\beta x)^{1 / 2}, \\
& \beta q^{1 / 2}, & -\beta q^{1 / 2}, \\
(\beta / x)^{1 / 2} & -\beta
\end{array} ; q, q\right]\right\}^{2} \\
& ={ }_{5} \phi_{4}\left[\begin{array}{cccc}
q^{-n}, & \beta^{2} q^{n}, & \beta, & \beta x, \\
& \beta^{2}, & \beta q^{1 / 2}, & -\beta q^{1 / 2}, \\
& -\beta
\end{array} ; q, q\right],
\end{aligned}
$$

which is formula (1.6) written in a special form.
Before closing this section we need to show that (2.15) is equivalent to (1.8). By (2.10) and Bailey's ${ }_{8} \phi_{7}$ transformation formula [9, Eq. (4.3)], we have

$$
\begin{align*}
{ }_{2} \phi_{1}
\end{align*}\left[\begin{array}{c}
\alpha, \\
\begin{array}{c}
\beta \\
\alpha q / \beta
\end{array} ; q, q x / \beta \tag{2.20}
\end{array}\right] .
$$

Now set $a=\alpha^{1 / 2}$ and $b=(\alpha q)^{1 / 2} / \beta$ to obtain from (2.15) that

$$
\begin{align*}
& \left\{\frac{\left(q a^{2} x^{2}, q b^{2} x^{2} ; q^{2}\right)_{\infty}}{\left(q x^{2}, q a^{2} b^{2} x^{2} ; q^{2}\right)_{\infty}} 8_{7}\left(-a b x q^{-1 / 2} ; a, b,-a,-b,-x ; q,-q x\right)\right\}^{2}  \tag{2.21}\\
& \quad=\frac{\left(a x q^{1 / 2} / b, b x q^{1 / 2} / a ; q\right)_{\infty}}{\left(x q^{1 / 2} / a b, a b x q^{1 / 2} ; q\right)_{\infty}}{ }_{5} \phi_{4}\left[\begin{array}{c}
a^{2}, b^{2}, a b,-a b,-a b q^{1 / 2} \\
a b q^{1 / 2}, a^{2} b^{2}, a b x q^{1 / 2}, a b q^{1 / 2} / x
\end{array} ; q, q\right] \\
& \quad+\frac{\left(q x, q x, a^{2}, b^{2} ; q\right)_{\infty}}{\left(a b q^{1 / 2}, a b q^{1 / 2}, a b / x q^{1 / 2}, a b x q^{1 / 2} ; q\right)_{\infty}} \\
& \quad \cdot{ }_{5} \phi_{4}\left[\begin{array}{c}
a x q^{1 / 2} / b, b x q^{1 / 2} / a, x q^{1 / 2},-x q^{1 / 2},-x q \\
q x, q x^{2}, a b x q^{1 / 2}, x q^{3 / 2} / a b
\end{array} ; q, q\right], \quad|q x|<1, \quad|q|<1,
\end{align*}
$$

which is formula (1.8).
3. Some variations of (2.9). If we replace $a$ and $b$ by $q^{a}$ and $q^{b}$, respectively, in (2.21) and take the limit $q \rightarrow 1^{-}$, then the left side can be seen to approach the left side of (1.1) with $x$ replaced by $-4 x(1-x)^{-2}$ while the first term on the right of (2.21) approaches the right side of (1.1) with $x$ replaced by $-4 x(1-x)^{-2}$. So (2.21) can justifiably be called a $q$-Clausen formula provided we can show that the limit of the second term on the right side as $q \rightarrow 1^{-}$is zero. This can be done by using the asymptotics of the theta functions somewhat along the lines followed in [24], but an easier approach is to use (2.20) for the ${ }_{2} \phi_{1}$ function in (2.9) and then take the term-by-term limit from a uniformly convergent double series. First, by an obvious transformation of summation indices we obtain from (2.9), (2.20), and (1.9) that
$g^{2}(x)=\frac{\left(a^{2} x q^{1 / 2},-a^{2} x q^{1 / 2},-a b x q^{1 / 2}, b x q^{1 / 2} / a ; q\right)_{\infty}}{\left(x q^{1 / 2},-x q^{1 / 2}, a b x q^{1 / 2},-a^{3} b x q^{1 / 2} ; q\right)_{\infty}}$

$$
\begin{align*}
& \cdot \sum_{m=0}^{\infty} \frac{\left(-a^{3} b x q^{-1 / 2} ; q\right)_{m}\left(1+a^{3} b x q^{2 m-1 / 2}\right)\left(a^{2}, a b,-a^{2},-a b,-x ; q\right)_{m}}{(q ; q)_{m}\left(1+a^{3} b x q^{-1 / 2}\right)\left(-a b x q^{1 / 2},-a^{2} x q^{1 / 2}, a b x q^{1 / 2}, a^{2} x q^{1 / 2}, a^{3} b q^{1 / 2} ; q\right)_{m}}  \tag{3.1}\\
& \cdot(-x q)^{m}{ }_{8} W_{7}\left(a^{3} b q^{-1 / 2} ; a^{2}, a q^{1 / 2} / b,-a b q^{1 / 2},-a^{3} b x q^{m-1 / 2}, q^{-m} ; q, b q^{1 / 2} / a x\right) .
\end{align*}
$$

Then, replacing $a, b$ by $q^{a}, q^{b}$ and letting $q \rightarrow 1^{-}$, we obtain

$$
\begin{equation*}
\left\{{ }_{2} F_{1}\left(a, b ; a+b+\frac{1}{2} ; z\right)\right\}^{2}=\sum_{m=0}^{\infty} \frac{(2 a)_{m}(a+b)_{m}}{m!\left(3 a+b+\frac{1}{2}\right)_{m}} z^{m} \tag{3.2}
\end{equation*}
$$

$$
\begin{align*}
& \cdot{ }_{5} F_{4}\left[\begin{array}{c}
3 a+b-\frac{1}{2},(3 a+b) / 2+\frac{3}{4}, 2 a, a-b+\frac{1}{2},-m \\
(3 a+b / 2)-\frac{1}{4}, a+b+\frac{1}{2}, 2 a+2 b, 3 a+b+\frac{1}{2}+m
\end{array}\right] \\
= & \sum_{m=0}^{\infty} \frac{(2 a)_{m}(a+b)_{m}}{m!\left(3 a+b+\frac{1}{2}\right)_{m}} z^{m} \frac{\left(3 a+b+\frac{1}{2}\right)_{m}(2 b)_{m}}{\left(a+b+\frac{1}{2}\right)_{m}(2 a+2 b)_{m}}  \tag{29,III.13}\\
= & { }_{3} F_{2}\left[\begin{array}{cc}
2 a, & 2 b, \\
a+b+\frac{1}{2}, & 2 a+2 b
\end{array}\right]
\end{align*}
$$

where $z=-4 x(1-x)^{-2}$. This completes the proof that (2.21) is a $q$-analogue of Clausen's formula (1.1). Clausen's formula can be used to show that if $a$ and $b$ are replaced by $q^{a}$ and $q^{b}$ in (2.21), then the second term on the right side tends to zero as $q \rightarrow 1^{-}$.

Similarly, it can be shown that formula (2.15) is a $q$-analogue of the formula

$$
\begin{aligned}
& \left\{{ }_{2} F_{1}\left[\begin{array}{c}
a, b \\
a+1-b
\end{array} ; x\right]\right\}^{2} \\
& \quad=(1-x)^{-2 a}{ }_{3} F_{2}\left[\begin{array}{c}
a, a+\frac{1}{2}-b, a+1-2 b \\
a+1-b, 2 a+1-2 b
\end{array} ;-\frac{4 x}{(1-x)^{2}}\right]
\end{aligned}
$$

where $|x|<1$ and $\left|4 x(1-x)^{-2}\right|<1$.
It may be of interest to point out some other aspects of (3.1). The very wellpoised ${ }_{8} W_{7}$ series on the right side of (3.1) is terminating and so can be transformed to a terminating balanced ${ }_{4} \phi_{3}$ series by Watson's formula [8, $\S 8.5$, Eq. (2)]. Thus we find that

$$
\begin{align*}
g^{2}(x) & =\frac{\left(a^{2} x q^{1 / 2},-a^{2} x q^{1 / 2},-a b x q^{1 / 2}, b x q^{1 / 2} / a ; q\right)_{\infty}}{\left(x q^{1 / 2},-x q^{1 / 2}, a b x q^{1 / 2},-a^{3} b x q^{1 / 2} ; q\right)_{\infty}} \\
& \cdot \sum_{m=0}^{\infty} \frac{\left(-a^{3} b x q^{-1 / 2} ; q\right)_{m}\left(1+a^{3} b x q^{2 m-1 / 2}\right)\left(a^{2}, a b,-a b ; q\right)_{m}}{(q ; q)_{m}\left(1+a^{3} b x q^{-1 / 2}\right)\left(-a b x q^{1 / 2},-a^{2} x q^{1 / 2}, a^{2} x q^{1 / 2} ; q\right)_{m}}  \tag{3.4}\\
& \cdot\left(\frac{x q^{1 / 2}}{a b}\right)^{m}{ }_{4 \phi_{3}}\left[\begin{array}{ccc}
q^{-m}, & -a^{3} b x q^{m-1 / 2}, & b^{2}, \\
a^{2} b^{2}, & a b q^{1 / 2}, & a b x q^{1 / 2} ; q, q
\end{array}\right] .
\end{align*}
$$

If $a^{2}$ or $a b$ or $-a b$ is of the form $q^{-n}, n=0,1,2, \cdots$, then by changing the order of summation the double sum on the right side becomes a sum of very well-poised ${ }_{6} \phi_{5}$ series which can be summed by [29, IV. 9], reducing the right side of (3.4) to a multiple of a ${ }_{5} \phi_{4}$ series. This is essentially the route taken in [16] to derive (1.6). In general, this change in order of summation is not valid since the double series does not converge absolutely, as can be seen by observing that if it were absolutely convergent then we would have

$$
\begin{align*}
g^{2}(x)= & \frac{\left(a^{2} x q^{1 / 2},-a^{2} x q^{1 / 2},-a b x q^{1 / 2}, b x q^{1 / 2} / a ; q\right)_{\infty}}{\left(x q^{1 / 2},-x q^{1 / 2}, a b x q^{1 / 2},-a^{3} b x q^{1 / 2} ; q\right)_{\infty}} \\
& \cdot \sum_{k=0}^{\infty} \frac{\left(a^{2}, b^{2}, a b,-a b,-a b q^{1 / 2} ; q\right)_{k}\left(-a^{3} b x q^{1 / 2} ; q\right)_{2 k}}{\left(q, a^{2} b^{2}, a b q^{1 / 2}, a b x q^{1 / 2},-a b x q^{1 / 2}, a^{2} x q^{1 / 2},-a^{2} x q^{1 / 2} ; q\right)_{k}}  \tag{3.5}\\
& \cdot q^{-k^{2} / 2}\left(-\frac{x q}{a b}\right)^{k}{ }_{6} W_{5}\left(-a^{3} b x q^{2 k-1 / 2} ; a^{2} q^{k}, a b q^{k},-a b q^{k} ; q, x q^{1 / 2-k} / a b\right)
\end{align*}
$$

but the ${ }_{6} W_{5}$ series clearly diverges for sufficiently large values of $k$ when $x \neq 0$.

By applying Bailey's [9, Eqs. (4.3)-(4.6)] transformation formulas to the ${ }_{8} W_{7}$ series in (2.21) and transformation formulas for well-poised series to the ${ }_{2} \phi_{1}$ series in (2.15), these formulas can be written in many equivalent forms. In particular, since it follows from (3.8) and (3.9) in [18] that

$$
{ }_{4} \phi_{3}\left[\begin{array}{cccc}
a, & q a^{1 / 2}, & -q a^{1 / 2}, & b  \tag{3.6}\\
& a^{1 / 2}, & -a^{1 / 2}, & a q / b
\end{array} ; q, x\right]=(1-b x)_{2} \phi_{1}\left[\begin{array}{c}
a q, b q \\
a q / b
\end{array} ; q, x\right]
$$

which can also be verified directly, (2.15) can be used to write the square of a very well-poised ${ }_{4} \phi_{3}$ series as a sum of two balanced ${ }_{5} \phi_{4}$ series. In addition, Jackson's [20] transformation formula

$$
{ }_{2} \phi_{1}\left[\begin{array}{c}
a, b  \tag{3.7}\\
c
\end{array} ; q, x\right]=\frac{(a x ; q)_{\infty}}{(x ; q)_{\infty}} 2 \phi_{2}\left[\begin{array}{ll}
a, & c / b \\
c, & a x
\end{array} ; q, b x\right]
$$

can be applied to the ${ }_{2} \phi_{1}$ series in (2.15) to derive formulas which after changes in variables are $q$-analogues of the formulas

$$
\left\{{ }_{2} F_{2}\left[\begin{array}{c}
a, b  \tag{3.8}\\
(a+b+1) / 2
\end{array} ; x\right]\right\}^{2}={ }_{3} F_{2}\left[\begin{array}{c}
a, b,(a+b) / 2 \\
a+b,(a+b+1) / 2
\end{array} ; 4 x(1-x)\right]
$$

and

$$
\left\{{ }_{2} F_{1}\left[\begin{array}{c}
a, 1-a  \tag{3.9}\\
c
\end{array} ; x\right]\right\}^{2}=(1-x)^{2 c-2}{ }_{3} F_{2}\left[\begin{array}{c}
a+c-1, c-a, c-\frac{1}{2} \\
c, 2 c-1
\end{array} ; 4 x(1-x)\right]
$$

where $|x|<1$ and $|4 x(1-x)|<1$.
4. Additional product formulas. Let us start by proceeding as in the derivation of (2.6) to derive the more general formula

$$
\begin{align*}
& { }_{2} \phi_{1}\left[\begin{array}{c}
a, b \\
c
\end{array} ; q, x\right]{ }_{2} \phi_{1}\left[\begin{array}{c}
\alpha, \beta \\
\gamma
\end{array} ; q, y\right] \\
& =\frac{(a \beta y / \gamma ; q)_{\infty}}{(y ; q)_{\infty}}{ }_{2} \phi_{1}\left[\begin{array}{c}
a, b \\
c
\end{array} ; q, x\right]{ }_{2} \phi_{1}\left[\begin{array}{cc}
\gamma / \alpha, \gamma / \beta & ; q, \frac{\alpha \beta y}{\gamma} \\
\gamma &
\end{array}\right.  \tag{4.1}\\
& =\frac{(\alpha \beta y / \gamma ; q)_{\infty}}{(y ; q)_{\infty}} \sum_{j=0}^{\infty} B_{j} \frac{(\gamma / \alpha, \gamma / \beta ; q)_{j}}{(q, \gamma ; q)_{j}}\left(\frac{\alpha \beta y}{\gamma}\right)^{j}
\end{align*}
$$

with

$$
B_{j}={ }_{4} \phi_{3}\left[\begin{array}{cccc}
q^{-j}, & q^{1-j} / \gamma, & a, & b  \tag{4.2}\\
& \alpha q^{1-j} / \gamma, & \beta q^{1-j} / \gamma, & c
\end{array} ;, \frac{x q}{y}\right]
$$

provided $\max (|x|,|y|,|\alpha \beta y / \gamma|)<1$. In order to apply Watson's transformation formula $\left[8, \S 8.5\right.$, Eq. (2)] to the ${ }_{4} \phi_{3}$ series in (4.2), it is necessary that the series be balanced, that is

$$
\begin{equation*}
\gamma=\alpha \beta c / a b \quad \text { and } \quad y=x \tag{4.3}
\end{equation*}
$$

Then, assuming that (4.3) holds,

$$
\begin{equation*}
B_{j}=\frac{(\alpha c / a, \alpha c / b ; q)_{j}}{(\alpha c, \alpha c / a b ; q)_{j}} 8 W_{7}\left(\alpha c / q ; a, b, \alpha, \alpha \beta c^{2} q^{j-1} / a b, q^{-j} ; q, q / \beta\right) \tag{4.4}
\end{equation*}
$$

and hence

$$
\begin{align*}
& { }_{2} \phi_{1}\left[\begin{array}{c}
a, b \\
c
\end{array} ; q, x\right]{ }_{2} \phi_{1}\left[\begin{array}{c}
\alpha, \beta \\
\alpha \beta c / a b
\end{array} ; q, x\right] \\
& \quad=\frac{(a b x / c ; q)_{\infty}}{(x ; q)_{\infty}} \sum_{j=0}^{\infty} \frac{(\beta c / a b, \alpha c / a, \alpha c / b ; q)_{j}}{(q, \alpha \beta c / a b, \alpha c ; q)_{j}}\left(\frac{a b x}{c}\right)^{j}  \tag{4.5}\\
& \quad \cdot \sum_{k=0}^{j} \frac{\left(1-\alpha c q^{2 k-1}\right)\left(\alpha c / q, a, b, \alpha, \alpha \beta c^{2} q^{j-1} / a b, q^{-j} ; q\right)_{k}}{(1-\alpha c / q)\left(q, \alpha c / a, \alpha c / b, c, a b q^{1-j} / \beta c, \alpha c q^{j} ; q\right)_{k}}\left(\frac{q}{\beta}\right)^{k} \\
& \quad=\frac{(a b x / c ; q)_{\infty}}{(x ; q)_{\infty}} \sum_{k=0}^{\infty} C_{k} \frac{\left(1-\alpha c q^{2 k-1}\right)(\alpha c / q, a, b, \alpha ; q)_{k}\left(\alpha \beta c^{2} / a b q ; q\right)_{2 k}}{(1-\alpha c / q)\left(q, c, \alpha \beta c / a b, \alpha \beta c^{2} / a b q ; q\right)_{k}(\alpha c ; q)_{2 k}} x^{k}
\end{align*}
$$

with

$$
C_{k}={ }_{4} \phi_{3}\left[\begin{array}{cccc}
\alpha \beta c^{2} q^{2 k-1} / a b, & \beta c / a b, & \alpha c q^{k} / a, & \alpha c q^{k} / b  \tag{4.6}\\
& \alpha c q^{2 k}, & \alpha \beta c q^{k} / a b, & \alpha \beta c^{2} q^{k-1} / a b
\end{array} ; q, \frac{a b x}{c}\right] .
$$

To proceed further we now observe that the quadratic transformation formula (2.11) is a special case of the authors' nonterminating extension [18, Eq. (1.2)]

$$
\left.\begin{array}{rl}
{ }_{3} \phi_{2} & {\left[\begin{array}{cccc}
a, & b, & c \\
a q / b, & a q / c
\end{array} ; q, \frac{a q x}{b c}\right.}
\end{array}\right]
$$

of the Sears-Carlitz transformation formula for a terminating well-poised ${ }_{3} \phi_{2}$ series. Thus, if we set $\alpha=a$ and $\beta=a q / c$ then the ${ }_{4} \phi_{3}$ series in (4.6) reduces to a well-poised ${ }_{3} \phi_{2}$ series to which we can apply (4.7) to extend (2.11) to

$$
\left.\begin{array}{rl}
{ }_{3} \phi_{2} & {\left[\begin{array}{c}
a c q^{2 k} / b, q / b, c q^{k} \\
a c q^{2 k}, a q^{k+1} / b
\end{array} ; q, \frac{a b x}{c}\right]}
\end{array}\right] \begin{aligned}
(4.8) & \cdot{ }_{5} \phi_{4}\left[\begin{array}{c}
a q^{k},(a c / b)^{1 / 2} q^{k},-(a c / b)^{1 / 2} q^{k},(a c / b)^{1 / 2} q^{k+1 / 2},-(a c / b)^{1 / 2} q^{k+1 / 2} \\
(b x / c ; q)_{\infty}(a x, c q)^{k}(x ; q)_{k} \\
a c q^{2 k}, a q^{k+1} / b, a x q^{k}, c q^{k+1} / b x
\end{array}\right. \\
& ; q, q] \\
& +\frac{(a c / b, a, a b x, a q x / c ; q)_{\infty}(a q / b, c / b x ; q)_{k}(a c ; q)_{2 k}}{(a c, a q / b, a b x / c, c / b x ; q)_{\infty}(a, a b x ; q)_{k}(a c / b ; q)_{2 k}}  \tag{4.8}\\
& \cdot{ }_{5} \phi_{4}\left[\begin{array}{c}
\left.x(a b / c)^{1 / 2},-x(a b / c)^{1 / 2}, x(a b q / c)\right)^{1 / 2},-x(a b q / c)^{1 / 2}, a b x / c \\
a b x q^{k}, a q x / c, b x q^{1-k} / c, a b x^{2} / c
\end{array} ; q\right] .
\end{aligned}
$$

Substituting (4.8) into (4.5) and changing the order of summation, we find that

$$
\begin{align*}
{ }_{2} \phi_{1} & {\left[\begin{array}{c}
a, b \\
c
\end{array} ; q, x\right]{ }_{2} \phi_{1}\left[\begin{array}{ll}
a, a q / c & \\
a q / b & ; q, x ; q, x
\end{array}\right] } \\
= & \frac{(a x, a b x / c ; q)_{\infty}}{(x, b x / c ; q)_{\infty}} \sum_{m=0}^{\infty} \frac{(a ; q)_{m}(a c / b ; q)_{2 m} q^{m}}{(q, a q / b, a x, c q / b x, a c ; q)_{m}} \\
& \cdot{ }_{6} W_{5}\left(a c / q ; a, b, q^{-m} ; q, c q^{m} / b\right)  \tag{4.9}\\
& +\frac{(a c / b, a, a b x, a q x / c ; q)_{\infty}}{(a c, a q / b, x, c / b x ; q)_{\infty}} \sum_{m=0}^{\infty} \frac{(a b x / c ; q)_{m}\left(a b x^{2} / c ; q\right)_{2 m} q^{m}}{\left(q, a b x^{2} / c, a q x / c, a b x, b x q / c ; q\right)_{m}} \\
& \cdot{ }_{6} W_{5}\left(a c / q ; a, b, c q^{-m} / b x ; q, x q^{m}\right) .
\end{align*}
$$

Since each of the above ${ }_{6} W_{5}$ series is summable by [29, IV. 7], it follows from (4.9) that we have the product formula

$$
\begin{align*}
{ }_{2} \phi_{1} & {\left[\begin{array}{c}
a, b \\
c
\end{array} ; q, x\right]{ }_{2} \phi_{1}\left[\begin{array}{c}
a, a q / c \\
a q / b
\end{array} ; q, x\right] }  \tag{4.10}\\
& =\frac{(a x, a b x / c ; q)_{\infty}}{(x, b x / c ; q)_{\infty}}{ }_{6} \phi_{5}\left[\begin{array}{c}
a, c / b,(a c / b)^{1 / 2},-(a c / b)^{1 / 2},(a c q / b)^{1 / 2},-(a c q / b)^{1 / 2} \\
a q / b, c, a c / b, a x, c q / b x
\end{array} ; q, q\right] \\
& +\frac{(a, c / b, a x, b x, a x q / c ; q)_{\infty}}{(c, a q / b, x, x, c / b x ; q)_{\infty}} \\
& \cdot{ }_{6} \phi_{5}\left[\begin{array}{c}
x, a b x / c, x(a b / c)^{1 / 2},-x(a b / c)^{1 / 2}, x(a b q / c)^{1 / 2},-x(a b q / c)^{1 / 2} \\
a x, b x, a x q / c, b x q / c, a b x^{2} / c
\end{array} ; q, q\right],
\end{align*}
$$

where $|x|<1$ and $|q|<1$. This formula reduces to (2.15) when $a=\alpha, b=\beta, c=\alpha q / \beta$ and $x$ is replaced by $q x / \beta$.

By applying transformation formulas to the ${ }_{2} \phi_{1}$ series in (4.10), this formula can be written in many equivalent forms. In particular, to derive a $q$-analogue of the Ramanujan and Bailey product formula (1.11), replace $b$ in (4.10) by $c / b$ and apply Jackson's transformation formula (3.7) to obtain

$$
\begin{align*}
& { }_{2} \phi_{2}\left[\begin{array}{l}
a, b \\
c, a x
\end{array} ; q, \frac{c x}{b}\right]{ }_{2} \phi_{2}\left[\begin{array}{c}
a, b \\
a b q / c, a x
\end{array} ; q, \frac{a x q}{c}\right] \\
& =\frac{(x, a x / b ; q)_{\infty}}{(a x, x / b ; q)_{\infty}}{ }_{6} \phi_{5}\left[\begin{array}{c}
a, b,(a b)^{1 / 2},-(a b)^{1 / 2},(a b q)^{1 / 2},-(a b q)^{1 / 2} \\
a b q / c, c, a b, a x, b q / x
\end{array} ; q\right]  \tag{4.11}\\
& +\frac{(a, b, c x / b, a x q / c ; q)_{\infty}}{(c, a b q / c, a x, b / x ; q)_{\infty}} \\
& \cdot{ }_{6} \phi_{5}\left[\begin{array}{c}
x, a b x, x(a / b)^{1 / 2},-x(a / b)^{1 / 2}, x(a q / b)^{1 / 2},-x(a q / b)^{1 / 2} ; q, q \\
a x, c x / b, a x q / c, x q / b, a x^{2} / b
\end{array}\right]
\end{align*}
$$

when $\max (|q|,|a x q / c|,|c x / b|)<1$. If we replace $a, b, x$ in (4.11) by $q^{a}, q^{b}, z /(z-1)$, respectively, and let $q \rightarrow 1^{-}$, we get

$$
\left.\begin{array}{l}
{ }_{2} F_{1}\left[\begin{array}{c}
a, b \\
c
\end{array} ; z\right]{ }_{2} F_{1}\left[\begin{array}{c}
a, b \\
a+b-c+1
\end{array} ; z\right] \\
\quad={ }_{4} F_{3}\left[\begin{array}{ccc}
a, & b, & (a+b) / 2, \\
c, & (a+b+1) / 2
\end{array} ; 4 z(1-z)\right. \tag{4.12}
\end{array}\right],
$$

which on setting $z=(1-\sqrt{1-x}) / 2$ gives (1.11). Note that when $c=(a b q)^{1 / 2}$, formula (4.11) gives the square of the series

$$
{ }_{2} \phi_{2}\left[\begin{array}{c}
a, b \\
(a b q)^{1 / 2}, a x
\end{array} ; q, x(a q / b)^{1 / 2}\right]
$$

as a sum of two balanced ${ }_{5} \phi_{4}$ series.
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# DUALITY FOR FAMILIES OF NATURAL VARIATIONAL PRINCIPLES IN NONLINEAR ELECTROSTATICS* 
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#### Abstract

Standard duality theory embeds a given minimisation problem into a family of such problems and relates the solution of the original problem to a particular member of the dual family of problems. This theory is extended, in the specific context of the nonlinear electrostatic theory of a composite dielectric material, by considering a family of minimisation problems, parametrised by the imposed data, whose solutions define a convex function of this data. Here, the primary variable is the electric field. A corresponding family of dual problems is constructed, in which the primary variable is the electric displacement. The novelty of the formulation is that the duality is interpreted in terms of the space of the parameters that define the original family, so that the dual family generates a convex function of a dual set of parameters. It is demonstrated, under mild hypotheses on the electric properties of the nonlinear dielectric material, that these two convex functions are Legendre transforms of each other. As a by-product, the precise complementary duality principle between individual pairs of variational problems (as opposed to families of variational problems) is elucidated.
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1. Introduction. This paper is concerned with two families of variational problems in the nonlinear electrostatic theory of a composite dielectric material. In one the dependent variable is the electric potential, and in the other family it is the electric displacement field. Each family is parametrised by the imposed data, and as such each minimisation problem defines a convex function of the space of imposed data. Our main goal is to show that, under very generous hypotheses on the electric properties of the nonlinear dielectric material, these two convex functions are Legendre transforms of one another. As a by-product, the precise complementary duality principle between individual pairs of variational problems (as opposed to the families of variational problems) is elucidated. The main result is explained in detail in $\S 3.4$, but it is appropriate to give a sketch of it here.

Let $\Omega$ denote a connected open bounded set containing a composite material with variable dielectric constant. The material may contain regions of conductor where the dielectric constant is infinite, and regions of insulator where the dielectric constant is zero. Let $\Gamma_{\varphi}$ denote a prescribed nonplanar portion of the boundary $\Gamma$ of $\Omega$, and let $H_{p}$ denote a space of functions on $\Omega$ vanishing in a weak sense on $\Gamma_{\varphi}$. Then the primary family of boundary value problems may be written loosely as

$$
\begin{equation*}
\min _{\varphi \in H_{p}} \frac{1}{|\Omega|} \int_{\Omega} \mathbf{E}(x, \nabla \varphi(x)+\Lambda) d x=F(\Lambda) . \tag{1.1}
\end{equation*}
$$

Here $\mathbf{E}: \Omega \times \mathbf{R}^{3} \rightarrow \overline{\mathbf{R}}=\mathbf{R} \cup\{+\infty\}$ denotes the electric energy density function (whose properties are described in detail in §3.2), $\Lambda \in \mathbf{R}^{3}$, and the equilibrium potential $\Phi=\varphi+\Lambda . x$ is $\Lambda . x$ in a weak sense on $\Gamma_{\varphi}$. The significance of this formulation is as follows. First, in the particular case that $\Gamma_{\varphi}=\Gamma, \Lambda$ is the mean value over $\Omega$ of the equilibrium electric field; this case has direct relevance to composite media and is highlighted in [6] and [7], for example. Other cases may also have physical significance. For instance, if $\Gamma_{\varphi}$ consists of portions of two distinct parallel planes and $\Phi$ is prescribed

[^90]to be constant on each, then $\Lambda$ provides a measure of the potential difference between the planes, although it is not, in general, the mean value over $\Omega$ of the electric field. In every case, $F(\Lambda)$ is the mean energy function associated with $\Lambda$. An alternative formulation is to let $\mathbf{E}^{*}(x, \cdot)$ be the Legendre transform of $\mathbf{E}(x, \cdot)$ and to pose a variational problem for the electric displacement which can be written loosely as
\[

$$
\begin{equation*}
\min _{\substack{\operatorname{Div} w^{*}=0,(1 /|\Omega|) \\ w^{*} . n=0 \\ \Omega_{n} w^{*}(x) d x=\lambda^{*}, \\ \text { on } \Gamma \backslash \Gamma_{\varphi}}} \frac{1}{|\Omega|} \int_{\Omega} \mathbf{E}^{*}\left(x, w^{*}(x)\right) d x=f_{*}\left(\lambda^{*}\right) . \tag{1.2}
\end{equation*}
$$

\]

A noteworthy feature of problem (1.2) is that no boundary data are imposed in the case $\Gamma=\Gamma_{\varphi} ; \lambda^{*}$ prescribes only the mean of $w^{*}$ over $\Omega$.

Our purpose is to say precisely that $f_{*}$ and $F$ are Legendre duals of one another and to establish (3.12) and (3.13) when the variational principles are correctly formulated in Sobolev spaces over a domain $\Omega$ with sufficient regularity on the boundary. It is important to recognise that this result is different from one that says that two variational problems (as opposed to two families of variational problems) are related by duality. As a consequence of the present considerations we find an answer to the following question. If, for given $\Lambda \in \mathbf{R}^{3}, \varphi$ is a solution of (1.1), what is the mean electric displacement that must be imposed in problem (1.2) to obtain the same equilibrium? The solution is given in § 3.4.

This paper puts the work of Talbot and Willis [6] and Willis [7] in its application to electrostatics in a precise functional analytic context. These authors seem to have been the first to address the question of duality for families of variational problems parametrised by spaces of prescribed data. In fact, the duality theory is implicit in the work of Ekeland and Temam [2], although § 2 of this article seems to be the first place where the present implications of classical Fenchel duality theory have been explicitly recognised for a generally parametrised family of variational problems. Clearly, the work of $\S 3$ is only one special case where this viewpoint is valuable. Extensions to certain others, as addressed, for example, by Talbot and Willis [6], Willis [7], and Ponte-Castañeda and Willis [4] would be straightforward. On the other hand, an extension to finite deformation nonlinear elasticity would be less so, in view of the need to relax convexity assumptions (see, e.g., Ball [1]). This latter problem is a subject of ongoing research.
2. The duality theory. Let $V, V^{*} ; W, W^{*}$; and $X, X^{*}$ be three pairs of topological vector spaces in separating duality, the duality pairing being denoted by $\langle$,$\rangle , and let$

$$
\mathscr{F}: V \times W \times X \rightarrow \overline{\mathbf{R}} \quad \text { (the extended reals) }
$$

be a proper, convex, lower semicontinuous function (proper means $\mathscr{F} \neq-\infty$ anywhere, and $\mathscr{F} \not \equiv+\infty$ ). For fixed $\Lambda \in X$, let

$$
\begin{equation*}
F(\Lambda)=\inf _{v \in V} \mathscr{F}(v, 0, \Lambda) \tag{2.1}
\end{equation*}
$$

Now define $\Phi_{\Lambda}: V \times W \times X \rightarrow \overline{\mathbf{R}}$ by

$$
\Phi_{\Lambda}(v, w, \lambda)=\mathscr{F}(v, w, \Lambda+\lambda)
$$

Then

$$
\begin{equation*}
F(\Lambda)=\inf _{u \in V} \Phi_{\Lambda}(u, 0,0) \tag{2.2}
\end{equation*}
$$

By standard Fenchel duality (see Ekeland and Temam [2])

$$
\begin{equation*}
F(\Lambda) \geqq \sup _{\left(w^{*}, \lambda^{*}\right) \in W^{*} \times X^{*}}-\Phi_{\Lambda}^{*}\left(0, w^{*}, \lambda^{*}\right), \tag{2.3}
\end{equation*}
$$

whence

$$
\begin{align*}
F(\Lambda) & \geqq \sup _{\left(w^{*}, \lambda^{*}\right) \in W^{*} \times X^{*}}\left\{\left\langle\lambda^{*}, \Lambda\right\rangle-\mathscr{F}^{*}\left(0, w^{*}, \lambda^{*}\right)\right\}  \tag{2.4}\\
& =\sup _{\lambda^{*} \in X^{*}}\left\{\left\langle\lambda^{*}, \Lambda\right\rangle-\inf _{w^{*} \in W^{*}} \mathscr{F}^{*}\left(0, w^{*}, \lambda^{*}\right)\right\} .
\end{align*}
$$

Here $\mathscr{F}^{*}$ denotes the Legendre transform of $\mathscr{F}$ (which is called the polar function of $\mathscr{F}$ by Ekeland and Temam [2]).

Now let

$$
F_{*}\left(\lambda^{*}\right)=\inf _{w^{*} \in W^{*}} \mathscr{F}^{*}\left(0, w^{*}, \lambda^{*}\right)
$$

Then (2.4) says that

$$
F(\Lambda) \geqq \sup _{\lambda^{*} \in X^{*}}\left\{\left\langle\lambda^{*}, \Lambda\right\rangle-F_{*}\left(\lambda^{*}\right)\right\} .
$$

In other words,

$$
\begin{equation*}
F(\Lambda) \geqq\left(F_{*}\right)^{*}(\Lambda), \quad \Lambda \in X . \tag{2.5}
\end{equation*}
$$

Taking the Legendre transform of both sides of (2.5) gives

$$
\begin{equation*}
F^{*}\left(\Lambda^{*}\right) \leqq\left(F_{*}\right)^{* *}\left(\Lambda^{*}\right) \leqq F_{*}\left(\Lambda^{*}\right), \quad \Lambda^{*} \in X^{*} \tag{2.6}
\end{equation*}
$$

We now apply standard theory to the question of equality in (2.5). We adopt the convention that equality in (2.5) means that both quantities are finite and equal for all $\Lambda \in X$. There follows the well-known criterion for equality (Ekeland and Temam [2, Chap. III, Prop. 2.1]).

Proposition 2.1. Equality in (2.5) holds if and only if $h_{\Lambda}(0,0)$ is finite and $h_{\Lambda}$ is lower semicontinuous at $(0,0)$, where

$$
\begin{equation*}
h_{\Lambda}(w, \lambda)=\inf _{v \in V} \mathscr{F}(v, w, \Lambda+\lambda) \tag{2.7}
\end{equation*}
$$

It is interesting to ask whether equality in (2.6) follows from equality in (2.5). This will be so if and only if $F_{*}$ is a proper convex lower semicontinuous function of $\Lambda^{*}$. The next proposition gives hypotheses when it is.

Let $\Lambda^{*} \in X^{*}, w \in W$, and

$$
H_{\Lambda^{*}}(w)=\inf _{(v, \Lambda) \in V \times X}\left\{\mathscr{F}(v, w, \Lambda)-\left\langle\Lambda^{*}, \Lambda\right\rangle\right\} .
$$

Proposition 2.2. The function $F_{*}: X^{*} \rightarrow \overline{\mathbf{R}}$ is a proper convex lower semicontinuous function if $H_{\Lambda^{*}}(0)$ is finite and $H_{\Lambda^{*}}$ is lower semicontinuous at $0 \in W$ for each $\Lambda^{*} \in X^{*}$.

Proof. Let $\Lambda^{*}$ be fixed,

$$
\Psi\left(v^{*}, w^{*}, \lambda^{*}\right)=\mathscr{F}^{*}\left(v^{*}, w^{*}, \Lambda^{*}+\lambda^{*}\right)
$$

and note that (since $\mathscr{F}^{* *}=\mathscr{F}$ )

$$
\Psi^{*}(v, w, \Lambda)=\mathscr{F}(v, w, \Lambda)-\left\langle\Lambda^{*}, \Lambda\right\rangle .
$$

By hypothesis,

$$
H_{\Lambda^{*}}(w)=\inf _{(v, \Lambda) \in V \times X} \Psi^{*}(v, w, \Lambda)
$$

is finite and lower semicontinuous at $0 \in W$. Hence by [2, Chap. III, Prop. 2.1],

$$
\hat{H}\left(v^{*}, \lambda^{*}\right)=\inf _{w^{*} \in W^{*}} \mathscr{F}^{*}\left(v^{*}, w^{*}, \Lambda^{*}+\lambda^{*}\right)
$$

defines a function which is finite and lower semicontinuous at $(0,0) \in V^{*} \times X^{*}$. A fortiori, $\hat{H}(0, \cdot): X^{*} \rightarrow \overline{\mathbf{R}}$ is finite and lower semicontinuous at $0 \in X^{*}$. But $\hat{H}\left(0, \lambda^{*}\right)=$ $F_{*}\left(\Lambda^{*}+\lambda^{*}\right)$. Hence $F_{*}$ is finite and lower semicontinuous on $X^{*}$.

Let us suppose that the hypotheses of both propositions hold. We then conclude that

$$
\begin{equation*}
F(\Lambda)=\left(F_{*}\right)^{*}(\Lambda), \quad \Lambda \in X \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
F^{*}\left(\Lambda^{*}\right)=F_{*}\left(\Lambda^{*}\right), \quad \Lambda^{*} \in X^{*} \tag{2.9}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
F(\Lambda)+F_{*}\left(\Lambda^{*}\right) \geqq\left\langle\Lambda, \Lambda^{*}\right\rangle, \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
F(\Lambda)+F_{*}\left(\Lambda^{*}\right)=\left\langle\Lambda, \Lambda^{*}\right\rangle \tag{2.11}
\end{equation*}
$$

if and only if either one of the following two extremality conditions hold:

$$
\begin{equation*}
\Lambda^{*} \in \partial F(\Lambda) \text { or } \Lambda \in \partial F_{*}\left(\Lambda^{*}\right) \tag{2.12}
\end{equation*}
$$

Remark. If $F$ and $F_{*}$ are defined and finite on a finite-dimensional space, then the subdifferentials are everywhere nonempty. In § 3.4 the significance of these observations is made clear in a particular example.

Now we are in a position to formulate the electrostatic boundary value problems sufficiently precisely so that the results indicated in $\S 1$ can be inferred from the above interpretation of duality theory.

## 3. Mathematical formulation.

3.1. The composite. In this section we specify the domain occupied by the composite and its dielectric properties in a sufficiently precise way so that the duality theory of the preceding section can be invoked in appropriate spaces of admissible functions. What we have in mind is a body of composite material possibly containing interior regions of conducting material where the dielectric constant is infinite and regions of insulating material where the dielectric constant is zero.

Let $\Omega \subset \mathbf{R}^{3}$ be a bounded, open connected set which represents the region occupied by the composite, including insulating and conducting regions. Let $\Gamma$ denote the Lipschitz boundary of $\Omega$. Suppose that the closed subset $F$ of $\Omega$ occupied by insulator is the union of a set of zero measure and the closure of an open set with Lipschitz continuous boundary. (It is possible to weaken this assumption on boundary regularity by supposing only minimal smoothness in the sense of Stein [5, Chap. VI, § 3].) The conducting region in $\Omega$ will be denoted by $G$, and it is a closed set which does not intersect $F$. Let $\Gamma_{\varphi} \subset \Gamma$ denote a subset of $\Gamma$ of positive two-dimensional measure, which is not a subset of a plane. ( $\Gamma_{\varphi}$ may contain flat portions of the boundary $\Gamma$, provided it is not entirely coplanar.)
3.2. The electric energy density function. The electric displacement $D$ may be written formally in terms of the electric field $E$ as $D=\mathbf{E}^{\prime}(x, E)$, where ' denotes differentiation with respect to $E$, and $x \in \Omega$. To pose the electrostatic boundary value
problem variationally there is no need for $\mathbf{E}$ to be differentiable, but the regularity of solutions of the variational problem is determined by the differentiability of $\mathbf{E}$. We assume, first of all, that $\mathbf{E}$, which is possibly infinite at points $x \in G$, is a Carathéodory function:
(i) For all $E \in \mathbf{R}^{3}, x \rightarrow \mathbf{E}(x, E)$ is measurable on $\Omega$;
(ii) For almost all $x \in \Omega, E \rightarrow \mathrm{E}(x, E)$ is continuous on $\mathbf{R}^{3}$.

In addition we suppose
(iii) $E \rightarrow \mathbf{E}(x, E)$ is a proper, convex, extended real-valued function for almost all $x \in \Omega$;
(iv)

$$
\left|\int_{\Omega} \mathbf{E}(x, u(x)) d x\right|<\infty
$$

for all smooth functions $u$ such that $u(x)=0, x \in G$;
(v)

$$
\mathbf{E}(x, E)=0, \quad x \in F, \quad E \in \mathbf{R}^{3} ;
$$

(vi) There exist $q>1, b: \Omega \rightarrow(0, \infty)$, and $c \in L_{1}(\Omega)$ such that

$$
\mathbf{E}(x, E) \geqq b(x)|E|^{q}-c(x), \quad x \in \Omega \backslash F,
$$

where $1 / b \in L_{\alpha}(\Omega)$, for some $\alpha>1 /(q-1)$.
Conditions (i) and (ii) are more or less unavoidable in a modern treatment of the calculus of variations; (iii)-(vi) ensure that the variational problem is bounded below and is convex, and guarantees the lower semicontinuity needed to invoke the theory of $\S 2$ in certain Sobolev spaces of $p$ th power integrable functions where

$$
\begin{equation*}
p=\frac{\alpha q}{1+\alpha}>1 . \tag{3.1}
\end{equation*}
$$

Condition (iv) allows $\Omega$ to contain a region $G$ of conducting material. We simply put

$$
\begin{gathered}
\mathbf{E}(x, 0)=0, \quad x \in G, \\
\mathbf{E}(x, E)=+\infty, \quad x \in G, \quad E \neq 0 .
\end{gathered}
$$

The integrand in the variational problem then penalises the conducting region naturally and forces $E=0$ in $G$. Condition ( v ) allows $\Omega$ to contain regions of insulator.
3.3. Function spaces. Let $\hat{C}_{\infty}$ denote the space of all smooth functions on $\Omega$ that are zero in a neighbourhood of $\Gamma_{\varphi}$, and let $\hat{H}_{p}$ denote the completion of $\hat{C}_{\infty}$ with respect to the norm

$$
\|u\|_{p}^{p}=\int_{\Omega}\left\{|u(x)|^{p}+|\nabla u(x)|^{p}\right\} d x
$$

Throughout this section $p$ is given by the formula (3.1). We note, immediately, that if $u \in \hat{C}_{\infty}$, then Poincaré's inequality [3, Thm. 3.6.4] yields

$$
\int_{\Omega}|u(x)|^{p} d x \leqq(\text { const }) \int_{\Omega}|\nabla u(x)|^{p} d x .
$$

Hence the norm $\|\cdot\|_{p}$ is equivalent to $|\cdot|_{p}$ where

$$
|u|_{p}^{p}=\int_{\Omega}|\nabla u(x)|^{p} d x, \quad u \in \hat{H}_{p} .
$$

Moreover, it follows that the space

$$
V_{p}=\left\{E=\nabla \varphi: \varphi \in \hat{H}_{p}\right\}
$$

is a closed subspace of $\left(L_{p}(\Omega)\right)^{3}$. Since $\Gamma_{\varphi}$ is not a subset of a plane, we know that the only constant function in $V_{p}$ is zero.

Now we are in a position to formulate the electrostatic boundary value problem in a precise way.
3.4. Boundary value problems. The family of primal problems parametrised by $\Lambda \in \mathbf{R}^{3}$ is

$$
\begin{equation*}
\mathscr{P}_{\Lambda}: \inf _{E \in V_{p}} \frac{1}{|\Omega|} \int_{\Omega} \mathbf{E}(x, \Lambda+E(x)) d x . \tag{3.2}
\end{equation*}
$$

To put this in the context of $\S 2$, we define our spaces of functions as follows:
$X=\left\{\Lambda: \Lambda \in \mathbf{R}^{3}\right\}$, the constant functions in $\left(L_{p}(\Omega)\right)^{3}$;
$V=V_{p}$, a closed subspace of $\left(L_{p}(\Omega)\right)^{3}$ with $V \cap X=\{0\}$;
$W=$ any topological complement of $X \oplus V$ in $\left(L_{p}(\Omega)\right)^{3}$;
$X^{*}=(V \oplus W)^{\perp} \subset\left(L_{p^{\prime}}(\Omega)\right)^{3}$;
$V^{*}=(X \oplus W)^{\perp} \subset\left(L_{p^{\prime}}(\Omega)\right)^{3} ;$
$W^{*}=(X \oplus V)^{\perp} \subset\left(L_{p^{\prime}}(\Omega)\right)^{3} ;$
where $p^{-1}+p^{\prime-1}=1$ and $\perp$, as usual, means the annihilator. Each is a normed linear space with respect to the norm inherited from $\left(L_{p}(\Omega)\right)^{3}$ or $\left(L_{p}(\Omega)\right)^{3}$. Let $\langle u, v\rangle=$ $(1 /|\Omega|) \int_{\Omega} u(x) \cdot v(x) d x,(u, v) \in\left(L_{p}(\Omega)\right)^{3} \times\left(L_{p^{\prime}}(\Omega)\right)^{3}$.

Lemma 3.1. Each of $\left(X, X^{*}\right),\left(V, V^{*}\right)$, and $\left(W, W^{*}\right)$ is a pair of Banach spaces in separating duality (using the dual pairing of $\left(L_{p}(\Omega)\right)^{3}$ and $\left(L_{p^{\prime}}(\Omega)\right)^{3}$ given above), and $X^{*}$ has dimension three.

Proof. Because of the symmetry in the definitions, it will suffice to show that the result holds for ( $W, W^{*}$ ). If $w \in W$, then by the Hahn-Banach theorem there exists a bounded linear functional $f$ on $\left(L_{p}(\Omega)\right)^{3}$ such that $f(w) \neq 0$ and $f(X \oplus V)=0$, since $X \oplus V$ is a closed subspace. Hence $f \in W^{*}$ and $f(w) \neq 0$. Now suppose $w^{*} \in W^{*}$. If $w^{*} \neq 0$, then there exists $u \in\left(L_{p}(\Omega)\right)^{3}$ such that $w^{*}(u) \neq 0$. But $u=v+w+x \in V \oplus W \oplus$ $X$, and so $w^{*}(w) \neq 0$ since $w^{*}(v+x)=0$. Hence ( $W, W^{*}$ ) are in separating duality.

Since $X$ has dimension three, let $X=\operatorname{span}\left\{e_{1}, e_{2}, e_{3}\right\}$. By the Hahn-Banach theorem there exist three bounded linear functionals $f_{1}, f_{2}$, and $f_{3}$ on $\left(L_{p}(\Omega)\right)^{3}$ such that $f_{i}\left(e_{j}\right)=\delta_{i j}$ and $f_{i}(V \oplus W)=0, i=1,2,3$. Hence these are three linearly independent elements of $X^{*}$. Now suppose that $f \in X^{*}$ and $x=\alpha e_{1}+\beta e_{2}+\gamma e_{3} \in X$. Then $f(V \oplus W)=$ 0 , and $f(x)=f\left(\alpha e_{1}+\beta e_{2}+\gamma e_{3}\right)=f\left(e_{1}\right) f_{1}(x)+f\left(e_{2}\right) f_{2}(x)+f\left(e_{3}\right) f_{3}(x)$ and so $f \in$ $\operatorname{span}\left\{f_{1}, f_{2}, f_{3}\right\}$.

Let us suppose now that, with respect to the function spaces just specified, the functional

$$
\mathscr{F}(v, w, \Lambda)=\frac{1}{|\Omega|} \int_{\Omega} \mathbf{E}(x, v(x)+w(x)+\Lambda) d x
$$

satisfies the hypotheses of the propositions of $\S 2$. (The proof that this is so under the assumptions of $\S \S 3.1$ and 3.2 is the substance of $\S 4$.) To calculate the dual family of problems parametrised by $\Lambda^{*} \in X^{*}$, we need to calculate the Legendre transform of $\mathscr{F}$. Now $|\mathscr{F}(0,0,0)|<\infty$ by condition (iv), and so, by [2, Chap. IX, Prop. 2.1], we find
that

$$
\begin{aligned}
& \mathscr{F}^{*}(0,\left.w^{*}, \Lambda^{*}\right) \\
&=\sup _{(v, w, \Lambda) \in V \times W \times X}\left\{\left\langle\Lambda, \Lambda^{*}\right\rangle+\frac{1}{|\Omega|} \int_{\Omega}\left\{w(x) \cdot w^{*}(x)-\mathbf{E}(x, v(x)+w(x)+\Lambda)\right\} d x\right\} \\
& \quad=\sup _{(v, w, \Lambda) \in V \times W \times X} \frac{1}{|\Omega|} \int_{\Omega}\left\{(v+w+\Lambda) \cdot\left(\Lambda^{*}+w^{*}\right)-\mathbf{E}(x, v+w+\Lambda\} d x\right. \\
& \quad=\sup _{u \in\left(L_{p}(\Omega)\right)^{3}} \frac{1}{|\Omega|} \int_{\Omega}\left\{u \cdot\left(\Lambda^{*}+w^{*}\right)-\mathbf{E}(x, u)\right\} d x \\
& \quad=\frac{1}{|\Omega|} \int \mathbf{E}^{*}\left(x, \Lambda^{*}(x)+w^{*}(x)\right) d x,
\end{aligned}
$$

where $\mathbf{E}^{*}\left(x, u^{*}\right)=\sup _{u \in \mathbf{R}^{3}}\left\{u \cdot u^{*}-\mathbf{E}(x, u)\right\}$ for all $u^{*} \in \mathbf{R}^{3}$. (Here $\cdot$ denotes the usual inner product in $\mathbf{R}^{3}$.)

Hence, in the light of $\S 3.3$, the dual family is parametrised by the three-dimensional linear space $X^{*}$ as follows:

$$
\begin{equation*}
\mathscr{P}_{\Lambda^{*}}^{*}: \inf _{w^{*} \in W^{*}} \frac{1}{|\Omega|} \int_{\Omega} \mathbf{E}^{*}\left(x, \Lambda^{*}(x)+w^{*}(x)\right) d x, \tag{3.3}
\end{equation*}
$$

and for each $\Lambda^{*} \in X^{*}$ we let $F_{*}\left(\Lambda^{*}\right)$ denote the right-hand side of (3.3). The physical significance of $P_{\Lambda^{*}}^{*}$ may be elucidated by the following observations.

If $x \in F$, then $E(x, E)=0$ for all $E$, and so

$$
\mathbf{E}^{*}(x, 0)=0, \quad \mathbf{E}^{*}\left(x, u^{*}\right)=+\infty, \quad u^{*} \neq 0 .
$$

As a consequence, any $w^{*} \in W^{*}$ where the integral in (3.3) is finite has the property that $\Lambda^{*}(x)+w^{*}(x)=0$ almost everywhere on $F$, the region containing the insulator. If $\Lambda^{*} \in X^{*}$ is fixed, then (3.3) is finite only if, in a weak sense,

$$
\begin{gather*}
\operatorname{Div}\left(\Lambda^{*}+w^{*}\right)=0 \quad \text { on } \Omega  \tag{3.4}\\
\left(\Lambda^{*}+w^{*}\right)=0  \tag{3.5}\\
\left(\Lambda^{*}+w^{*}\right) . n=0  \tag{3.6}\\
\text { on } \Gamma \backslash \Gamma_{\varphi},
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{1}{|\Omega|} \int_{\Omega}\left(\Lambda^{*}(x)+w^{*}(x)\right) d x=\frac{1}{|\Omega|} \int_{\Omega} \Lambda^{*}(x) d x \tag{3.7}
\end{equation*}
$$

since, by definition of the spaces,

$$
\begin{equation*}
\int_{\Omega}\left(\Lambda^{*}(x)+w^{*}(x)\right) \cdot \nabla \varphi(x) d x=0, \quad \varphi \in \hat{H}_{p} \quad \text { and } \quad \int_{\Omega} w^{*}(x) d x=0 \tag{3.8}
\end{equation*}
$$

Because of Lemma 3.1, we know that the mapping

$$
\begin{equation*}
\Lambda^{*} \rightarrow \frac{1}{|\Omega|} \int_{\Omega} \Lambda^{*}(x) d x \tag{3.9}
\end{equation*}
$$

is a linear bijection from $X^{*}$ onto $\mathbf{R}^{\mathbf{3}}$. Therefore, the family of dual principles can
be rewritten in terms of variational problems for electric displacements with mean $\lambda^{*}=1 /|\Omega| \int_{\Omega} \Lambda^{*}(x) d x$ as follows (see (1.2)):

$$
\begin{equation*}
\mathscr{P}_{\lambda^{*}}: \inf _{\substack{u^{*} \in\left(L_{p}(\Omega)\right)^{3}, \\ \text { Div } u^{*}=0,(1 / \Omega \mid) u^{*}(x) d x=\lambda^{*}, u^{*} . n=0 \text { on } \Gamma \backslash \Gamma_{\varphi}}} \frac{1}{|\Omega|} \int_{\Omega} \mathbf{E}^{*}\left(x, u^{*}(x)\right) d x . \tag{3.10}
\end{equation*}
$$

Note that for $\left(\Lambda, \Lambda^{*}\right) \in X \times X^{*}$,

$$
\begin{equation*}
\left\langle\Lambda, \Lambda^{*}\right\rangle=\frac{1}{|\Omega|} \int_{\Omega} \Lambda \cdot \Lambda^{*}(x) d x=\Lambda \cdot \lambda^{*} \tag{3.11}
\end{equation*}
$$

and note that the primary family of problems can be written in a weak sense as

$$
\mathscr{P}_{\Lambda}: \inf _{\substack{\varphi \in \mathcal{W}^{1, p}(\Omega), \varphi=\Lambda \cdot x \text { on } \Gamma_{\varphi}}} \frac{1}{|\Omega|} \int_{\Omega} \mathbf{E}(x, \nabla \varphi(x)) d x .
$$

(This means that $\varphi$ is admissible if $(\varphi-\Lambda \cdot x) \in \hat{H}_{p}$.) The duality theory of $\S 2$ can now be written out in the following weak sense:

$$
\begin{equation*}
F^{*}\left(\lambda^{*}\right)=f_{*}\left(\lambda^{*}\right) \quad \text { and } \quad\left(f_{*}\right)^{*}(\Lambda)=F(\Lambda), \tag{3.12}
\end{equation*}
$$

i.e.,

$$
\inf _{\substack{\varphi \in W^{1, p}(\Omega), \varphi=\Lambda \cdot x \text { on } \Gamma}} \frac{1}{|\Omega|} \int_{\Omega} \mathbf{E}(x, \nabla \varphi(x)) d x+\inf _{\substack{u^{*} \in\left(L_{p}^{\prime}(\Omega)\right)^{3}, \\ \text { ivivin } \\(1 /|\Omega|)\left\{u^{*}(x) d x=\lambda^{*}, u^{*} . n=0 \text { on } \Gamma \backslash \Gamma_{\varphi}\right.}} \frac{1}{|\Omega|} \int_{\Omega} \mathbf{E}^{*}\left(x, u^{*}(x)\right) d x \geqq \Lambda \cdot \lambda^{*}
$$

and equality holds if and only if

$$
\begin{equation*}
\lambda^{*} \in \partial F(\Lambda) \quad \text { and } \quad \Lambda \in \partial f_{*}\left(\lambda^{*}\right), \tag{3.13}
\end{equation*}
$$

where $f_{*}\left(\lambda^{*}\right)$ denotes the right-hand side of (3.9) and $\partial F$ denotes the subdifferential of $F$.

To complete the discussion, we note that both $F$ and $f_{*}$ are defined on $\mathbf{R}^{3}$ and are convex. Hence at every point $\Lambda, \partial F(\Lambda) \neq \varnothing$, and at every point $\lambda^{*}, \partial f_{*}\left(\lambda^{*}\right) \neq \varnothing$. Moreover, under the hypotheses on $\mathbf{E}, F(\Lambda)$ and $f_{*}\left(\lambda^{*}\right)$ are both attained at points of $\hat{H}_{p}$ and $W^{*}$.

The physical significance of these observations is an answer to the following question. If $\Lambda \in \mathbf{R}^{3}$ and $\mathscr{P}_{\Lambda}$ has equilibrium potential given by $\Lambda \cdot x+\varphi, \varphi \in \hat{H}_{p}$, what mean electric displacement must be prescribed to obtain the same equilibrium in this nonlinear problem? The answer is obtained by solving the first equation in (3.13).

Note that, because of the growth condition (vi) on the electric energy density function, there always exists $\varphi \in H_{p}$ such that $F(\Lambda)=\mathscr{F}(\Lambda+\nabla \varphi)$.
4. Lower semicontinuity. This section contains proofs of the technical results needed to invoke the theory of $\S 2$ for the nonlinear dielectric functions. Throughout we will suppose that $\Omega$ and $\mathbf{E}$ are as specified in $\S \S 3.1$ and 3.2 , and that $p=\alpha q /(1+\alpha)>$ 1. Let $\mathscr{F}:\left(L_{p}(\Omega)\right)^{3} \rightarrow \overline{\mathbf{R}}$ be defined by

$$
\begin{equation*}
\mathscr{F}(u)=\frac{1}{|\Omega|} \int_{\Omega} \mathbf{E}(x, u(x)) d x, \quad u \in\left(L_{p}(\Omega)\right)^{3} . \tag{4.1}
\end{equation*}
$$

Because of conditions (i)-(vi) in $\S 3, \mathscr{F}$ is a proper convex function, and our first task is to show that it is lower semicontinuous with respect to the norm topology on $\left(L_{p}(\Omega)\right)^{3}$. Suppose $u_{n} \rightarrow u$ in $\left(L_{p}(\Omega)\right)^{3}$. Then, extracting a subsequence if necessary, we may suppose that $u_{n} \rightarrow u$ pointwise almost everywhere. Since $\mathbf{E}$ is bounded below on $\Omega \backslash F$ by the integrable function $-c$ and condition (v) holds, it is immediate from Fatou's lemma that

$$
\mathscr{F}(u) \leqq \lim \inf \frac{1}{|\Omega|} \int_{\Omega} \mathbf{E}\left(x, u_{n}(x)\right) d x
$$

In other words, $\mathscr{F}$ is lower semicontinuous on $\left(L_{p}(\Omega)\right)^{3}$. Because $\mathscr{F}$ is convex it is lower semicontinuous with respect to weak convergence as well. Hence we can infer (2.5) and (2.6) without making any growth assumptions (such as condition (vi)) on E. But we need to verify the hypotheses of Propositions 2.1 and 2.2 to get equality in these inequalities.

Let $\Lambda \in X$ and let $h_{\Lambda}$ be defined by (2.7). Then $h_{\Lambda}(0,0)<\infty$ by condition (iv). Let $\Lambda$ be fixed, and let $\left(w_{n}, \lambda_{n}\right) \in W \times X$ be such that $\left(w_{n}, \lambda_{n}\right) \rightarrow(0,0)$, and let $v_{n} \in V$ be such that

$$
\begin{equation*}
\mathscr{F}\left(v_{n}+w_{n}+\lambda_{n}+\Lambda\right)=\frac{1}{|\Omega|} \int_{\Omega} \mathbf{E}\left(x, v_{n}+w_{n}+\lambda_{n}+\Lambda\right) d x \leqq h_{\Lambda}\left(w_{n}, \lambda_{n}\right)+1 / n . \tag{4.2}
\end{equation*}
$$

Now the boundary of ( $\Omega \backslash F$ ) is Lipschitz, and so by Stein's extension theory [5, Chap. VI, § 3], there is no loss of generality in supposing that

$$
\left\|v_{n}\right\|_{\left(L_{p}(\Omega)\right)^{3}} \leqq(\text { const })\left\|v_{n}\right\|_{\left(L_{p}(\Omega \backslash F)\right)^{3}} \quad \text { since } \mathbf{E}(x, E)=0, \quad x \in F .
$$

If $h_{\Lambda}\left(w_{n}, \lambda_{n}\right) \rightarrow \infty$ as $n \rightarrow \infty$, then it is trivial that $h_{\Lambda}(0,0) \leqq \lim \inf h_{\Lambda}\left(w_{n}, \lambda_{n}\right)$. So suppose $h_{\Lambda}\left(w_{n}, \lambda_{n}\right)$ is bounded, by $M$, say. Then by (4.2) and condition (vi), putting $v_{n}+w_{n}+\lambda_{n}+\Lambda=u_{n}$, we get

$$
\int_{\Omega \backslash F}\left|u_{n}(x)\right|^{p} d x=\int_{\Omega \backslash F}\left|\left[b(x)^{p / q}\left|u_{n}(x)\right|^{p}\right](b(x))^{-p / q}\right| d x
$$

(by Hölder's inequality)

$$
\begin{aligned}
& \leqq\left\{\int_{\Omega \backslash F} b(x)\left|u_{n}(x)\right|^{q} d x\right\}^{p / q}\left\{\int_{\Omega \backslash F} b(x)^{-p /(q-p)} d x\right\}^{(q-p) / q} \\
& \leqq\left\{\int_{\Omega} \mathbf{E}\left(x, u_{n}(x)\right) d x+\|c\|_{L_{1}(\Omega)}\right\}^{p / q}\left\{\int_{\Omega}\left|\frac{1}{b(x)}\right|^{\alpha}\right\}^{(q-p) / q}
\end{aligned}
$$

since $\mathbf{E}(x, E)=0, x \in F$. Hence $\left\|u_{n}\right\|_{\left(L_{p}(\Omega \backslash F)\right)^{3}}$ is bounded. Since $w_{n}+\lambda_{n} \rightarrow 0$ in $\left(L_{p}(\Omega)\right)^{3}$, we conclude that $\left(v_{n}\right)$ is bounded in $\left(L_{p}(\Omega \backslash F)\right)^{3}$ and hence in $\left(L_{p}(\Omega)\right)^{3}$. Since $p>1,\left(v_{n}\right)$ has a weakly convergent subsequence, $v_{n} \xrightarrow{w} v$, say, and $v \in V$ because $V$ is weakly closed. Since $\mathscr{F}$ is weakly lower semicontinuous in $\left(L_{p}(\Omega)\right)^{3}$ we find that

$$
\begin{aligned}
h_{\Lambda}(0,0) & \leqq \mathscr{F}(v+\Lambda) \leqq \lim \inf \mathscr{F}\left(v_{n}+w_{n}+\lambda_{n}+\Lambda\right) \\
& \leqq \lim \inf h_{\Lambda}\left(w_{n}, \lambda_{n}\right),
\end{aligned}
$$

which proves that the hypotheses of Proposition 2.1 hold.
Finally, to verify the hypotheses of Proposition 2.2, we note that the argument for $H_{\Lambda^{*}}$ being finite and for $H_{\Lambda^{*}}$ being lower semicontinuous is identical to the one that we have just given.
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#### Abstract

Investigations are carried out for two spheres at given potentials $V_{1}$ and $V_{2}$, and for two spheres at potential zero in the presence of an outside unit point charge. Integral representations involving elliptic functions are obtained for the solutions of these problems, starting from series solutions in dipolar coordinates. These integral representations are used to obtain the asymptotic behavior of the charge density as the distance $\varepsilon$ between the spheres tends to zero. Integral representations are found for the limiting charge density as $\varepsilon \rightarrow 0$, and convergent and asymptotic expansions for the limiting charge density are obtained. These results are used to investigate circles of zero charge density in the limit $\varepsilon \rightarrow 0$.
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1. Introduction. The potential outside two charged conducting spheres was first given by Poisson [17] in 1811. Further investigations were carried out by Plana [16] in 1845, Kirchhoff [10] in 1861, and Carl Neumann [13] in 1863. Dipolar coordinates were used in [13], and the Green function for the exterior of two spheres was given for the first time. Later work concerning two charged spheres includes investigations by Jeffery [5], who developed the use of dipolar coordinates further, and Russell [18]-[21]. A detailed treatment of electrostatic problems for two spheres has been given by Kottler in [11]. More recently, electrostatic problems for two spheres have been of interest in connection with the conductivity of granular materials (Keller [9], Batchelor and O'Brien [2], and Jeffrey [6], for example). In [7], Jeffrey has used an approach for nearly touching spheres based on the method of matched asymptotic expansions.

The present paper is concerned with investigations of the solutions of the electrostatic problems for two spheres defined by the following conditions: (1) The spheres are at given potentials $V_{1}$ and $V_{2}$; (2) The spheres are at potential zero in the presence of an outside point charge. These will be referred to as the first and second problems, respectively. The present investigation starts from the solutions of the first and second problems in dipolar coordinates in the form given by Ernst Neumann [14]. The solutions of these problems, including the potentials, charge densities, and total charges, are first expressed in terms of definite integrals that involve elliptic functions. From these integrals, definite integral representations are found for the limits of the charge densities in the first and second problems as the distance $\varepsilon$ between the spheres goes to zero. Convergent and asymptotic expansions are obtained for the charge density at the inner axial points of the spheres as $\varepsilon$ goes to zero, and for the limiting charge density.

Kirchhoff [10] found that the charge density at the inner axial points of two spheres with potentials and radii equal to unity is asymptotically proportional to $\varepsilon^{-3 / 2} \exp \left(-2^{-1} \pi^{2} \varepsilon^{-1 / 2}\right)$ as $\varepsilon$ tends to zero, correcting the orders of magnitude $\varepsilon^{2}$ and $\varepsilon^{3}$ given by Poisson [17] and Plana [16], respectively. In § 7 of the present paper, Kirchhoff's result is obtained from the integral representation for the charge density

[^91]in § 6. In § 8, the corresponding result is found for the charge density in the second problem. It is found that the behavior with respect to $\varepsilon$ remains the same as in the first problem, but with a coefficient which depends on the position of the point charge.

In § 10 , the limiting charge densities in the first and second problems as $\varepsilon \rightarrow 0$ are expressed in terms of definite integrals. In §§ 11-14, these integrals are used to obtain various expansions, both convergent and asymptotic, for the limiting charge density. One of these expansions is a power series expansion in the neighborhood of the outer axial point. In $\S 15$, this expansion is used to find the ratio $V_{2} / V_{1}>1$ such that, in the limit $\varepsilon \rightarrow 0$, all the charge on sphere 1 is negative while $V_{1}$ is positive.
2. Dipolar coordinates. Dipolar coordinates $\eta, \theta$, and $\phi$ are defined by the equations

$$
\begin{align*}
& x+i \rho=i a \cot \frac{1}{2}(\theta+i \eta)  \tag{2.1}\\
& y=\rho \cos \phi, \quad z=\rho \sin \phi \tag{2.2}
\end{align*}
$$

with $a>0, \rho>0$. Let the points ( $a, 0,0$ ) and ( $-a, 0,0$ ) in Cartesian coordinates be denoted by $A_{1}$ and $A_{2}$, respectively. The coordinate surface $\eta=$ constant is a sphere with $A_{1}$ and $A_{2}$ as inverse points, and $\theta=$ constant is a spindle with $A_{1}$ and $A_{2}$ as vertices.

When $\eta_{1}>0$, the sphere $\eta=\eta_{1}$ has radius $a \operatorname{csch} \eta_{1}$ and center at $x=a \operatorname{coth} \eta_{1}$, $y=z=0$. Let $P_{1}$ be an arbitrary point on the sphere $\eta=\eta_{1}>0$, let its center be denoted by $O_{1}$, and let the angle between $O_{1} P_{1}$ and the negative $x$-axis be denoted by $\omega_{1}$. Denoting the coordinates of $P_{1}$ by the subscript 1 , we have

$$
\begin{equation*}
x_{1}=a\left(\operatorname{coth} \eta_{1}-\operatorname{csch} \eta_{1} \cos \omega_{1}\right), \quad \rho_{1}=a \operatorname{csch} \eta_{1} \sin \omega_{1} \tag{2.3}
\end{equation*}
$$

From (2.1) and (2.2), it follows that

$$
\begin{equation*}
\sin \theta_{1}=\frac{\sinh \eta_{1} \sin \omega_{1}}{\cosh \eta_{1}-\cos \omega_{1}} \tag{2.4}
\end{equation*}
$$

with $\theta_{1}=\pi$ when $\omega_{1}=0$ and $\theta_{1}=0$ when $\omega_{1}=\pi$.
Given the two spheres $\eta=\eta_{1}$ and $\eta=\eta_{2}, \eta_{1}>0>\eta_{2}$, the former contains $A_{1}$ in its interior and the latter contains $A_{2}$. Let their radii be $r_{1}$ and $r_{2}$, respectively, and let the distance between their centers be $c$. Since $A_{1}$ and $A_{2}$ are inverse with respect to both spheres, we have

$$
\begin{equation*}
\sqrt{r_{1}^{2}+a^{2}}+\sqrt{r_{2}^{2}+a^{2}}=c \tag{2.5}
\end{equation*}
$$

which yields

$$
\begin{equation*}
a=\sqrt{\left(\frac{c^{2}-r_{2}^{2}+r_{1}^{2}}{2 c}\right)^{2}-r_{1}^{2}}=\sqrt{\left(\frac{c^{2}-r_{1}^{2}+r_{2}^{2}}{2 c}\right)^{2}-r_{2}^{2}} \tag{2.6}
\end{equation*}
$$

Substituting $c=r_{1}+r_{2}+\varepsilon, \varepsilon>0$, we find from either expression for $a$ in (2.6) that

$$
\begin{equation*}
a=\frac{\sqrt{\varepsilon\left(\varepsilon+2 r_{1}\right)\left(\varepsilon+2 r_{2}\right)\left(\varepsilon+2 r_{1}+2 r_{2}\right)}}{2\left(\varepsilon+r_{1}+r_{2}\right)} \tag{2.7}
\end{equation*}
$$

In the special case $r_{1}=r_{2}=r$, (2.7) simplifies to

$$
\begin{equation*}
a=\frac{1}{2} \sqrt{\varepsilon(\varepsilon+4 r)} . \tag{2.8}
\end{equation*}
$$

We also have

$$
\begin{equation*}
\eta_{1}=\sinh ^{-1} \frac{a}{r_{1}}, \quad \eta_{2}=-\sinh ^{-1} \frac{a}{r_{2}} . \tag{2.9}
\end{equation*}
$$

We can calculate $a, \eta_{1}$, and $\eta_{2}$ by use of (2.7)-(2.9) when $r_{1}, r_{2}$, and $\varepsilon$ are known. When $\varepsilon \rightarrow 0$, we see that

$$
\begin{align*}
a & =\sqrt{\frac{2 r_{1} r_{2} \varepsilon}{r_{1}+r_{2}}}[1+O(\varepsilon)],  \tag{2.10}\\
\eta_{1} & =\sqrt{\frac{2 r_{2} \varepsilon}{r_{1}\left(r_{1}+r_{2}\right)}}[1+O(\varepsilon)], \tag{2.11}
\end{align*}
$$

and

$$
\begin{equation*}
\eta_{1}-\eta_{2}=\sqrt{\frac{2\left(r_{1}+r_{2}\right) \varepsilon}{r_{1} r_{2}}}[1+O(\varepsilon)] . \tag{2.12}
\end{equation*}
$$

From (2.4), (2.10), and (2.11), we find that

$$
\begin{equation*}
\theta_{1}=\left(\frac{a}{r_{1}} \cot \frac{\omega_{1}}{2}\right)[1+O(\varepsilon)] \tag{2.13}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$. Finally, at a given point in space, we find from (2.1) that

$$
\begin{equation*}
\eta=\frac{2 a x}{x^{2}+\rho^{2}}[1+O(\varepsilon)] \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta=\frac{2 a \rho}{x^{2}+\rho^{2}}[1+O(\varepsilon)] \tag{2.15}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$. Equation (2.7) does not appear to be in the literature.
3. Solutions of the electrostatic problems. In the coordinate system of $\S 2$, let the given spheres be the coordinate surfaces $\eta=\eta_{1}$ and $\eta=\eta_{2}$, respectively, $\eta_{1}>0>\eta_{2}$. In the first problem, we assume that the spheres are charged to constant potentials $V_{1}$ and $V_{2}$, respectively. In the second problem, the spheres are at zero potential in the presence of a unit point charge at the point ( $\eta_{0}, \theta_{0}, \phi_{0}$ ), where $\eta_{1}>\eta_{0}>\eta_{2}$. We will start with the solutions of these problems as given by Ernst Neumann in [14].

It is convenient to express the solutions of the first and second problems in terms of the function

$$
\begin{equation*}
I(\zeta, \theta)=\frac{1}{2} \sum_{n=0}^{\infty} \frac{\exp (N \zeta)}{\sinh N \delta} P_{n}(\cos \theta), \tag{3.1}
\end{equation*}
$$

where $N=n+\frac{1}{2}, 0 \leqq \theta \leqq \pi, P_{n}(\cos \theta)$ is the Legendre polynomial of degree $n, \delta>0$, and $\operatorname{Re} \zeta<\delta$. We see that $I(\zeta, \theta)$ is an analytic function of $\zeta$ for $\operatorname{Re} \zeta<\delta$, and that (3.1) and

$$
\begin{equation*}
\frac{\partial I(\zeta, \theta)}{\partial \zeta}=\frac{1}{2} \sum_{n=0}^{\infty} \frac{N \exp (N \zeta)}{\sinh N \delta} P_{n}(\cos \theta) \tag{3.2}
\end{equation*}
$$

are continuous with respect to $\theta$ at $\theta=0$ and $\pi$ when $\operatorname{Re} \zeta<\delta$. The latter follows immediately from uniform convergence with respect to $\theta$ in the interval $0 \leqq \theta \leqq \pi$, since we then have $\left|P_{n}(\cos \theta)\right| \leqq 1$.

Let the potential outside the spheres in the first problem be written in the form

$$
\begin{equation*}
V=\left(\frac{V_{1}+V_{2}}{2}\right) V^{(1)}+\left(\frac{V_{1}-V_{2}}{2}\right) V^{(2)} . \tag{3.3}
\end{equation*}
$$

Then from [14] and (3.1), we have

$$
\begin{equation*}
V^{(1)}=\psi^{1 / 2}\left[I\left(\zeta_{1}, \theta\right)+I\left(-\zeta_{1}, \theta\right)-I\left(\zeta_{2}, \theta\right)-I\left(-\zeta_{2}-2 \delta, \theta\right)\right], \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
V^{(2)}=\psi^{1 / 2}\left[I\left(\zeta_{1}, \theta\right)-I\left(-\zeta_{1}, \theta\right)+I\left(\zeta_{2}, \theta\right)-I\left(-\zeta_{2}-2 \delta, \theta\right)\right], \tag{3.5}
\end{equation*}
$$

where $\psi=2(\cosh \eta-\cos \theta), \delta=\eta_{1}-\eta_{2}, \zeta_{1}=\eta-\eta_{1}-\eta_{2}$, and $\zeta_{2}=\eta-\delta$. For the charge density on sphere 1 , we have

$$
\begin{equation*}
D_{1}=\left(\frac{V_{1}+V_{2}}{2}\right) D_{11}+\left(\frac{V_{1}-V_{2}}{2}\right) D_{12}, \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{11}=\left.\frac{\psi_{1}^{3 / 2}}{4 \pi a} \frac{\partial}{\partial \zeta}\left[I\left(\zeta, \theta_{1}\right)+I\left(-\zeta, \theta_{1}\right)\right]\right|_{\zeta=-\eta_{2}} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{12}=\left.\frac{\psi_{1}^{3 / 2}}{4 \pi a} \frac{\partial}{\partial \zeta}\left[I\left(\zeta, \theta_{1}\right)-I\left(-\zeta, \theta_{1}\right)\right]\right|_{\zeta=-\eta_{2}}, \tag{3.8}
\end{equation*}
$$

with $\psi_{1}=2\left(\cosh \eta_{1}-\cos \theta_{1}\right)$. Finally, the coefficients of capacity and induction are given by

$$
\begin{align*}
& C_{11}=2 a \lim _{\theta \rightarrow 0} I\left(-\eta_{1}-\eta_{2}, \theta\right),  \tag{3.9}\\
& C_{12}=-2 a \lim _{\theta \rightarrow 0} I(-\delta, \theta), \tag{3.10}
\end{align*}
$$

and

$$
\begin{equation*}
C_{22}=2 a \lim _{\theta \rightarrow 0} I\left(\eta_{1}+\eta_{2}, \theta\right) \tag{3.11}
\end{equation*}
$$

The charge density on sphere 2 is obtained from (3.6)-(3.8) by interchanging subscripts 1 and 2 and reversing the signs of $\eta_{1}$ and $\eta_{2}$.

The potential satisfying the second problem is the Green function for the exterior of the spheres with respect to the point $\left(\eta_{0}, \theta_{0}, \phi_{0}\right)$. Denoting this potential by $G=1 / r+H$, we have

$$
\begin{align*}
H=-\frac{\psi_{0}^{1 / 2} \psi^{1 / 2}}{2 a} & {\left[I\left(\zeta_{1}+\eta_{0}, \gamma\right)+I\left(-\zeta_{1}-\eta_{0}, \gamma\right)\right.} \\
& \left.-I\left(\zeta_{2}-\eta_{0}, \gamma\right)-I\left(-\zeta_{2}+\eta_{0}-2 \delta, \gamma\right)\right] \tag{3.12}
\end{align*}
$$

where $\quad \psi_{0}=2\left(\cosh \eta_{0}-\cos \theta_{0}\right) \quad$ and $\quad \cos \gamma=\cos \theta \cos \theta_{0}+\sin \theta \sin \theta_{0} \cos \left(\phi-\phi_{0}\right)$. Finally, the charge density and total charge on sphere 1 are given by

$$
\begin{equation*}
D_{1}^{*}=-\left.\frac{\psi_{0}^{1 / 2} \psi_{1}^{3 / 2}}{8 \pi a^{2}} \frac{\partial}{\partial \zeta}\left[I\left(\zeta, \gamma_{1}\right)+I\left(-\zeta, \gamma_{1}\right)\right]\right|_{\zeta=\eta_{0}-\eta_{2}} \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{1}^{*}=-\psi_{0}^{1 / 2}\left[I\left(\eta_{0}-\eta_{1}-\eta_{2}, \theta_{0}\right)-I\left(-\eta_{0}-\delta, \theta_{0}\right)\right], \tag{3.14}
\end{equation*}
$$

respectively. As before, we obtain $D_{2}^{*}$ and $Q_{2}^{*}$ by interchanging the subscripts 1 and 2 and reversing the signs of $\eta_{0}, \eta_{1}$, and $\eta_{2}$. We note that $-D_{1}^{*}$ and $-D_{2}^{*}$ form the kernel for the solution of the Dirichlet problem for the exterior of the two spheres.
4. Analytic continuation of $\boldsymbol{I}(\zeta, \theta)$. When $0<\theta<\pi$ and $\operatorname{Re} \zeta<\delta, \delta>0$, we find that

$$
\begin{align*}
I(\zeta, \theta)-I(\zeta-2 \delta, \theta) & =\sum_{n=0}^{\infty} \exp N(\zeta-\delta) P_{n}(\cos \theta) \\
& =[2 \cosh (\zeta-\delta)-2 \cos \theta]^{-1 / 2} \tag{4.1}
\end{align*}
$$

We see that the right side of (4.1) is positive when $\zeta$ is real, and that it is single valued when the $\zeta$-plane is cut along the line $\operatorname{Re} \zeta=\delta$ from $\delta+(2 \pi n+\theta) i$ to $\delta+$ $[(2 n+2) \pi-\theta] i$ and from $\delta-(2 \pi n+\theta) i$ to $\delta-[(2 n+2) \pi-\theta] i, n \geqq 0$. Since $I(\zeta-2 \delta, \theta)$ is analytic for $\operatorname{Re} \zeta<3 \delta$, it follows that it is the analytic continuation of $I(\zeta, \theta)-[2 \cosh (\zeta-\delta)-2 \cos \theta]^{-1 / 2}$ in the region $\delta<\operatorname{Re} \zeta<3 \delta$. Repeated application of (4.1) leads to the result

$$
\begin{equation*}
I(\zeta, \theta)=\sum_{r=1}^{m}\{2 \cosh [\zeta-(2 r-1) \delta]-2 \cos \theta\}^{-1 / 2}+I(\zeta-2 m \delta, \theta) \tag{4.2}
\end{equation*}
$$

with $m \geqq 1$, valid for $\operatorname{Re} \zeta<(2 m+1) \delta$ when the $\zeta$-plane is cut from $(2 r-1) \delta+$ $(2 n \pi+\theta) i$ to $(2 r-1) \delta+[(2 n+2) \pi-\theta)] i$ and from $(2 r-1) \delta-(2 n \pi+\theta) i$ to $(2 r-1) \delta-$ $[(2 n+2) \pi-\theta] i, n \geqq 0,1 \leqq r \leqq m$.

We have

$$
\begin{equation*}
|I(\zeta-2 m \delta, \theta)|<\frac{|\exp (\zeta / 2)| \exp (-m \delta)}{\sinh (\delta / 2)} \tag{4.3}
\end{equation*}
$$

for sufficiently large $m$. Hence, the expansion

$$
\begin{equation*}
I(\zeta, \theta)=\sum_{r=1}^{\infty}\{2 \cosh [\zeta-(2 r-1) \delta]-2 \cos \theta\}^{-1 / 2} \tag{4.4}
\end{equation*}
$$

holds for all $\zeta$ in the cut plane. Substitution of (4.4) in (3.3)-(3.5) gives the solution of the first problem as obtained by the method of images.
5. Integral representations for $\boldsymbol{I}(\boldsymbol{\zeta}, \boldsymbol{\theta})$. As before, let $\delta>0$ and $0<\theta<\pi$. When $-\delta<\operatorname{Re} \zeta<\delta$, we have

$$
\begin{equation*}
I(\zeta, \theta)+I(-\zeta, \theta)=\sum_{n=0}^{\infty} \frac{\cosh N \zeta}{\sinh N \delta} P_{n}(\cos \theta) \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
I(\zeta, \theta)-I(-\zeta, \theta)=\sum_{n=0}^{\infty} \frac{\sinh N \zeta}{\sinh N \delta} P_{n}(\cos \theta) . \tag{5.2}
\end{equation*}
$$

Substituting

$$
\begin{equation*}
P_{n}(\cos \theta)=\frac{2}{\pi} \int_{\theta}^{\pi} \frac{\sin N t d t}{(2 \cos \theta-2 \cos t)^{1 / 2}} \tag{5.3}
\end{equation*}
$$

[23, p. 315], in (5.1) and interchanging summation and integration, we obtain

$$
\begin{equation*}
I(\zeta, \theta)+I(-\zeta, \theta)=\frac{2}{\pi} \int_{\theta}^{\pi}(2 \cos \theta-2 \cos t)^{-1 / 2} \sum_{n=0}^{\infty} \frac{\cosh N \zeta \sin N t}{\sinh N \delta} d t \tag{5.4}
\end{equation*}
$$

when $-\delta<\operatorname{Re} \zeta<\delta$. The interchange of summation and integration is valid by [3, p. 495], since the series in (5.4) is uniformly convergent with respect to $t$ for $\theta \leqq t \leqq \pi$, while the integral of $(2 \cos \theta-2 \cos t)^{-1 / 2}$ between $\theta$ and $\pi$ is convergent. Similarly, from

$$
\begin{equation*}
P_{n}(\cos \theta)=\frac{2}{\pi} \int_{0}^{\theta} \frac{\cos N t d t}{(2 \cos t-2 \cos \theta)^{1 / 2}} \tag{5.5}
\end{equation*}
$$

[23, p. 315], and (5.2), we have

$$
\begin{equation*}
I(\zeta, \theta)-I(-\zeta, \theta)=\frac{2}{\pi} \int_{0}^{\theta}(2 \cos t-2 \cos \theta)^{-1 / 2} \sum_{n=0}^{\infty} \frac{\sinh N \zeta \cos N t}{\sinh N \delta} d t \tag{5.6}
\end{equation*}
$$

when $-\delta<\operatorname{Re} \zeta<\delta$. Finally, let $k$ be defined by the equation

$$
\begin{equation*}
\delta=\pi K^{\prime} / K \tag{5.7}
\end{equation*}
$$

where $K$ is the complete elliptic integral of the first kind with modulus $k$ and $K^{\prime}=K\left(k^{\prime}\right)$, $k^{\prime 2}=1-k^{2}$. Then from (5.4), (5.6), and [23, p. 511], we obtain the integral representations

$$
\begin{align*}
I(\zeta, \theta)+I(-\zeta, \theta)=\frac{K k}{\pi^{2}} \int_{\theta}^{\pi} & (2 \cos \theta-2 \cos t)^{-1 / 2} \\
& \times\left[\operatorname{sn} \frac{K}{\pi}(t+i \zeta)+\operatorname{sn} \frac{K}{\pi}(t-i \zeta)\right] d t \tag{5.8}
\end{align*}
$$

and

$$
\begin{align*}
I(\zeta, \theta)-I(-\zeta, \theta)=-i \frac{K k}{\pi^{2}} \int_{0}^{\theta} & (2 \cos t-2 \cos \theta)^{-1 / 2} \\
& \times\left[\operatorname{sn} \frac{K}{\pi}(t+i \zeta)-\operatorname{sn} \frac{K}{\pi}(t-i \zeta)\right] d t \tag{5.9}
\end{align*}
$$

for $-\delta<\operatorname{Re} \zeta<\delta, 0<\theta<\pi$.
From (4.4), it follows that

$$
\begin{equation*}
I(\zeta-\delta, \theta) \pm I(-\zeta-\delta, \theta)=I(\zeta-\delta, \theta) \pm I(-\zeta+\delta, \theta) \mp(2 \cosh \zeta-2 \cos \theta)^{-1 / 2} \tag{5.10}
\end{equation*}
$$

for all $\zeta$ in the cut $\zeta$-plane. When $\operatorname{Re} \zeta>0$, we can verify that

$$
\begin{align*}
\int_{\theta}^{\pi} & (2 \cos \theta-2 \cos t)^{-1 / 2}\left[\csc \frac{1}{2}(t+i \zeta)+\csc \frac{1}{2}(t-i \zeta)\right] d t \\
& =2 \pi(2 \cosh \zeta-2 \cos \theta)^{-1 / 2} \tag{5.11}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{0}^{\theta}(2 \operatorname{cost} t-2 \cos \theta)^{-1 / 2}\left[\csc \frac{1}{2}(t+i \zeta)-\csc \frac{1}{2}(t-i \zeta)\right] d t \\
& \quad=-2 \pi i(2 \cosh \zeta-2 \cos \theta)^{-1 / 2} \tag{5.12}
\end{align*}
$$

The former can be shown by substituting $\cos (t / 2)=\cos (\theta / 2) \sin \phi$, and the latter, by substituting $\sin (t / 2)=\sin (\theta / 2) \sin \phi$. From (5.8)-(5.12), and using the addition theorem for sn $u$, we obtain

$$
\begin{align*}
& I(\zeta-\delta, \theta)+ I(-\zeta-\delta, \theta)=\frac{K}{\pi^{2}} \int_{\theta}^{\pi}(2 \cos \theta-2 \cos t)^{-1 / 2} \\
&3)  \tag{5.13}\\
& \cdot\left\{\mathrm{ns} \frac{K}{\pi}(t+i \zeta)+\mathrm{ns} \frac{K}{\pi}(t-i \zeta)-\frac{\pi}{2 K}\left[\csc \frac{1}{2}(t+i \zeta)+\csc \frac{1}{2}(t-i \zeta)\right]\right\} d t
\end{align*}
$$

and

$$
\begin{align*}
& I(\zeta-\delta, \theta)-I(-\zeta-\delta, \theta)=-\frac{i K}{\pi^{2}} \int_{0}^{\theta}(2 \cos t-2 \cos \theta)^{-1 / 2}  \tag{5.14}\\
&4)\left\{\mathrm{ns} \frac{K}{\pi}(t+i \zeta)-\mathrm{ns} \frac{K}{\pi}(t-i \zeta)-\frac{\pi}{2 K}\left[\csc \frac{1}{2}(t+i \zeta)-\csc \frac{1}{2}(t-i \zeta)\right]\right\} d t
\end{align*}
$$

when $0<\operatorname{Re} \zeta<2 \delta$. However, both sides of (5.13) and (5.14) are seen to be analytic for $-2 \delta<\operatorname{Re} \zeta<2 \delta$, and hence, it follows by analytic continuation that they are valid
in the larger region. The preceding treatment can be extended to give integral representations which are valid in still wider strips of the $\zeta$-plane.

Substituting $\cos (t / 2)=\cos (\theta / 2) \sin \phi$ in (5.8) and (5.13), and $\sin (t / 2)=$ $\sin (\theta / 2) \sin \phi$ in (5.9) and (5.14), we find that

$$
\begin{align*}
& \lim _{\theta \rightarrow \pi}[I(\zeta, \theta)+I(-\zeta, \theta)]=\frac{K k}{\pi} \mathrm{~cd} \frac{i K \zeta}{\pi},  \tag{5.15}\\
& \lim _{\theta \rightarrow 0}[I(\zeta, \theta)-I(-\zeta, \theta)]=-\frac{i K k}{\pi} \operatorname{sn} \frac{i K \zeta}{\pi}, \tag{5.16}
\end{align*}
$$

and

$$
\begin{align*}
& \lim _{\theta \rightarrow \pi}[I(\zeta-\delta, \theta)+I(-\zeta-\delta, \theta)]=\frac{K}{\pi}\left(\operatorname{dc} \frac{i K \zeta}{\pi}-\frac{\pi}{2 K} \sec \frac{i \zeta}{2}\right)  \tag{5.17}\\
& \lim _{\theta \rightarrow 0}[I(\zeta-\delta, \theta)-I(-\zeta-\delta, \theta)]=-\frac{i K}{\pi}\left(\mathrm{~ns} \frac{i K \zeta}{\pi}-\frac{\pi}{2 K} \csc \frac{i \zeta}{2}\right) . \tag{5.18}
\end{align*}
$$

We see that (5.8) and (5.13) remain valid for $\theta=0$, and that (5.9) and (5.14) remain valid for $\theta=\pi$. In particular, from (5.13), we have

$$
\begin{equation*}
\lim _{\theta \rightarrow 0} I(-\delta)=\frac{K}{2 \pi^{2}} \int_{0}^{\pi}\left(\mathrm{ns} \frac{K t}{\pi}-\frac{\pi}{2 K} \csc \frac{t}{2}\right) \csc \frac{t}{2} d t . \tag{5.19}
\end{equation*}
$$

6. Integral representations for the solutions of the electrostatic problems. We have $-\delta<\eta-\eta_{1}-\eta_{2}<\delta$ and $-2 \delta<\eta<2 \delta$ when $2 \eta_{2}<\eta<2 \eta_{1}$, where $\delta=\eta_{1}-\eta_{2}$. Then from (3.4), (3.5), and the preceding section, and using the addition theorem for $\operatorname{sn} u$, we obtain

$$
\begin{align*}
V^{(1)}=\frac{2 K}{\pi^{2}} \psi^{1 / 2} \int_{\theta}^{\pi}(2 \cos \theta-2 \cos t)^{-1 / 2} \operatorname{Re}\{ & \mathrm{ns} \frac{K}{\pi}\left[\left(t+i\left(\eta-2 \eta_{1}\right)\right]\right. \\
& \left.-\mathrm{ns} \frac{K}{\pi}(t+i \eta)+\frac{\pi}{2 K} \csc \frac{1}{2}(t+i \eta)\right\} d t \tag{6.1}
\end{align*}
$$

and

$$
\begin{align*}
V^{(2)}=\frac{2 K}{\pi^{2}} \psi^{1 / 2} \int_{0}^{\theta}(2 \cos t-2 \cos \theta)^{-1 / 2} \operatorname{Im}\{ & \mathrm{ns} \frac{K}{\pi}\left[t+i\left(\eta-2 \eta_{1}\right)\right]  \tag{6.2}\\
& \left.+\mathrm{ns} \frac{K}{\pi}(t+i \eta)-\frac{\pi}{2 K} \csc \frac{1}{2}(t+i \eta)\right\} d t
\end{align*}
$$

when $2 \eta_{2}<\eta<2 \eta_{1}$. We see that the region exterior to the spheres, defined by $\eta_{2}<\eta<$ $\eta_{1}$, is included in this inequality. It is easily verified that differentiation of the integrals in the preceding section with respect to $\zeta$ can be carried out under the integral sign. From (3.7), (3.8), (5.7), and (5.8), we therefore have

$$
\begin{equation*}
D_{11}=\frac{K^{2} k}{2 \pi^{4} a} \psi_{1}^{3 / 2} \int_{\theta_{1}}^{\pi}\left(2 \cos \theta_{1}-2 \cos t\right)^{-1 / 2} \operatorname{Im} \operatorname{cn} \frac{K}{\pi}\left(t+i \eta_{2}\right) \operatorname{dn} \frac{K}{\pi}\left(t+i \eta_{2}\right) d t \tag{6.3}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{12}=\frac{K^{2} k}{2 \pi^{4} a} \psi_{1}^{3 / 2} \int_{0}^{\theta_{1}}\left(2 \cos t-2 \cos \theta_{1}\right)^{-1 / 2} \operatorname{Recn} \frac{K}{\pi}\left(t+i \eta_{2}\right) \operatorname{dn} \frac{K}{\pi}\left(t+i \eta_{2}\right) d t . \tag{6.4}
\end{equation*}
$$

From (3.9)-(3.11), and the results of the preceding section, noting that $-\delta<\eta_{1}+\eta_{2}<\delta$, we find that

$$
\begin{gather*}
C_{11}=\frac{a K k}{\pi^{2}} \int_{0}^{\pi} \operatorname{Re} \operatorname{sn} \frac{K}{\pi}\left[t+i\left(\eta_{1}+\eta_{2}\right)\right] \csc \frac{t}{2} d t+\frac{i a K k}{\pi} \operatorname{sn} \frac{i K}{\pi}\left(\eta_{1}+\eta_{2}\right),  \tag{6.5}\\
C_{12}=-\frac{a K}{\pi^{2}} \int_{0}^{\pi}\left(\mathrm{ns} \frac{K t}{\pi}-\frac{\pi}{2 K} \csc \frac{t}{2}\right) \csc \frac{t}{2} d t \tag{6.6}
\end{gather*}
$$

and

$$
\begin{equation*}
C_{22}=C_{11}-\frac{2 i a K k}{\pi} \operatorname{sn} \frac{i K}{\pi}\left(\eta_{1}+\eta_{2}\right) \tag{6.7}
\end{equation*}
$$

Similarly, in the second problem, we have $-\delta<\eta-\eta_{1}-\eta_{2}+\eta_{0}<\delta$ and $-2 \delta<$ $\eta-\eta_{0}<2 \delta$ when $\eta_{2}<\eta<\eta_{1}$ and $\eta_{2}<\eta_{0}<\eta_{1}$. Then as before, we have

$$
\begin{align*}
& H=-\frac{K}{\pi^{2}} \psi_{0}^{1 / 2} \int_{\gamma}^{\pi}(2 \cos \gamma-2 \cos t)^{-1 / 2} \operatorname{Re}\left\{\mathrm{~ns} \frac{K}{\pi}\left[t+i\left(\eta-\eta_{1}-\eta_{2}+\eta_{0}\right)\right]\right. \\
&\left.-\mathrm{ns} \frac{K}{\pi}\left[t+i\left(\eta-\eta_{0}\right)\right]+\frac{\pi}{2 K} \csc \frac{1}{2}\left[t+i\left(\eta-\eta_{0}\right)\right]\right\} d t \tag{6.8}
\end{align*}
$$

$$
D_{1}^{*}=-\frac{K^{2} k}{4 \pi^{4} a^{2}} \psi_{0}^{1 / 2} \psi_{1}^{3 / 2}
$$

$$
\begin{equation*}
\cdot \int_{\gamma_{1}}^{\pi}\left(2 \cos \gamma_{1}-2 \cos t\right)^{-1 / 2} \operatorname{Im} \operatorname{cn} \frac{K}{\pi}\left[t+i\left(\eta_{2}-\eta_{0}\right)\right] \operatorname{dn} \frac{K}{\pi}\left[t+i\left(\eta_{2}-\eta_{0}\right)\right] d t \tag{6.9}
\end{equation*}
$$

and
$Q_{i}^{*}=-\frac{K}{\pi^{2}} \psi_{0}^{1 / 2}\left\{\int_{\theta_{0}}^{\pi}\left(2 \cos \theta_{0}-2 \cos t\right)^{-1 / 2}\right.$

$$
\begin{align*}
& \cdot \operatorname{Re}\left\{\mathrm{ns} \frac{K}{\pi}\left[t+i\left(\eta_{0}-2 \eta_{1}\right)\right]-\mathrm{ns} \frac{K}{\pi}\left(t+i \eta_{0}\right)+\frac{\pi}{2 K} \csc \frac{1}{2}\left(t+i \eta_{0}\right)\right\} d t \\
& +\int_{0}^{\theta_{0}}\left(2 \cos t-2 \cos \theta_{0}\right)^{-1 / 2}  \tag{6.10}\\
& \left.\cdot \operatorname{Im}\left\{\mathrm{~ns} \frac{K}{\pi}\left[t+i\left(\eta_{0}-2 \eta_{1}\right)\right]+\mathrm{ns} \frac{K}{\pi}\left(t+i \eta_{0}\right)-\frac{\pi}{2 K} \csc \frac{1}{2}\left(t+i \eta_{0}\right)\right\} d t\right\}
\end{align*}
$$

when $\eta_{2}<\eta<\eta_{1}$ and $\eta_{2}<\eta_{0}<\eta_{1}$.
7. Behavior of $\boldsymbol{D}_{11}$ at the inner axial point as $\boldsymbol{\varepsilon} \rightarrow 0$. Passing to the limit $\theta_{1}=\pi$ in (6.3) by use of the substitution $\cos (t / 2)=\cos \left(\theta_{1} / 2\right) \sin \phi$, substituting $\eta_{2}=$ $\eta_{1}-\pi K^{\prime} / K$, and using the addition theorems for $\mathrm{cn} u$ and $\mathrm{dn} u$, we obtain

$$
\begin{equation*}
\left.D_{11}\right|_{\theta_{1}=\pi}=-i \frac{K^{2} k k^{\prime 2}}{4 \pi^{3} a} \psi_{1}^{3 / 2} \frac{\operatorname{sn} \frac{i K \eta_{1}}{\pi}}{\operatorname{cn}^{2} \frac{i K \eta_{1}}{\pi}} \tag{7.1}
\end{equation*}
$$

This expression was given in an equivalent form by Kirchhoff [10, p. 99], in terms of a modulus related to the present one by Landen's transformation. To obtain a series
for $\left.D_{11}\right|_{\theta_{1}=\pi}$ which converges rapidly for small $\varepsilon$, we first find by use of Jacobi's imaginary transformation [23, p. 506] that

$$
\begin{equation*}
\left.D_{11}\right|_{\theta_{1}=\pi}=\frac{K^{2} k^{\prime 2}}{4 \pi^{3} a} \psi_{1}^{3 / 2} \operatorname{sn}\left(\frac{K \eta_{1}}{\pi}, k^{\prime}\right) \operatorname{cn}\left(\frac{K \eta_{1}}{\pi}, k^{\prime}\right) . \tag{7.2}
\end{equation*}
$$

Noting that $k^{\prime 2} \operatorname{sn}\left(u, k^{\prime}\right) \mathrm{cn}\left(u, k^{\prime}\right)=-(d / d u) \operatorname{dn}\left(u, k^{\prime}\right)$ and referring to [23, p. 511], we obtain the expansion

$$
\begin{equation*}
\left.D_{11}\right|_{\theta_{1}=\pi}=\frac{\psi_{1}^{3 / 2}}{2 \pi a}\left(\frac{K}{K^{\prime}}\right)^{2} \sum_{n=1}^{\infty} \frac{n q^{\prime n}}{1+q^{\prime 2 n}} \sin \frac{n K \eta_{1}}{K^{\prime}}, \tag{7.3}
\end{equation*}
$$

where $q^{\prime}=\exp \left(-\pi K / K^{\prime}\right)$. Denoting the remainder after the first term of the series in (7.3) by $R$, we have

$$
\begin{equation*}
|R|<\sum_{n=2}^{\infty} n q^{\prime n}<\frac{2 q^{\prime 2}}{\left(1-q^{\prime}\right)^{2}} \tag{7.4}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
\left.D_{11}\right|_{\theta_{1}=\pi}=\frac{\psi_{1}^{3 / 2}}{2 \pi a}\left(\frac{K}{K^{\prime}}\right)^{2} q^{\prime} \sin \frac{K \eta_{1}}{K^{\prime}}\left[1+O\left(q^{\prime}\right)\right] \tag{7.5}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$. Finally, expressing (7.5) in terms of geometric quantities by use of (5.7) and the asymptotic results of $\S 2$, we obtain

$$
\begin{equation*}
\left.D_{11}\right|_{\theta_{1}=\pi}=(\pi / \sigma) \sin \beta(\sigma / \varepsilon)^{3 / 2} \exp \left[-2^{-1} \pi^{2}(\sigma / \varepsilon)^{1 / 2}\right][1+O(\varepsilon)] \tag{7.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta=\frac{\pi r_{2}}{r_{1}+r_{2}}, \quad \sigma=\frac{2 r_{1} r_{2}}{r_{1}+r_{2}} . \tag{7.7}
\end{equation*}
$$

When the radii of the spheres are equal, we have $\eta_{1}=-\frac{1}{2} \log q=\pi K^{\prime} / 2 K$, and we find

$$
\begin{equation*}
\left.D_{11}\right|_{\theta_{1}=\pi}=\frac{\left(1+q^{1 / 2}\right)^{2}}{2 \pi^{3}\left(1-q^{1 / 2}\right) q^{1 / 4}} \cdot \frac{K^{2} k^{\prime 2} k^{1 / 2}}{1+k} \tag{7.8}
\end{equation*}
$$

Transforming (7.8) to the modulus $k_{1}$ by Landen's transformation [23, p. 507], where $k_{1}=\left(1-k^{\prime}\right) /\left(1+k^{\prime}\right)$, and denoting the corresponding values of $q$ and $K$ by $q_{1}$ and $K_{1}$, respectively, we obtain

$$
\begin{equation*}
\left.D_{11}\right|_{\theta_{1}=\pi}=\frac{\left(1+q_{1}\right)^{2}}{4 \pi^{3}\left(1-q_{1}\right) q_{1}^{1 / 2}} \cdot k_{1} k_{1}^{\prime} K_{1}^{2} . \tag{7.9}
\end{equation*}
$$

Equation (7.9) agrees with [10, p. 100] when the subscripts are omitted, after correcting $2 \pi$ to $4 \pi$ on pp. 89 and 97 of [10].
8. Behavior of $D_{1}^{*}$ at the inner axial point. When $\theta_{1}=\pi$, we have $\gamma_{1}=\pi-\theta_{0}$. Substituting $\theta_{1}=\pi$ and $\eta_{2}=\eta_{1}-\pi K^{\prime} / K$ in (6.9), replacing $t$ by $\pi-t$, and using Jacobi's imaginary transformation, we obtain

$$
\begin{align*}
\left.D_{1}^{*}\right|_{\theta_{1}=\pi}=- & \frac{K^{2} k^{\prime 2}}{4 \pi^{4} a^{2}} \psi_{0}^{1 / 2} \psi_{1}^{3 / 2} \int_{0}^{\theta_{0}}\left(2 \cos t-2 \cos \theta_{0}\right)^{-1 / 2} \\
& \cdot \operatorname{Resn}\left[\frac{K}{\pi}\left(\eta_{1}-\eta_{0}+i t\right), k^{\prime}\right] \operatorname{cn}\left[\frac{K}{\pi}\left(\eta_{1}-\eta_{0}+i t\right), k^{\prime}\right] d t . \tag{8.1}
\end{align*}
$$

Expanding the integrand as in (7.3) and interchanging summation and integration, we find

$$
\begin{equation*}
\left.D_{1}^{*}\right|_{\theta_{1}=\pi}=-\frac{\psi_{0}^{1 / 2} \psi_{1}^{3 / 2}}{2 \pi^{2} a^{2}}\left(\frac{K}{K^{\prime}}\right)^{2} \sum_{n=1}^{\infty} \frac{n q^{\prime n}}{1+q^{\prime 2 n}} \sin \frac{n K}{K^{\prime}}\left(\eta_{1}-\eta_{0}\right) \int_{0}^{\theta_{0}} \frac{\cosh \frac{n K}{K^{\prime}} t d t}{\left(2 \cos t-2 \cos \theta_{0}\right)^{1 / 2}} \tag{8.2}
\end{equation*}
$$

When $0 \leqq \theta_{0}<\pi$, the interchange of summation and integration is justified by [3, p. 495]. Referring to [23, p. 315], we can write (8.2) as a series of Legendre functions of the form

$$
\begin{equation*}
\left.D_{1}^{*}\right|_{\theta_{1}=\pi}=-\frac{\psi_{0}^{1 / 2} \psi_{1}^{3 / 2}}{4 \pi a^{2}}\left(\frac{K}{K^{\prime}}\right)^{2} \sum_{n=1}^{\infty} \frac{n q^{\prime n}}{1+q^{\prime 2 n}} \sin \frac{n K}{K^{\prime}}\left(\eta_{1}-\eta_{0}\right) P_{-1 / 2+i\left(n K / K^{\prime}\right)}\left(\cos \theta_{0}\right) \tag{8.3}
\end{equation*}
$$

As $\varepsilon \rightarrow 0$, we will assume that the point $\left(x_{0}, \rho_{0}, \phi_{0}\right)$ is fixed and that it remains outside both spheres. Defining

$$
\begin{equation*}
g=\lim _{\varepsilon \rightarrow 0} \frac{\eta_{0}}{\eta_{1}}=\frac{2 x_{0} r_{1}}{x_{0}^{2}+\rho_{0}^{2}} \tag{8.4}
\end{equation*}
$$

we see that the condition

$$
\begin{equation*}
-\frac{r_{2}}{r_{1}}<g<1 \tag{8.5}
\end{equation*}
$$

insures that the point charge lies outside both spheres when they are tangent to each other.

We have

$$
\begin{equation*}
\left|\int_{0}^{\theta_{0}} \frac{\cosh \frac{n K t}{K^{\prime}} d t}{\left(2 \cos t-2 \cos \theta_{0}\right)^{1 / 2}}\right|<\pi \cosh \frac{n K \theta_{0}}{K^{\prime}}<\pi q^{\prime-n \theta_{0} / \pi} \tag{8.6}
\end{equation*}
$$

for $\theta_{0}$ sufficiently near 0 . Hence, writing

$$
\begin{equation*}
\left.D_{1}^{*}\right|_{\theta_{1}=\pi}=-\frac{\psi_{0}^{1 / 2} \psi_{1}^{3 / 2}}{4 \pi a^{2}}\left(\frac{K}{K^{\prime}}\right)^{2}\left\{\frac{q^{\prime} \sin \frac{K}{K^{\prime}}\left(\eta_{1}-\eta_{0}\right)}{1+q^{\prime 2}} P_{-1 / 2+i\left(K / K^{\prime}\right)}\left(\cos \theta_{0}\right)+R\right\}, \tag{8.7}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
|R|<\pi \sum_{n=2}^{\infty} n q^{\prime n\left(1-\theta_{0} / \pi\right)}<\frac{2 \pi q^{\prime 2\left(1-\theta_{0} / \pi\right)}}{\left(1-q^{\prime 1-\theta_{0} / \pi}\right)^{2}} \tag{8.8}
\end{equation*}
$$

Since $\theta_{0} \rightarrow 0$ as $\varepsilon \rightarrow 0$, we have $|R|=O\left(q^{1-\xi}\right)$ for any fixed number $\xi$ in the interval $0<\xi<1$.

When $0 \leqq \theta_{0}<\sqrt{6}$, we have

$$
\begin{equation*}
\theta_{0}^{2}-t^{2}>2 \cos t-2 \cos \theta_{0}>\left(1-\frac{\theta_{0}^{2}}{6}\right)\left(\theta_{0}^{2}-t^{2}\right)>0 \tag{8.9}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
\int_{0}^{1} \frac{\cosh \frac{K \theta_{0} t}{K^{\prime}} t}{\sqrt{1-t^{2}}} d t<\int_{0}^{\theta_{0}} \frac{\cosh \frac{K}{K^{\prime}} t d t}{\left(2 \cos t-2 \cos \theta_{0}\right)^{1 / 2}}<\frac{1}{\sqrt{1-\frac{\theta_{0}^{2}}{6}}} \int_{0}^{1} \frac{\cosh \frac{K \theta_{0}}{K^{\prime}} t}{\sqrt{1-t^{2}}} d t . \tag{8.10}
\end{equation*}
$$

Referring to [23, p. 366], we find that (8.10) is equivalent to

$$
\begin{equation*}
I_{0}\left(\frac{K \theta_{0}}{K^{\prime}}\right)<P_{-1 / 2+i\left(K / K^{\prime}\right)}\left(\cos \theta_{0}\right)<\frac{1}{\sqrt{1-\frac{\theta_{0}^{2}}{6}}} I_{0}\left(\frac{K \theta_{0}}{K^{\prime}}\right), \tag{8.11}
\end{equation*}
$$

where $I_{0}(z)$ is the modified Bessel function of the first kind of order zero. It follows that

$$
\begin{equation*}
P_{-1 / 2+i\left(K / K^{\prime}\right)}\left(\cos \theta_{0}\right)=I_{0}\left(\frac{K \theta_{0}}{K^{\prime}}\right)[1+O(\varepsilon)], \tag{8.12}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$. Finally, from (8.7), (8.12), and the asymptotic results of $\S 2$, we have ${ }^{1}$

$$
\begin{equation*}
\left.D_{1}^{*}\right|_{\theta_{1}=\pi}=-\frac{(\pi / \sigma)}{\sqrt{x_{0}^{2}+\rho_{0}^{2}}} \sin \lambda I_{0}(\beta h)(\sigma / \varepsilon)^{3 / 2} \exp \left[-2^{-1} \pi^{2}(\sigma / \varepsilon)^{1 / 2}\right][1+O(\varepsilon)] \tag{8.13}
\end{equation*}
$$

where $\beta$ and $\sigma$ are given by (7.8), $g$ is defined by (8.4), and

$$
\begin{equation*}
h=\lim _{\varepsilon \rightarrow 0} \frac{\theta_{0}}{\eta_{1}}=\frac{2 \rho_{0} r_{1}}{x_{0}^{2}+\rho_{0}^{2}}, \quad \lambda=\beta(1-g) . \tag{8.14}
\end{equation*}
$$

The preceding results do not hold uniformly with respect to the location of the point charge when $0 \leqq \theta_{0} \leqq \pi$. When $x_{0}=0$, we see that the value of $\varepsilon$ required for a given relative error tends to zero as $\rho_{0}$ tends to zero.
9. An asymptotic expansion for $D_{12}$ at the inner axial point. Substituting $\boldsymbol{\eta}_{2}=$ $\eta_{1}-\pi K^{\prime} / K$ in (6.4) and using the addition theorems for $\operatorname{sn} u$ and $\mathrm{cn} u$, we find that

$$
\begin{equation*}
D_{12}=\frac{K^{2}}{2 \pi^{4} a} \psi_{1}^{3 / 2} \int_{0}^{\theta_{1}}\left(2 \cos t-2 \cos \theta_{1}\right)^{-1 / 2} \operatorname{Re} \frac{\operatorname{dn}\left[\frac{K}{\pi}\left(\eta_{1}-i t\right), k^{\prime}\right]}{\operatorname{sn}^{2}\left[\frac{K}{\pi}\left(\eta_{1}-i t\right), k^{\prime}\right]} d t . \tag{9.1}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\left.D_{12}\right|_{\theta_{1}=\pi}=\frac{K^{2}}{4 \pi^{4} a} \psi_{1}^{3 / 2} \int_{0}^{\pi} \operatorname{Re} \frac{\operatorname{dn}\left[\frac{K}{\pi}\left(\eta_{1}-i t\right), k^{\prime}\right]}{\operatorname{sn}^{2}\left[\frac{K}{\pi}\left(\eta_{1}-i t\right), k^{\prime}\right]} \sec \frac{t}{2} d t . \tag{9.2}
\end{equation*}
$$

Noting that $\mathrm{dn} u / \operatorname{sn}^{2} u=-(d / d u)$ cs $u$, and referring to [23, p. 512], we obtain

$$
\begin{equation*}
\frac{\operatorname{dn}\left(\frac{K z}{\pi}, k^{\prime}\right)}{\operatorname{sn}^{2}\left(\frac{K z}{\pi}, k^{\prime}\right)}=\left(\frac{\pi}{2 K^{\prime}}\right)^{2} \csc ^{2} \frac{K z}{2 K^{\prime}}+\frac{2 \pi^{2}}{K^{\prime 2}} \sum_{n=1}^{\infty} \frac{n q^{\prime 2 n}}{1+q^{\prime 2 n}} \cos \frac{n K z}{K^{\prime}} \tag{9.3}
\end{equation*}
$$

[^92]for $|\operatorname{Im} z|<2 \pi$. In particular, (9.3) holds for $\operatorname{Im} z=-\pi$. Hence, the left-hand side of (9.3) is purely imaginary for $z=\eta_{1}-i \pi$, and we have $\operatorname{Re} \frac{\operatorname{dn}\left[\frac{K}{\pi}\left(\eta_{1}-i t\right), k^{\prime}\right]}{\operatorname{sn}^{2}\left[\frac{K}{\pi}\left(\eta_{1}-i t\right), k^{\prime}\right]}=\frac{1}{2}\left(\frac{\pi}{K^{\prime}}\right)^{2}\left\{\frac{1-\cos \frac{K \eta_{1}}{K^{\prime}} \cosh \frac{K t}{K^{\prime}}}{\left(\cosh \frac{K t}{K^{\prime}}-\cos \frac{K \eta_{1}}{K^{\prime}}\right)^{2}}-\frac{1-\cos \frac{K \eta_{1}}{K^{\prime}} \cosh \frac{K \pi}{K^{\prime}}}{\left(\cosh \frac{K \pi}{K^{\prime}}-\cos \frac{K \eta_{1}}{K^{\prime}}\right)^{2}}\right\}$
\[

$$
\begin{equation*}
+2\left(\frac{\pi}{K^{\prime}}\right)^{2} \sum_{n=1}^{\infty} \frac{n q^{\prime 2 n} \cos \frac{n K \eta_{1}}{K^{\prime}}}{1+q^{\prime 2 n}}\left(\cosh \frac{n K t}{K^{\prime}}-\cosh \frac{n K \pi}{K^{\prime}}\right) . \tag{9.4}
\end{equation*}
$$

\]

From (9.2) and (9.4), justifying interchange of summation and integration by the Weierstrass test, we obtain
$\left.D_{12}\right|_{\theta_{1}=\pi}=\frac{\psi_{1}^{3 / 2}}{8 \pi^{2} a}\left(\frac{K}{K^{\prime}}\right)^{2}\left\{\int_{0}^{\pi}\left[\frac{1-\cos \frac{K \eta_{1}}{K^{\prime}} \cosh \frac{K t}{K^{\prime}}}{\left(\cosh \frac{K t}{K^{\prime}}-\cos \frac{K \eta_{1}}{K^{\prime}}\right)^{2}}-\frac{1-\cos \frac{K \eta_{1}}{K^{\prime}} \cosh \frac{K \pi}{K^{\prime}}}{\left(\cosh \frac{K \pi}{K^{\prime}}-\cos \frac{K \eta_{1}}{K^{\prime}}\right)^{2}}\right] \sec \frac{t}{2} d t\right.$

$$
\begin{equation*}
\left.+4 \sum_{n=1}^{\infty} \frac{n q^{\prime 2 n}}{1+q^{\prime n}} \cos \frac{n K \eta_{1}}{K^{\prime}} \int_{0}^{\pi}\left(\cosh \frac{n K t}{K^{\prime}}-\cosh \frac{n K \pi}{K^{\prime}}\right) \sec \frac{t}{2} d t\right\} \tag{9.5}
\end{equation*}
$$

Denoting the sum in (9.5) by $S$ and the integral in the summation by $I$, we have

$$
\begin{align*}
|I| & =2 \int_{0}^{\pi} \frac{\sinh \frac{n K(\pi+t)}{2 K^{\prime}} \sinh \frac{n K(\pi-t)}{2 K^{\prime}}}{\cos (t / 2)} d t \\
& <2 \pi \sinh \frac{n K \pi}{K^{\prime}} \int_{0}^{n K \pi / 2 K^{\prime}} \frac{\sinh t}{t} d t  \tag{9.6}\\
& <2 \pi \sinh \frac{n K \pi}{K^{\prime}} \cosh \frac{n K \pi}{2 K^{\prime}} \\
& <\pi q^{\prime-3 n / 2}
\end{align*}
$$

and

$$
\begin{equation*}
|S|<\pi \sum_{n=1}^{\infty} n q^{\prime n / 2}=\pi \frac{q^{\prime 1 / 2}}{\left(1-q^{\prime 1 / 2}\right)^{2}} \tag{9.7}
\end{equation*}
$$

Hence, with $\delta=\eta_{1}-\eta_{2}=\pi K^{\prime} / K$ as before and $\mu=K \eta_{1} / K^{\prime}$, we have

$$
\begin{equation*}
\left.D_{12}\right|_{\theta_{1}=\pi}=\frac{\psi_{1}^{3 / 2}}{8 \pi a \delta}\left\{\int_{0}^{\pi^{2} / \delta}\left[g(u)-g\left(\pi^{2} / \delta\right)\right] \sec \frac{\delta u}{2 \pi} d u+R^{(1)}\right\}, \tag{9.8}
\end{equation*}
$$

where

$$
\begin{equation*}
g(u)=\frac{1-\cos \mu \cosh u}{(\cosh u-\cos \mu)^{2}}, \tag{9.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|R^{(1)}\right|<\frac{4 \pi q^{\prime 1 / 2}}{\left(1-q^{1 / 2}\right)^{2}} \tag{9.10}
\end{equation*}
$$

We have the identity

$$
\begin{equation*}
\sec x=\sum_{m=0}^{n} \frac{(-1)^{m} E_{2 m}}{(2 m)!} x^{2 m}+\frac{(-4)^{n+1} x^{2 n+2}}{(2 n+1)!\cos x} \int_{0}^{1 / 2} E_{2 n+1}(t) \cos 2 x t d t \tag{9.11}
\end{equation*}
$$

[15, p. 35], where the $E_{m}$ and $E_{m}(t)$ are the Euler numbers and Euler polynomials, respectively. Noting that $(-1)^{n+1} E_{2 n+1}(t) \geqq 0$ for $0 \leqq t \leqq \frac{1}{2}$, and referring to [15, pp. 24-25], we obtain

$$
\begin{equation*}
(-1)^{n+1} \int_{0}^{1 / 2} E_{2 n+1}(t) \cos 2 x t d t<(-1)^{n+1} \int_{0}^{1 / 2} E_{2 n+1}(t) d t=\frac{(-1)^{n+1} E_{2 n+2}}{(2 n+2) 2^{2 n+2}} \tag{9.12}
\end{equation*}
$$

when $0<x<\pi / 2$. We therefore have

$$
\begin{align*}
\int_{0}^{\pi^{2} / \delta} & {\left[g(u)-g\left(\pi^{2} / \delta\right)\right] \sec \frac{\delta u}{2 \pi} d u } \\
& =\sum_{m=0}^{n} \frac{(-1)^{m} E_{2 m}}{(2 m)!}\left(\frac{\delta}{2 \pi}\right)^{2 m} \int_{0}^{\pi^{2} / \delta} u^{2 m}\left[g(u)-g\left(\pi^{2} / \delta\right)\right] d u+R_{n}^{(2)}, \tag{9.13}
\end{align*}
$$

where

$$
\begin{equation*}
\left|R_{n}^{(2)}\right|<\frac{(-1)^{n+1} E_{2 n+2}}{(2 n+2)!}\left(\frac{\delta}{2 \pi}\right)^{2 n+2} \int_{0}^{\pi^{2} / \delta} u^{2 n+2}\left|g(u)-g\left(\pi^{2} / \delta\right)\right| \sec \frac{\delta u}{2 \pi} d u . \tag{9.14}
\end{equation*}
$$

We have $\mu=\pi \eta_{1} /\left(\eta_{1}-\eta_{2}\right)$, and hence, $\mu$ takes the values $0 \leqq \mu<\pi$ when $0 \leqq \eta_{1}<\infty$. When $0 \leqq \mu \leqq \pi$, we find that

$$
\begin{align*}
|g(u)| & <\frac{1+\cosh u}{(\cosh u-1)^{2}}=\frac{2\left(1+e^{-u}\right)^{2}}{\left(1-e^{-u}\right)^{4}} e^{-u} \\
& <7.04 e^{-u} \tag{9.15}
\end{align*}
$$

when $u>\log 5$, and

$$
\begin{equation*}
|g(u)|<2.0001 e^{-u} \tag{9.16}
\end{equation*}
$$

when $u>12$. Similarly, from

$$
\begin{equation*}
g^{\prime}(u)=-\frac{2 \sin ^{2} \mu \sinh u}{(\cosh u-\cos \mu)^{3}}+\frac{\cos \mu \sinh u}{(\cosh u-\cos \mu)^{2}}, \tag{9.17}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\left|g^{\prime}(u)\right| & <\frac{2 \sinh u}{(\cosh u-1)^{3}}+\frac{\sinh u}{(\cosh u-1)^{2}} \\
& =\left[\frac{8\left(1+e^{-u}\right) e^{-u}}{\left(1-e^{-u}\right)^{5}}+\frac{2\left(1+e^{-u}\right)}{\left(1-e^{-u}\right)^{3}}\right] e^{-u}  \tag{9.18}\\
& <2.0001 e^{-u}
\end{align*}
$$

when $0 \leqq \mu \leqq \pi$ and $u>12$. We also have

$$
\begin{equation*}
u^{2}|g(u)|<\frac{u^{2}(1-\cos \mu)}{\left(1-\cos \mu+u^{2} / 2\right)^{2}}<1 \tag{9.19}
\end{equation*}
$$

for all $u>0$ and for $0 \leqq \mu \leqq \pi$, and

$$
\begin{equation*}
x_{n} e^{-x} \leqq \int_{x}^{\infty} u^{n} e^{-u} d u<2 x^{n} e^{-x} \tag{9.20}
\end{equation*}
$$

for $x>2 n, n \geqq 0$. The second inequality follows from the asymptotic expansion for the incomplete gamma function [1, p. 263], and can also be obtained by use of integration by parts and induction. From the preceding, we find that

$$
\begin{aligned}
& \int_{0}^{\pi^{2} / 2 \delta} \quad u^{2 n+2}\left|g(u)-g\left(\pi^{2} / \delta\right)\right| \sec \frac{\delta u}{2 \pi} d u \\
& \quad<\sqrt{2} \int_{0}^{\log 5} u^{2 n} d u+7.04 \sqrt{2} \int_{\log 5}^{\pi^{2} / 2 \delta} u^{2 n+2} e^{-u} d u+\frac{7.04 \sqrt{2}}{2 n+3}\left(\frac{\pi^{2}}{2 \delta}\right)^{2 n+3} e^{-\pi^{2} / \delta} \\
& =\sqrt{2} \int_{0}^{\log 5}\left[u^{2 n}-7.04 u^{2 n+2} e^{-u}\right] d u \\
& \quad+7.04 \sqrt{2} \int_{0}^{\pi^{2} / 2 \delta} u^{2 n+2} e^{-u} d u+\frac{7.04 \sqrt{2}}{2 n+3}\left(\frac{\pi^{2}}{2 \delta}\right)^{2 n+3} e^{-\pi^{2} / \delta} \\
& \quad<7.04 \sqrt{2}\left\{(2 n+2)!-\left(\pi^{2} / 2 \delta\right)^{2 n+2} e^{-\pi^{2} / 2 \delta}\left[1-\frac{e^{-1}}{2 n+3}\right]\right\} \\
& \quad<7.04 \sqrt{2}(2 n+2)!
\end{aligned}
$$

for $0 \leqq \mu \leqq \pi$ and $\pi^{2} / \delta>4 n+4, \quad n \geqq 0$, since $\log 5<2, \quad\left(\pi^{2} / 2 \delta\right)^{2 n+2} e^{-\pi^{2} / 2 \delta}<$ $(2 n+2)!/ 2 \sqrt{\pi}$, and $\int_{0}^{\log 5}\left(u^{2 n}-7.04 u^{2 n+2} e^{-u}\right) d u<\int_{0}^{\log 5}\left(u^{2 n}-7.04 u^{2 n+2} / 5\right) d u<0$. Noting that $\left|g(u)-g\left(\pi^{2} / \delta\right)\right|^{\prime} \leqq\left|g^{\prime}(u)\right|$, we find from (9.18) that

$$
\begin{align*}
\left|g(u)-g\left(\frac{\pi^{2}}{\delta}\right)\right| \sec \frac{\delta u}{2 \pi} & <2.0001\left(e^{-u}-e^{-\pi^{2} / \delta}\right) \sec \frac{\delta u}{2 \pi} \\
& <\frac{4.0002 \pi}{\delta}\left(\frac{e^{-u}-e^{-\pi^{2} / \delta}}{\pi^{2} / \delta-u}\right)  \tag{9.22}\\
& <\frac{4.0002 \pi}{\delta} e^{-u}
\end{align*}
$$

for $u>12$. Hence,

$$
\begin{align*}
\int_{\pi^{2} / 2 \delta}^{\pi^{2} / \delta} u^{2 n+2}\left|g(u)-g\left(\pi^{2} / \delta\right)\right| \sec \frac{\delta u}{2 \pi} d u & <\frac{8.0004}{\pi}\left(\frac{\pi^{2}}{2 \delta}\right) \int_{\pi^{2} / 2 \delta}^{\pi^{2} / \delta} u^{2 n+2} e^{-u} d u \\
& <\frac{16.0008}{\pi}\left(\frac{\pi^{2}}{2 \delta}\right)^{2 n+3} e^{-\pi^{2} / 2 \delta} \tag{9.23}
\end{align*}
$$

when $\pi^{2} / \delta>24$. It follows from (9.21) and (9.23) that $R_{n}^{(2)}=O\left(\delta^{2 n+2}\right)$ as $\delta \rightarrow 0$, and hence, that the right-hand side of (9.13) is an asymptotic expansion. We see that (9.13) is also convergent, since it can be shown that integration and summation can be interchanged when the Maclaurin series for $\sec (\delta u / 2 \pi)$ is substituted in the left side of (9.13). Alternatively, it can be shown directly that $R_{n}^{(2)}$ is $O\left(n^{-1}\right)$ as $n \rightarrow \infty$ and that the $n$th term of the series in (9.13) is $O\left(n^{-2}\right)$.

To obtain a simpler, but divergent, asymptotic expansion, we write

$$
\begin{align*}
& \sum_{m=0}^{n} \frac{(-1)^{m} E_{2 m}}{(2 m)!}\left(\frac{\delta}{2 \pi}\right)^{2 m} \int_{0}^{\pi^{2} / \delta} u^{2 m}\left[g(u)-g\left(\pi^{2} / \delta\right)\right] d u \\
& \quad=\sum_{m=0}^{n} \frac{(-1)^{m} E_{2 m}}{(2 m)!}\left(\frac{\delta}{2 \pi}\right)^{2 m} \int_{0}^{\infty} u^{2 m} g(u) d u+R_{n}^{(3)}, \tag{9.24}
\end{align*}
$$

where

$$
\begin{equation*}
R_{n}^{(3)}=-\sum_{m=0}^{n} \frac{(-1)^{m} E_{2 m}}{(2 m)!}\left(\frac{\delta}{2 \pi}\right)^{2 m}\left\{\int_{\pi^{2} / \delta}^{\infty} u^{2 m} g(u) d u+\frac{g\left(\pi^{2} / \delta\right)}{2 m+1}\left(\frac{\pi^{2}}{\delta}\right)^{2 m+1}\right\} \tag{9.25}
\end{equation*}
$$

It follows from (9.16) and (9.20) that

$$
\begin{equation*}
\left|R_{n}^{(3)}\right|<\sum_{m=0}^{n} \frac{(-1)^{m} E_{2 m}}{(2 m)!}\left(\frac{\pi}{2}\right)^{2 m}\left\{2 e^{-\pi^{2} / \delta}+\frac{2.0001}{2 m+1}\left(\frac{\pi^{2}}{\delta}\right) e^{-\pi^{2} / \delta}\right\} \tag{9.26}
\end{equation*}
$$

for $\pi^{2} / \delta>12$.
Referring to [4, p. 38], we have

$$
\begin{align*}
\int_{0}^{\infty} u^{2 m} g(u) d u & =-\frac{d}{d \mu} \sin \mu \int_{0}^{\infty} \frac{u^{2 m} d u}{\cosh u-\cos \mu} \\
& =(-1)^{m}(2 \pi)^{2 m} B_{2 m}\left(\frac{\mu}{2 \pi}\right), \tag{9.27}
\end{align*}
$$

where $B_{n}(x)$ is the $n$th Bernoulli polynomial. Finally, noting that $\delta=-\log q$, we obtain the asymptotic expansion

$$
\begin{equation*}
\left.D_{12}\right|_{\theta_{1}=\pi}=-\frac{\psi_{1}^{3 / 2}}{8 \pi a \log q}\left\{\sum_{m=0}^{n} \frac{E_{2 m} B_{2 m}(\mu / 2 \pi)}{(2 m)!}(\log q)^{2 m}+R_{n}\right\} \tag{9.28}
\end{equation*}
$$

for $|\log q|<\pi^{2} /(4 n+12), n \geqq 0$, where

$$
\begin{equation*}
R_{n}=R^{(1)}+R_{n}^{(2)}+R_{n}^{(3)} . \tag{9.29}
\end{equation*}
$$

When $\delta$ is sufficiently small, we can obtain more convenient bounds for the exponentially small terms in the remainder. By use of the inequality

$$
\begin{equation*}
(2 n+2)!>(2 n+2)^{2 n+2} e^{-(2 n+2)} \sqrt{2 \pi(2 n+2)} \tag{9.30}
\end{equation*}
$$

$n \geqq 0$, we obtain

$$
\begin{equation*}
\frac{x^{2 n+3} e^{-x}}{(2 n+2)!}<\left(\frac{x}{2 n+2}\right)^{2 n+3} e^{-x+2 n+2} \sqrt{\frac{n+1}{\pi}} \tag{9.31}
\end{equation*}
$$

for $x>0$. We see that $x^{2 n+3} e^{-x}$ is decreasing for $x>2 n+3$. Hence, when $x>2 c(n+1)$, $c>1$, we have

$$
\begin{align*}
\frac{x^{2 n+3} e^{-x}}{(2 n+2)!} & <c^{2 n+3} e^{-(c-1)(2 n+2)} \sqrt{\frac{n+1}{\pi}} \\
& <\frac{c^{3} e^{-2(c-1)}}{\sqrt{\pi}} \tag{9.32}
\end{align*}
$$

since the right side of the first line of (9.32) is decreasing with respect to $n$ for $n \geqq 0$. In particular, we find

$$
\begin{equation*}
\frac{x^{2 n+3} e^{-x}}{(2 n+2)!}<\frac{3^{3} e^{-4}}{\sqrt{\pi}}<0.28, \quad x>6 n+6 \tag{9.33}
\end{equation*}
$$

$$
\begin{equation*}
<\frac{6^{3} e^{-10}}{\sqrt{\pi}}<0.0056, \quad x>12 n+12 \tag{9.34}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\frac{x^{2 n+2} e^{-x}}{(2 n+2)!}<\frac{6^{2} e^{-10}}{2 \sqrt{\pi}}<0.0005 \tag{9.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{x^{2 n+2} e^{-x / 2}}{(2 n+2)!}<\frac{6^{2} e^{-4}}{2 \sqrt{\pi}}<0.1861 \tag{9.36}
\end{equation*}
$$

when $x>12 n+12$.
From (9.10) and (9.36), we obtain

$$
\begin{equation*}
\left|R^{(1)}\right|<2.36(2 n+2)!\left(\frac{\delta}{\pi^{2}}\right)^{2 n+2} \tag{9.37}
\end{equation*}
$$

when $\pi^{2} / \delta>12 n+12$. Similarly, from (9.14), (9.21), (9.23), and (9.33), it follows that

$$
\begin{equation*}
\left|R_{n}^{(2)}\right|<11.4(-1)^{n+1} E_{2 n+2}\left(\frac{\pi}{2}\right)^{2 n+2}\left(\frac{\delta}{\pi^{2}}\right)^{2 n+2} \tag{9.38}
\end{equation*}
$$

Using the inequality

$$
\begin{equation*}
\frac{(-1)^{n} E_{2 n}}{(2 n)!}\left(\frac{\pi}{2}\right)^{2 n}<\frac{4}{\pi} \tag{9.39}
\end{equation*}
$$

[1, p. 805], we obtain the simpler bounds

$$
\begin{equation*}
\left|R_{n}^{(2)}\right|<14.6(2 n+2)!\left(\frac{\delta}{\pi^{2}}\right)^{2 n+2} \tag{9.40}
\end{equation*}
$$

$\pi^{2} / \delta>12 n+12$, and

$$
\begin{equation*}
\left|R_{n}^{(3)}\right|<\frac{8}{\pi}(n+1) e^{-\pi^{2} / \delta}+\frac{8.0004}{\pi}\left(\frac{\pi^{2}}{\delta}\right) e^{-\pi^{2} / \delta} \sum_{m=0}^{n} 1 /(2 m+1) \tag{9.41}
\end{equation*}
$$

$\pi^{2} / \delta>12$. As in (9.31)-(9.36), we find that $(n+1) x^{2 n+2} e^{-x}$ and $x^{2 n+3} e^{-x} \sum_{m=0}^{n} 1 /(2 m+1)$ have the same upper bounds as (9.35) and (9.34), respectively, when $x>12 n+12$. We therefore obtain

$$
\begin{equation*}
\left|R_{n}^{(3)}\right|<0.016(2 n+2)!\left(\frac{\delta}{\pi^{2}}\right)^{2 n+2} \tag{9.42}
\end{equation*}
$$

when $\pi^{2} / \delta>12 n+12$, which is almost negligible compared with $R^{(1)}$ and $R_{n}^{(2)}$. Finally, we have

$$
\begin{equation*}
\left|R_{n}\right|<17.0(2 n+2)!\left(\frac{\delta}{\pi^{2}}\right)^{2 n+2} \tag{9.43}
\end{equation*}
$$

for $\pi^{2} / \delta>12 n+12$ and $0 \leqq \mu \leqq \pi$.
We see that $\mu$ is a function of $\varepsilon$ for given values of $r_{1}$ and $r_{2}$ except in the cases $r_{1} \rightarrow \infty$ with $r_{2}$ constant, $r_{1}=r_{2}$, and $r_{2} \rightarrow \infty$ with $r_{1}$ constant. We then have $\mu=0, \pi / 2$, and $\pi$, respectively. In the case $\mu=0$, sphere 1 is an infinite plane when $r_{2}$ is finite. Similarly, when $\mu=\pi$, sphere 2 is an infinite plane when $r_{1}$ is finite. We have

$$
\begin{align*}
B_{2 n}(\mu / 2 \pi) & =B_{2 n}, \quad \mu=0 \\
& =-2^{-2 n}\left(1-2^{1-2 n}\right) B_{2 n}, \quad \mu=\pi / 2  \tag{9.44}\\
& =-\left(1-2^{1-2 n}\right) B_{2 n}, \quad \mu=\pi
\end{align*}
$$

[1, pp. 805-806], and from (2.9)-(2.12),

$$
\begin{align*}
-\log q & =\sinh ^{-1} \frac{a}{r_{2}} \sim \sqrt{\frac{2 \varepsilon}{r_{2}}}, & & \mu=0 \\
& =2 \sinh ^{-1} \frac{a}{r} \sim 2 \sqrt{\frac{\varepsilon}{r}}, & & r_{1}=r_{2}=r  \tag{9.45}\\
& =\sinh ^{-1} \frac{a}{r_{1}} \sim \sqrt{\frac{2 \varepsilon}{r_{1}}}, & & \mu=\pi .
\end{align*}
$$

We can express (9.28) as an asymptotic expansion in powers of $\varepsilon$ by use of (2.7)-(2.9). The approximation of lowest order is given by

$$
\begin{equation*}
\left.D_{12}\right|_{\theta_{1}=\pi}=(2 \pi \varepsilon)^{-1}[1+O(\varepsilon)], \tag{9.46}
\end{equation*}
$$

and is independent of the radii. The leading term of (9.46) is also given by an approximate analysis of Maxwell [12, p. 154] for the case of two nearly parallel charged surfaces.
10. Integral representations for the limiting charge density as $\boldsymbol{\varepsilon} \rightarrow \mathbf{0}$. It follows from (7.1), (9.1), and (9.3) that
$D_{11}=\frac{\psi_{1}^{3 / 2}}{4 \pi^{2} a}\left(\frac{K}{K^{\prime}}\right)^{2}\left\{\sin \frac{K \eta_{1}}{K^{\prime}} \int_{\theta_{1}}^{\pi} \frac{\sinh \frac{K t}{K^{\prime}} d t}{\left(\cosh \frac{K t}{K^{\prime}}-\cos \frac{K \eta_{1}}{K^{\prime}}\right)^{2}\left(2 \cos \theta_{1}-2 \cos t\right)^{1 / 2}}\right.$

$$
\begin{equation*}
\left.+4 \sum_{n=1}^{\infty} \frac{n q^{\prime 2 n} \sin \frac{n K \eta_{1}}{K^{\prime}}}{1+q^{2 n}} \int_{\theta_{1}}^{\pi} \frac{\sinh \frac{n K t}{K^{\prime}} d t}{\left(2 \cos \theta_{1}-2 \cos t\right)^{1 / 2}}\right\} \tag{10.1}
\end{equation*}
$$

and

$$
\begin{align*}
& D_{12}=\frac{\psi_{1}^{3 / 2}}{4 \pi^{2} a}\left(\frac{K}{K^{\prime}}\right)^{2}\left\{\int_{0}^{\theta_{1}} \frac{\left(1-\cos \frac{K \eta_{1}}{K^{\prime}} \cosh \frac{K t}{K^{\prime}}\right) d t}{\left(\cosh \frac{K t}{K^{\prime}}-\cos \frac{K \eta_{1}}{K^{\prime}}\right)^{2}\left(2 \cos t-2 \cos \theta_{1}\right)^{1 / 2}}\right. \\
& \text { (10.2) }  \tag{10.2}\\
& \left.\quad+4 \sum_{n=1}^{\infty} \frac{n q^{\prime 2 n} \cos \frac{n K \eta_{1}}{K^{\prime}}}{1+q^{\prime 2 n}} \int_{0}^{\theta_{1}} \frac{\cosh \frac{n K t}{K^{\prime}} d t}{\left(2 \cos t-2 \cos \theta_{1}\right)^{1 / 2}}\right\}
\end{align*}
$$

when $0<\theta_{1}<\pi$. Let the sums in (10.1) and (10.2) be denoted by $S_{1}$ and $S_{2}$, respectively. We have

$$
\begin{align*}
\left|\int_{\theta_{1}}^{\pi} \frac{\sinh \frac{n K t}{K^{\prime}} d t}{\left(2 \cos \theta_{1}-2 \cos t\right)^{1 / 2}}\right| & <\sinh \frac{n K \pi}{K^{\prime}} \int_{\theta_{1}}^{\pi} \frac{d t}{\left(2 \cos \theta_{1}-2 \cos t\right)^{1 / 2}}  \tag{10.3}\\
& <\frac{1}{2} q^{\prime-n} K\left(\cos \theta_{1}\right)
\end{align*}
$$

where $K(k)$ is the complete elliptic integral of the first kind with modulus $k$. Hence,

$$
\begin{align*}
\left|S_{1}\right| & <\frac{1}{2} K\left(\cos \theta_{1}\right) \sum_{n=1}^{\infty} n q^{\prime n}=\frac{q^{\prime} K\left(\cos \theta_{1}\right)}{2\left(1-q^{\prime}\right)^{2}} \\
& =O\left[q^{\prime} \log (1-q)\right] \tag{10.4}
\end{align*}
$$

as $\varepsilon \rightarrow 0$. Similarly,

$$
\begin{equation*}
\left|\int_{0}^{\theta_{1}} \frac{\cosh \frac{n K t}{K^{\prime}} d t}{\left(2 \cos t-2 \cos \theta_{1}\right)^{1 / 2}}\right|<q^{-n} K\left(\sin \theta_{1}\right), \tag{10.5}
\end{equation*}
$$

and

$$
\begin{align*}
\left|S_{2}\right| & <\frac{q^{\prime} K\left(\sin \theta_{1}\right)}{\left(1-q^{\prime}\right)^{2}} \\
& =O\left(q^{\prime}\right) . \tag{10.6}
\end{align*}
$$

It follows that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{11}=\lim _{\varepsilon \rightarrow 0} \frac{\psi_{1}^{3 / 2}}{4 \pi^{2} a}\left(\frac{K}{K^{\prime}}\right)^{2} \sin \frac{K \eta_{1}}{K^{\prime}} I_{1} \tag{10.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{12}=\lim _{\varepsilon \rightarrow 0} \frac{\psi_{1}^{3 / 2}}{4 \pi^{2} a}\left(\frac{K}{K^{\prime}}\right)^{2} I_{2}, \tag{10.8}
\end{equation*}
$$

where

$$
\begin{align*}
& I_{1}=\int_{\theta_{1}}^{\pi} \frac{\sinh \frac{K t}{K^{\prime}} d t}{\left(\cosh \frac{K t}{K^{\prime}}-\cos \frac{K \eta_{1}}{K^{\prime}}\right)^{2}\left(2 \cos \theta_{1}-2 \cos t\right)^{1 / 2}},  \tag{10.9}\\
& I_{2}=\int_{0}^{\theta_{1}} \frac{\left(1-\cos \frac{K \eta_{1}}{K^{\prime}} \cosh \frac{K t}{K^{\prime}}\right) d t}{\left(\cosh \frac{K t}{K^{\prime}}-\cos \frac{K \eta_{1}}{K^{\prime}}\right)^{2}\left(2 \cos t-2 \cos \theta_{1}\right)^{1 / 2}} .
\end{align*}
$$

Substituting $\sin (t / 2)=u \sin \left(\theta_{1} / 2\right)$ in (10.9) and (10.10), we obtain

$$
\begin{equation*}
I_{1}=\int_{1}^{\csc \left(\theta_{1} / 2\right)} \frac{\sinh \frac{K t(u)}{K^{\prime}} d u}{\left[\cosh \frac{K t(u)}{K^{\prime}}-\cos \frac{K \eta_{1}}{K^{\prime}}\right]^{2} \sqrt{u^{2}-1}} \tag{10.11}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=\int_{0}^{1} \frac{\left(1-\cos \frac{K \eta_{1}}{K^{\prime}} \cosh \frac{K t(u)}{K^{\prime}}\right) d u}{\left[\cosh \frac{K t(u)}{K^{\prime}}-\cos \frac{K \eta_{1}}{K^{\prime}}\right]^{2} \sqrt{1-u^{2}}} \tag{10.12}
\end{equation*}
$$

where $t(u)=2 \sin ^{-1}\left(u \sin \left(\theta_{1} / 2\right)\right)$. We have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{K \eta_{1}}{K^{\prime}}=\beta, \tag{10.13}
\end{equation*}
$$

where $\beta$ is given by (7.7), and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{K t(u)}{K^{\prime}}=\lim _{\varepsilon \rightarrow 0} \frac{K \theta_{1} u}{K^{\prime}}=\alpha u, \tag{10.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=\beta \cot \left(\omega_{1} / 2\right) \tag{10.15}
\end{equation*}
$$

We also have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{\psi_{1}^{3 / 2}}{4 \pi^{2} a}\left(\frac{K}{K^{\prime}}\right)^{2}=\frac{r_{2}^{2} \csc ^{3}\left(\omega_{1} / 2\right)}{4 r_{1}\left(r_{1}+r_{2}\right)^{2}} \tag{10.16}
\end{equation*}
$$

It can be shown by the Weierstrass test that $I_{1}$ and $I_{2}$ are uniformly convergent with respect to $\varepsilon$ in an interval $0 \leqq \varepsilon \leqq \varepsilon_{1}$ for $0<\omega_{1} \leqq \pi$. Hence, they are continuous at $\varepsilon=0$. Finally, when $\omega_{1} \neq 0$, we obtain

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{11}=\frac{r_{2}^{2} \csc ^{3}\left(\omega_{1} / 2\right)}{4 r_{1}\left(r_{1}+r_{2}\right)^{2}} \sin \beta \int_{1}^{\infty} \frac{\sinh \alpha u d u}{(\cosh \alpha u-\cos \beta)^{2} \sqrt{u^{2}-1}} \tag{10.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{12}=\frac{r_{2}^{2} \csc ^{3}\left(\omega_{1} / 2\right)}{4 r_{1}\left(r_{1}+r_{2}\right)^{2}} \int_{0}^{1} \frac{(1-\cos \beta \cosh \alpha u) d u}{(\cosh \alpha u-\cos \beta)^{2} \sqrt{1-u^{2}}} \tag{10.18}
\end{equation*}
$$

The discussion for $D_{11}$ holds also for $D_{1}^{*}$ when we assume that (8.5) is satisfied, giving

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{1}^{*}=-\lim _{\varepsilon \rightarrow 0} \frac{\psi_{0}^{1 / 2} \psi_{1}^{3 / 2}}{8 \pi^{2} a^{2}}\left(\frac{K}{K^{\prime}}\right)^{2} \sin \frac{K\left(\eta_{1}-\eta_{0}\right)}{K^{\prime}} I_{3}, \tag{10.19}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{3}=\int_{\gamma_{1}}^{\pi} \frac{\sinh \frac{K t}{K^{\prime}} d t}{\left(\cosh \frac{K t}{K^{\prime}}-\cos \frac{K\left(\eta_{1}-\eta_{0}\right)}{K^{\prime}}\right)^{2}\left(2 \cos \gamma_{1}-2 \cos t\right)^{1 / 2}} . \tag{10.20}
\end{equation*}
$$

Proceeding as before, we find

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{1}^{*}=-\frac{r_{2}^{2} \csc ^{3}\left(\omega_{1} / 2\right)}{4 r_{1}\left(r_{1}+r_{2}\right)^{2}\left(x_{0}^{2}+\rho_{0}^{2}\right)^{1 / 2}} \sin \lambda \int_{1}^{\infty} \frac{\sinh \kappa u d u}{(\cosh \kappa u-\cos \lambda)^{2} \sqrt{u^{2}-1}}, \tag{10.21}
\end{equation*}
$$

where

$$
\begin{align*}
\kappa & =\lim _{\varepsilon \rightarrow 0} K \gamma_{1} / K^{\prime} \\
& =\beta \sqrt{\cot ^{2}\left(\omega_{1} / 2\right)-2 h \cot \left(\omega_{1} / 2\right) \cos \left(\phi-\phi_{0}\right)+h^{2}} \tag{10.22}
\end{align*}
$$

and where $h$ and $\lambda$ are given by (8.14).
We see that (10.17) gives the charge density in the first problem when the spheres are tangent and at unit potential, and that (10.21) gives the charge density in the second problem when the spheres are tangent. Carl Neumann [13, p. 46] has expressed the latter in terms of a definite integral involving the Bessel function $J_{0}(z)$.
11. Expansions near $\boldsymbol{\omega}_{\mathbf{1}}=\mathbf{0}$ for the limits of $\boldsymbol{D}_{\mathbf{1 1}}$ and $\boldsymbol{D}_{\mathbf{1}}^{\boldsymbol{*}}$. We have

$$
\begin{align*}
\frac{\sinh \alpha u}{(\cosh \alpha u-\cos \beta)^{2}} & =-\frac{1}{u \sin \beta} \frac{\partial^{2}}{\partial \alpha \partial \beta} \log \left(1-e^{-\alpha u+i \beta}\right)\left(1-e^{-\alpha u-i \beta}\right)  \tag{11.1}\\
& =\frac{2}{\sin \beta} \sum_{n=1}^{\infty} n \sin n \beta e^{-n \alpha u}
\end{align*}
$$

for $\alpha u>0$ when $\beta$ is real. Substituting (11.1) in (10.17) and referring to [22, p. 172], we find

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{11}=\frac{r_{2}^{2} \csc ^{3}\left(\omega_{1} / 2\right)}{2 r_{1}\left(r_{1}+r_{2}\right)^{2}} \sum_{n=1}^{\infty} n \sin n \beta K_{0}(n \alpha), \tag{11.2}
\end{equation*}
$$

where $K_{0}(z)$ is the modified Bessel function of the second kind of order zero. The interchange of summation and integration is valid by [3, p. 495] as before. From the asymptotic expansion of $K_{0}(z)$ [23, p. 374], it follows that (11.2) is convergent for $0<\omega_{1}<\pi$. For sufficiently large $\alpha$, we have

$$
\begin{equation*}
\frac{K_{0}(n \alpha)}{K_{0}(\alpha)}=\frac{e^{-(n-1) \alpha}}{\sqrt{n}}\left[1+O\left(\alpha^{-1}\right)\right]<e^{-(n-1) \alpha}, \quad n \geqq 2 . \tag{11.3}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\left|\sum_{n=2}^{\infty} n \sin n \beta \frac{K_{0}(n \alpha)}{K_{0}(\alpha)}\right|<\sum_{n=1}^{\infty}(n+1) e^{-n \alpha}<\frac{2 e^{-\alpha}}{\left(1-e^{-\alpha}\right)^{2}}=O\left(e^{-\alpha}\right), \tag{11.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{\sin \beta} \sum_{n=1}^{\infty} n \sin n \beta K_{0}(n \alpha)=K_{0}(\alpha)\left[1+O\left(e^{-\alpha}\right)\right] . \tag{11.5}
\end{equation*}
$$

It follows that as $\omega_{1} \rightarrow 0$,

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} D_{11}= & \frac{r_{2}^{2} \csc ^{3}\left(\omega_{1} / 2\right)}{2 r_{1}\left(r_{1}+r_{2}\right)^{2}} \sin \beta K_{0}(\alpha)\left[1+O\left(e^{-\alpha}\right)\right] \\
= & \frac{r_{2}^{2} \csc ^{3}\left(\omega_{1} / 2\right) \sin \beta}{2 r_{1}\left(r_{1}+r_{2}\right)^{2}} \sqrt{\frac{\pi}{2 \alpha}} e^{-\alpha}  \tag{11.6}\\
& \cdot\left[1+\sum_{m=1}^{n}(-1)^{m} \frac{1^{2} \cdot 3^{2} \cdots(2 m-1)^{2}}{2^{3 m} m!\alpha^{m}}+O\left(\alpha^{-n-1}\right)\right] .
\end{align*}
$$

Expressed in terms of $\omega_{1}$, we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{11}=\frac{2 r_{2}^{2} \sin \beta}{r_{1}\left(r_{1}+r_{2}\right)^{2}} \sqrt{\frac{\pi}{\beta}} \omega_{1}^{-5 / 2} e^{-2 \beta / \omega_{1}}\left[1+O\left(\omega_{1}\right)\right] . \tag{11.7}
\end{equation*}
$$

Starting from (10.21), in the same way we find that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{1}^{*}=-\frac{r_{2}^{2} \csc ^{3}\left(\omega_{1} / 2\right)}{2 r_{1}\left(r_{1}+r_{2}\right)^{2}\left(x_{0}^{2}+\rho_{0}^{2}\right)^{1 / 2}} \sum_{n=1}^{\infty} n \sin n \lambda K_{0}(n \kappa) \tag{11.8}
\end{equation*}
$$

for $0<\lambda<\pi$ and $\kappa>0$ when (8.5) is satisfied, and that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{1}^{*}=-\frac{2 r_{2}^{2} \sin \lambda}{r_{1}\left(r_{1}+r_{2}\right)^{2}\left(x_{0}^{2}+\rho_{0}^{2}\right)^{1 / 2}} \sqrt{\frac{\pi}{\beta}} \omega_{1}^{-5 / 2} e^{-2 \beta / \omega_{1}}\left[1+O\left(\omega_{1}\right)\right] \tag{11.9}
\end{equation*}
$$

as $\omega_{1} \rightarrow 0$ with $\omega_{1}<2 \cot ^{-1} h$. When $\omega_{1}=2 \cot ^{-1} h$ while $\phi=\phi_{0}$, we have $\kappa=0$. We see that the latter occurs arbitrarily close to $\omega_{1}=0$ when $x_{0}=0$ and $\rho_{0}>0$ is sufficiently small.
12. An asymptotic expansion for the limit of $D_{12}$. When the integrand of

$$
\begin{equation*}
I=\int_{0}^{1} \frac{(1-\cos \beta \cosh \alpha u) d u}{(\cosh \alpha u-\cos \beta)^{2} \sqrt{1-u^{2}}} \tag{12.1}
\end{equation*}
$$

is expanded in powers of $e^{-\alpha u}$ as in $\S 11$ and integration and summation are interchanged, the resulting series does not converge. However, we can obtain an asymptotic
expansion for large $\alpha$ by use of the identity

$$
\begin{equation*}
\left(1-z^{2}\right)^{-1 / 2}=\sum_{m=0}^{n} \frac{(2 m)!}{2^{2 m}(m!)^{2}} z^{2 m}+f_{n}(z) \tag{12.2}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{n}(z)=\frac{(2 n+1)!}{2^{2 n}(n!)^{2}}\left(1-z^{2}\right)^{-1 / 2} \int_{0}^{z} t^{2 n+1}\left(1-t^{2}\right)^{-1 / 2} d t \tag{12.3}
\end{equation*}
$$

[26, p. 108], $n \geqq 0$, which is valid when $z^{2}-1$ is not a positive real number. When $0<x<1$, we can verify that

$$
\begin{equation*}
\int_{0}^{x} t^{2 n+1}\left(1-t^{2}\right)^{-1 / 2} d t<\frac{x^{2 n+2}}{1+\left(1-x^{2}\right)^{1 / 2}}<x^{2 n+2} \tag{12.4}
\end{equation*}
$$

and hence, that

$$
\begin{equation*}
0<f_{n}(x)<\frac{(2 n+1)!}{2^{2 n}(n!)^{2}} x^{2 n+2}\left(1-x^{2}\right)^{-1 / 2} \tag{12.5}
\end{equation*}
$$

From the preceding, we obtain

$$
\begin{equation*}
I=\sum_{m=0}^{n} \frac{(2 m)!}{2^{2 m}(m!)^{2}} \alpha^{-2 m-1} \int_{0}^{\alpha} \frac{(1-\cos \beta \cosh v) v^{2 m} d v}{(\cosh v-\cos \beta)^{2}}+R_{n}^{(1)} \tag{12.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|R_{n}^{(1)}\right|<\frac{(2 n+1)!}{2^{2 n}(n!)^{2}} \alpha^{-2 n-3} \int_{0}^{\alpha} \frac{|1-\cos \beta \cosh v| v^{2 n+2} d v}{(\cosh v-\cos \beta)^{2} \sqrt{1-\left(\frac{v}{\alpha}\right)^{2}}} \tag{12.7}
\end{equation*}
$$

for $n \geqq 0$. Referring to (9.15), (9.19), and (9.21), we find

$$
\begin{align*}
\int_{0}^{\alpha / 2} \frac{|1-\cos \beta \cosh v| v^{2 n+2} d v}{(\cosh v-\cos \beta)^{2} \sqrt{1-\left(\frac{v}{\alpha}\right)^{2}}} & <\frac{2}{\sqrt{3}} \int_{0}^{\alpha / 2} \frac{|1-\cos \beta \cosh v|}{(\cosh v-\cos \beta)^{2}} v^{2 n+2} d v \\
& <\frac{2}{\sqrt{3}} \int_{0}^{\log 5}\left(u^{2 n}-7.04 u^{2 n+2} e^{-u}\right) d u  \tag{12.8}\\
& +\frac{14.08}{\sqrt{3}} \int_{0}^{\alpha / 2} u^{2 n+2} e^{-u} d u \\
& <\frac{14.08}{\sqrt{3}}(2 n+2)!
\end{align*}
$$

for $0 \leqq \beta \leqq \pi$ and $\alpha>4 n+4, n \geqq 0$. We have

$$
\begin{equation*}
\int_{0}^{1} \frac{u^{2 n+2} d u}{\sqrt{1-u^{2}}}=\frac{(2 n+2)!}{2^{2 n+2}[(n+1)!]^{2}}\left(\frac{\pi}{2}\right)<\frac{1}{2} \sqrt{\frac{\pi}{n+1}}, \tag{12.9}
\end{equation*}
$$

$n \geqq 0$. The inequality follows by use of the asymptotic expansion for the gamma function. As in (9.15), it follows that

$$
\begin{equation*}
\frac{|1-\cos \beta \cosh v|}{(\cosh v-\cos \beta)^{2}}<2.005 e^{-v} \tag{12.10}
\end{equation*}
$$

when $v>8$. Using (12.10) and (9.30), and noting that $\alpha^{2 n+3} e^{-\alpha / 2}$ is a decreasing
function for $\alpha>4 n+6$, we obtain

$$
\int_{\alpha / 2}^{\alpha} \frac{|1-\cos \beta \cosh v| v^{2 n+2} d v}{(\cosh v-\cos \beta)^{2} \sqrt{1-\left(\frac{v}{\alpha}\right)^{2}}}<2.005 \alpha^{2 n+3} e^{-\alpha / 2} \int_{0}^{1} \frac{u^{2 n+2} d u}{\sqrt{1-u^{2}}}
$$

$$
\begin{align*}
& <\frac{2.005(2 n+2)!\alpha^{2 n+3} e^{-\alpha / 2}}{(2 n+2)^{2 n+2} e^{-2 n-2} \sqrt{2 \pi(2 n+2)}} \sqrt{\frac{\pi}{4 n+4}} \\
& =\frac{2.005}{2}(2 n+2)!\left(\frac{\alpha}{2 n+2}\right)^{2 n+3} e^{-\alpha / 2+2 n+2}  \tag{12.11}\\
& <\frac{2.005}{2} 8^{3} e^{-6}(2 n+2)! \\
& <1.273(2 n+2)!
\end{align*}
$$

when $\alpha>16 n+16, n \geqq 0$. Hence, it follows that (12.6) is an asymptotic expansion for $I$, where

$$
\begin{equation*}
\left|R_{n}^{(1)}\right|<9.403 \frac{(2 n+1)!}{2^{2 n}(n!)^{2}}(2 n+2)!\alpha^{-2 n-3} . \tag{12.12}
\end{equation*}
$$

As in the case of the asymptotic expansion of $\S 9$, (12.6) is also a convergent expansion. In order to obtain a simpler asymptotic expansion, for which the coefficients can be expressed in terms of known functions, we write

$$
\begin{align*}
\sum_{m=0}^{n} & \frac{(2 m)!}{2^{2 m}(m!)^{2}} \alpha^{-2 m-1} \int_{0}^{\alpha} \frac{(1-\cos \beta \cosh v) v^{2 m} d v}{(\cosh v-\cos \beta)^{2}}  \tag{12.13}\\
& =\sum_{m=0}^{n} \frac{(2 m)!}{2^{2 m}(m!)^{2}} \alpha^{-2 m-1} \int_{0}^{\infty} \frac{(1-\cos \beta \cosh v) v^{2 m} d v}{(\cosh v-\cos \beta)^{2}}+R_{n}^{(2)},
\end{align*}
$$

where

$$
\begin{equation*}
R_{n}^{(2)}=-\sum_{m=0}^{n} \frac{(2 m)!}{2^{2 m}(m!)^{2}} \alpha^{-2 m-1} \int_{\alpha}^{\infty} \frac{(1-\cos \beta \cosh v) v^{2 m} d v}{(\cosh v-\cos \beta)^{2}} . \tag{12.14}
\end{equation*}
$$

It follows from (9.16) and (9.20) that

$$
\begin{equation*}
\left|R_{n}^{(2)}\right|<4.0002 \alpha^{-1} e^{-\alpha} \sum_{m=0}^{n} \frac{(2 m)!}{2^{2 m}(m!)^{2}} \tag{12.15}
\end{equation*}
$$

for $\alpha>4 n+12$. Finally, referring to (9.27), we obtain the asymptotic expansion

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{12}=\frac{r_{2}^{2} \csc ^{3}\left(\omega_{1} / 2\right)}{4 \pi r_{1}\left(r_{1}+r_{2}\right)^{2}}\left\{\sum_{m=0}^{n} \frac{(-1)^{m}(2 m)!}{(m!)^{2}} B_{2 m}\left(\frac{\beta}{2 \pi}\right)\left(\frac{\pi}{\alpha}\right)^{2 m+1}+R_{n}\right\}, \tag{12.16}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{n}=R_{n}^{(1)}+R_{n}^{(2)} \tag{12.17}
\end{equation*}
$$

The preceding estimates for $R_{n}^{(1)}$ and $R_{n}^{(2)}$ hold for $\alpha>16 n+16$ and for $0 \leqq \beta \leqq \pi, n \geqq 0$.
From (12.12) and (12.9), we obtain

$$
\begin{align*}
\left|R_{n}^{(1)}\right| & <18.806 \alpha^{-3}, \quad n=0  \tag{12.18}\\
& <\frac{9.403(2 n+1)}{\sqrt{\pi n}}(2 n+2)!\alpha^{-2 n-3}, \quad n \geqq 1
\end{align*}
$$

when $\alpha>16 n+16$. Proceeding as in (9.30)-(9.36), we find that

$$
\begin{equation*}
\alpha^{2 n+2} e^{-\alpha} \sum_{m=0}^{n} \frac{(2 m)!}{2^{2 m}(m!)^{2}}<\frac{8^{2} e^{-14}}{2 \sqrt{\pi}}<0.000016 \tag{12.19}
\end{equation*}
$$

when $\alpha>16 n+16$. From (12.15) and (12.19), it follows that

$$
\begin{align*}
\left|R_{n}^{(2)}\right| & <4.0002 \alpha^{-2 n-3}\left\{\alpha^{2 n+2} e^{-\alpha} \sum_{m=0}^{n} \frac{(2 m)!}{2^{2 m}(m!)^{2}}\right\} \\
& <0.00007(2 n+2)!\alpha^{-2 n-3} . \tag{12.20}
\end{align*}
$$

Finally, we obtain

$$
\begin{align*}
\left|R_{n}\right| & <18.9 \alpha^{-3}, \quad n=0 \\
\quad & <\frac{9.45(2 n+1)}{\sqrt{\pi n}}(2 n+2)!\alpha^{-2 n-3}, \quad n \geqq 1 \tag{12.21}
\end{align*}
$$

when $\alpha>16 n+16$ and $0 \leqq \beta \leqq \pi$.
The case $\beta=\pi$ corresponds to the limit $r_{2} \rightarrow \infty$ with $r_{1}$ held constant. Hence, sphere 2 becomes the plane $x=0$ in this limit, and from (10.15), we find

$$
\begin{equation*}
\alpha=\pi \cot \left(\omega_{1} / 2\right) \tag{12.22}
\end{equation*}
$$

As $\omega_{1} \rightarrow 0$, we have

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} D_{12} & =\frac{r_{2}}{r_{1}\left(r_{1}+r_{2}\right)} \cdot \frac{1}{\pi \omega_{1}^{2}} \cdot\left[1+O\left(\omega_{1}^{2}\right)\right], \quad 0<\beta<\pi  \tag{12.23}\\
& =\frac{1}{\pi r_{1} \omega_{1}^{2}}\left[1+O\left(\omega_{1}^{2}\right)\right], \quad \beta=\pi
\end{align*}
$$

Similarly, the case $\beta=0$ is obtained by passing to the limit $r_{1} \rightarrow \infty$ with $r_{2}$ held constant. In this limit, sphere 1 becomes the plane $x=0$. Let ( $0, y_{1}, z_{1}$ ) be a given point on the plane $x=0$, with $\rho_{1}=\sqrt{y_{1}^{2}+z_{1}^{2}}$. Then taking the limits $r_{1} \rightarrow \infty$ and $\omega_{1} \rightarrow 0$ such that $r_{1} \omega_{1}=\rho_{1}$, we obtain

$$
\begin{align*}
\alpha & =\lim _{r_{1} \rightarrow \infty} \frac{\pi r_{2}}{r_{1}+r_{2}} \cot \frac{\rho_{1}}{2 r_{1}}  \tag{12.24}\\
& =\frac{2 \pi r_{2}}{\rho_{1}},
\end{align*}
$$

and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{12}=\frac{2 r_{2}^{2}}{\pi \rho_{1}^{3}}\left\{\sum_{m=0}^{n} \frac{(-1)^{m}(2 m)!B_{2 m}}{(m!)^{2}}\left(\frac{\pi}{\alpha}\right)^{2 m+1}+R_{n}\right\}, \tag{12.25}
\end{equation*}
$$

where $R_{n}$ is bounded by (12.21).
13. Expansions for the limiting charge density in terms of inverse radicals. By the procedure of [23, p. 134], we obtain

$$
\begin{align*}
\frac{1}{\cosh z-\cos \beta}=\frac{1}{1-\cos \beta}+\frac{2}{\sin \beta}\left\{\sum_{n=0}^{\infty}\right. & {\left[\frac{2 \pi n+\beta}{z^{2}+(2 \pi n+\beta)^{2}}-\frac{1}{2 \pi n+\beta}\right] } \\
& \left.-\sum_{n=1}^{\infty}\left[\frac{2 \pi n-\beta}{z^{2}+(2 \pi n-\beta)^{2}}-\frac{1}{2 \pi n-\beta}\right]\right\} \tag{13.1}
\end{align*}
$$

for $0<\beta<\pi$ and for all values of $z$ not equal to $\pm i(2 \pi n+\beta)$ or $\pm i(2 \pi n-\beta)$. We then have

$$
\begin{align*}
\frac{\sinh z}{(\cosh z-\cos \beta)^{2}} & =-\frac{\partial}{\partial z} \frac{1}{\cosh z-\cos \beta}  \tag{13.2}\\
& =\frac{4 z}{\sin \beta}\left\{\sum_{n=0}^{\infty} \frac{2 \pi n+\beta}{\left[z^{2}+(2 \pi n+\beta)^{2}\right]^{2}}-\sum_{n=1}^{\infty} \frac{2 \pi n-\beta}{\left[z^{2}+(2 \pi n-\beta)^{2}\right]^{2}}\right\}
\end{align*}
$$

and

$$
\begin{align*}
\frac{1-\cos \beta \cosh z}{(\cosh z-\cos \beta)^{2}} & =-\frac{\partial}{\partial \beta} \cdot \frac{\sin \beta}{\cosh z-\cos \beta} \\
& =-2\left\{\sum_{n=0}^{\infty} \frac{z^{2}-(2 \pi n+\beta)^{2}}{\left[z^{2}+(2 \pi n+\beta)^{2}\right]^{2}}-\sum_{n=1}^{\infty} \frac{z^{2}-(2 \pi n-\beta)^{2}}{\left[z^{2}+(2 \pi n-\beta)^{2}\right]^{2}}\right\} \tag{13.3}
\end{align*}
$$

when we use the expansion

$$
\begin{equation*}
\csc ^{2} \frac{\beta}{2}=4 \sum_{n=-\infty}^{\infty} \frac{1}{(2 \pi n+\beta)^{2}} . \tag{13.4}
\end{equation*}
$$

The latter follows, for example, by differentiating an expansion for $\cot (\beta / 2)$ in $[3, p$. 296]. From (13.2) and (10.17), we find

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{11}=\frac{\pi r_{2}^{2} \csc ^{3}\left(\omega_{1} / 2\right)}{4 r_{1}\left(r_{1}+r_{2}\right)^{2}} \sum_{n=-\infty}^{\infty} \frac{2 \pi n+\beta}{\left[\alpha^{2}+(2 \pi n+\beta)^{2}\right]^{3 / 2}} \tag{13.5}
\end{equation*}
$$

for $0<\beta<\pi$ and $\alpha \geqq 0$, and from (13.3) and (10.18), we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{12}=\frac{\pi r_{2}^{2} \csc ^{3}\left(\omega_{1} / 2\right)}{4 r_{1}\left(r_{1}+r_{2}\right)^{2}}\left\{\sum_{n=0}^{\infty} \frac{2 \pi n+\beta}{\left[\alpha^{2}+(2 \pi n+\beta)^{2}\right]^{3 / 2}}+\sum_{n=1}^{\infty} \frac{2 \pi n-\beta}{\left[\alpha^{2}+(2 \pi n-\beta)^{2}\right]^{3 / 2}}\right\} . \tag{13.6}
\end{equation*}
$$

The interchanges of integration and summation are justified by [3, pp. 499 and 495], respectively. Similarly, from (13.2) and (10.21), we obtain

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{1}^{*}=-\frac{\pi r_{2}^{2} \csc ^{3}\left(\omega_{1} / 2\right)}{4 r_{1}\left(r_{1}+r_{2}\right)^{2}\left(x_{0}^{2}+\rho_{0}^{2}\right)^{1 / 2}} \sum_{n=-\infty}^{\infty} \frac{2 \pi n+\lambda}{\left[\kappa^{2}+(2 \pi n+\lambda)^{2}\right]^{3 / 2}} \tag{13.7}
\end{equation*}
$$

when $0<\lambda<\pi, \kappa \geqq 0$, and (8.5) is satisfied.
We can express (13.5) and (13.6) in terms of $\omega_{1}$ by substituting (7.7) and (10.15). Denoting $r_{2} / r_{1}$ by $b$, we obtain

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{11}=\frac{b^{2}}{4 \pi r_{1}} \sum_{n=-\infty}^{\infty} \frac{2 n(b+1)+b}{\left\{n^{2}(b+1)^{2}-2 n(b+1)[n(b+1)+b] \cos \omega_{1}+[n(b+1)+b]^{2}\right\}^{3 / 2}} \tag{13.8}
\end{equation*}
$$

and

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} D_{12}= & \frac{b^{2}}{\pi r_{1}}\left\{\sum_{n=0}^{\infty} \frac{2 n(b+1)+b}{\left\{n^{2}(b+1)^{2}-2 n(b+1)[n(b+1)+b] \cos \omega_{1}+[n(b+1)+b]^{2}\right\}^{3 / 2}}\right.  \tag{13.9}\\
& \left.+\sum_{n=1}^{\infty} \frac{2 n(b+1)-b}{\left\{n^{2}(b+1)^{2}-2 n(b+1)[n(b+1)-b] \cos \omega_{1}+[n(b+1)-b]^{2}\right\}^{3 / 2}}\right\} .
\end{align*}
$$

When $b=1$, these expansions become

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0} D_{11}=\frac{1}{4 \pi r_{1}} \sum_{n=0}^{\infty} \frac{(-1)^{n}(2 n+1)}{\left[(n+1)^{2}-2 n(n+1) \cos \omega_{1}+n^{2}\right]^{3 / 2}}  \tag{13.10}\\
& \lim _{\varepsilon \rightarrow 0} D_{12}=\frac{1}{4 \pi r_{1}} \sum_{n=0}^{\infty} \frac{2 n+1}{\left[(n+1)^{2}-2 n(n+1) \cos \omega_{1}+n^{2}\right]^{3 / 2}} \tag{13.11}
\end{align*}
$$

The expansion (13.8) was given by Poisson [17, pp. 74-79] for $b=1,2$, and 4 and for $r_{1}=1$, with the case $b=1$ expressed in the form (13.10).
14. Power series expansions for the limiting charge density. We can express (13.5) and (13.6) as power series in $\alpha$ by expanding each term in powers of $\alpha$ and interchanging the order of summation. The interchange is valid because of the absolute convergence of the double series obtained. We find

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} D_{11}= & \frac{r_{2}^{2} \csc ^{3}\left(\omega_{1} / 2\right)}{16 \pi r_{1}\left(r_{1}+r_{2}\right)^{2}}  \tag{14.1}\\
& \cdot \sum_{n=0}^{\infty}(-1)^{n} \frac{(2 n+1)!}{2^{2 n}(n!)^{2}}\left[\zeta\left(2 n+2, \frac{\beta}{2 \pi}\right)-\zeta\left(2 n+2,1-\frac{\beta}{2 \pi}\right)\right]\left(\frac{\alpha}{2 \pi}\right)^{2 n}
\end{align*}
$$

and

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} D_{12}= & \frac{r_{2}^{2} \csc ^{3}\left(\omega_{1} / 2\right)}{16 \pi r_{1}\left(r_{1}+r_{2}\right)^{2}}  \tag{14.2}\\
& \cdot \sum_{n=0}^{\infty}(-1)^{n} \frac{(2 n+1)!}{2^{2 n}(n!)^{2}}\left[\zeta\left(2 n+2, \frac{\beta}{2 \pi}\right)+\zeta\left(2 n+2,1-\frac{\beta}{2 \pi}\right)\right]\left(\frac{\alpha}{2 \pi}\right)^{2 n},
\end{align*}
$$

where $\zeta(s, a)$ is the generalized zeta function. It follows by the ratio test that (14.1) and (14.2) converge for $|\alpha|<\beta$ when $0<\beta \leqq \pi$. Similarly, from (13.7), we have

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} D_{1}^{*}= & -\frac{r_{2}^{2} \csc ^{3}\left(\omega_{1} / 2\right)}{16 \pi r_{1}\left(r_{1}+r_{2}\right)^{2}\left(x_{0}^{2}+\rho_{0}^{2}\right)^{1 / 2}}  \tag{14.3}\\
& \cdot \sum_{n=0}^{\infty}(-1)^{n} \frac{(2 n+1)!}{2^{2 n}(n!)^{2}}\left[\zeta\left(2 n+2, \frac{\lambda}{2 \pi}\right)-\zeta\left(2 n+2,1-\frac{\lambda}{2 \pi}\right)\right]\left(\frac{\kappa}{2 \pi}\right)^{2 n}
\end{align*}
$$

for $|\kappa|<\lambda$, with $0<\lambda<\pi$.
We see that (14.1) and (14.2) converge for $\pi / 2<\omega_{1} \leqq \pi$, and that $\alpha$ vanishes when $\omega_{1}=\pi$. It follows from (10.22) that $\kappa=0$ when $\omega_{1}=2 \cot ^{-1} h$ and $\phi=\phi_{0}$, where $h$ is given by (8.14). Hence, (14.3) converges in a region of sphere 1 containing this point in its interior. When $\phi=\phi_{0}$ and $h \geqq 1$, (14.3) converges for $2 \cot ^{-1}(h+1) \leqq \omega_{1} \leqq$ $2 \cot ^{-1}(h-1)$. When $h<1$, we find that (14.3) converges for $2 \cot ^{-1}(h+1) \leqq \omega_{1} \leqq \pi$ when $\phi=\phi_{0}$, and for $2 \cot ^{-1}(1-h) \leqq \omega_{1} \leqq \pi$ when $\phi=\phi_{0}+\pi$.

Starting from the expansion (13.4), we can express the coefficients of (14.2) in an alternate form. We have

$$
\begin{align*}
\zeta\left(2 n+2, \frac{\beta}{2 \pi}\right)+\zeta\left(2 n+2,1-\frac{\beta}{2 \pi}\right) & =(2 \pi)^{2 n+2} \sum_{n=-\infty}^{\infty}(2 \pi n+\beta)^{-2 n-2} \\
& =\frac{(2 \pi)^{2 n+2}}{4(2 n+1)!} \frac{d^{2 n}}{d \beta^{2 n}} \csc ^{2} \frac{\beta}{2} \tag{14.4}
\end{align*}
$$

and hence,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{12}=\frac{\pi r_{2}^{2} \csc ^{3}\left(\omega_{1} / 2\right)}{16 r_{1}\left(r_{1}+r_{2}\right)^{2}} \sum_{0}^{\infty} \frac{(-1)^{n} \alpha^{2 n}}{2^{2 n}(n!)^{2}}\left(\frac{d}{d \beta}\right)^{2 n} \csc ^{2} \frac{\beta}{2} . \tag{14.5}
\end{equation*}
$$

When $r_{1}=r_{2}$, and hence, $\beta=\pi / 2$, we have

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} D_{12} & =\frac{\csc ^{3}\left(\omega_{1} / 2\right)}{4 \pi r_{1}} \sum_{n=0}^{\infty}(-1)^{n} \frac{(2 n+1)!}{2^{2 n}(n!)^{2}}\left\{\sum_{k=0}^{\infty}(2 k+1)^{-2 n-2}\right\}\left(\frac{2 \alpha}{\pi}\right)^{2 n} \\
& =\frac{\pi \csc ^{3}\left(\omega_{1} / 2\right)}{16 r_{1}} \sum_{n=0}^{\infty} \frac{\left(2^{2 n+2}-1\right) B_{2 n+2}}{n!(n+1)!} \alpha^{2 n}, \tag{14.6}
\end{align*}
$$

where $B_{n}$ is the $n$th Bernoulli number. We note that we can also obtain (14.2), (14.5), and (14.6) directly by substituting the Maclaurin expansion of (1$\cos \beta \cosh \alpha u) /(\cosh \alpha u-\cos \beta)^{2}$ in (10.18) and interchanging integration and summation.
15. Circles of zero charge density. We see that $\lim _{\varepsilon \rightarrow 0} D_{11}$ and $\lim _{\varepsilon \rightarrow 0} D_{12}$ are finite and positive for $\omega_{1}=\pi$, and that $\lim _{\varepsilon \rightarrow 0} D_{12}$ becomes infinite as $\omega_{1} \rightarrow 0$. When $V_{2}>V_{1}>$ 0 , it follows from (3.6) that $\lim _{\varepsilon \rightarrow 0} D_{1}$ is always negative in the neighborhood of $\omega_{1}=0$, and that it vanishes for some value of $\omega_{1}$ between zero and $\pi$ when $V_{2} / V_{1}$ is sufficiently near 1. As $V_{2} / V_{1}$ increases, a value is reached above which the charge on sphere 1 is completely negative.

The power series expansion for the limiting charge density in the neighborhood of $\omega_{1}=\pi$ is given by

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} D_{11}=\sum_{n=0}^{\infty} a_{n} \alpha^{2 n}, \quad \lim _{\varepsilon \rightarrow 0} D_{12}=\sum_{n=0}^{\infty} b_{n} \alpha^{2 n} \tag{15.1}
\end{equation*}
$$

together with (3.6), where $a_{n}$ and $b_{n}$ are defined by (14.1) and (14.2), respectively. When a circle of zero charge density lies sufficiently near the point $\omega_{1}=\pi$, it satisfies the equation

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left(a_{n}-\rho b_{n}\right) \alpha^{2 n}=0, \tag{15.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho=\frac{V_{2}-V_{1}}{V_{2}+V_{1}} . \tag{15.3}
\end{equation*}
$$

If $a_{1}-\rho b_{1}$ does not vanish when $a_{0}-\rho b_{0}=0$, we can invert this series and obtain $\alpha^{2}$ as a series in powers of $\left(a_{0}-\rho b_{0}\right) /\left(a_{1}-\rho b_{1}\right)$. We see that this condition is satisfied when

$$
\begin{equation*}
\frac{b_{1}}{a_{1}}<\frac{b_{0}}{a_{0}} \tag{15.4}
\end{equation*}
$$

for $0<\beta<\pi$, and we can then verify that $-\left(a_{0}-\rho b_{0}\right) /\left(a_{1}-\rho b_{1}\right)>0$ when $a_{0}-\rho b_{0}>0$. We see that (15.4) follows from the inequalities

$$
\begin{equation*}
1<\frac{\zeta(2, \beta / 2 \pi)}{\zeta(2,1-\beta / 2 \pi)}<\frac{\zeta(4, \beta / 2 \pi)}{\zeta(4,1-\beta / 2 \pi)} \tag{15.5}
\end{equation*}
$$

for $0<\beta<\pi$. The first inequality is obviously satisfied, since $\beta / 2 \pi<\frac{1}{2}$, and the second follows from the result that $\zeta\left(s, a_{1}\right) / \zeta\left(s, a_{2}\right)$ is an increasing function of $s$ when $a_{2}>a_{1}>0$. To prove the latter result, we use the relation

$$
\begin{equation*}
\frac{\zeta\left(s, a_{1}\right)}{\zeta\left(s, a_{2}\right)}=\int_{0}^{\infty} \frac{x^{s-1} e^{-a_{1} x}}{1-e^{-x}} d x / \int_{0}^{\infty} \frac{x^{s-1} e^{-a_{2} x}}{1-e^{-x}} d x \tag{15.6}
\end{equation*}
$$

[23, p. 266], and refer to a theorem by Karlin [8, Thm. 3.4, p. 285]. It follows that (15.4) holds, and hence, that $\alpha^{2} \sim-\left(a_{0}-\rho b_{0}\right) /\left(a_{1}-\rho b_{1}\right)$ as $a_{0}-\rho b_{0} \rightarrow 0$. Hence, the charge on sphere 1 is completely negative when

$$
\begin{equation*}
\frac{V_{2}}{V_{1}}>\frac{1+a_{0} / b_{0}}{1-a_{0} / b_{0}} \tag{15.7}
\end{equation*}
$$

We find that the right-hand side of (15.7) becomes infinite as $r_{1} / r_{2} \rightarrow \infty$, and that it tends to 1 as $r_{1} / r_{2} \rightarrow 0$. Thus, when sphere 2 is a plane, the charge on sphere 1 is completely negative in the limit $\varepsilon \rightarrow 0$. When $r_{1}=r_{2}$, we have

$$
\begin{equation*}
\frac{1+a_{0} / b_{0}}{1-a_{0} / b_{0}}=\frac{\pi^{2}+8 G}{\pi^{2}-8 G}=6.765 \cdots, \tag{15.8}
\end{equation*}
$$

where $G=\sum_{n=0}^{\infty}(-1)^{n}(2 n+1)^{2}$ is Catalan's constant.
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#### Abstract

Variational principles for finding real and complex nonzero eigenvalues, and associated eigenvectors, of a linear compact operator $K$ on a Hilbert space are developed and analyzed. When $K$ is self-adjoint, certain unconstrained variational problems are described for finding the positive, respectively, negative, eigenvalues of $K$ and the corresponding eigenvectors. These principles are extended to generalized eigenproblems and to nonlinear compact operators. For nonself-adjoint linear operators, a minimization problem for certain positive real eigenvalues is described. All the positive real eigenvalues may be described as critical points of a Lagrangian functional. These characterizations are then extended to describe complex eigenvalues and eigenvectors of nonself-adjoint, compact linear operators.
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1. Introduction and notation. This paper describes and analyzes some variational principles for the eigenvalues and eigenvectors of a compact operator on a Hilbert space. When the operator is linear, these variational principles are related to those described in [2]-[4] and arise by systematic use of some simple concepts from convex analysis.

Let $\boldsymbol{H}$ be a real, separable Hilbert space with an inner product $\langle$,$\rangle and let K: H \rightarrow \boldsymbol{H}$ be a compact linear operator. When $K$ is self-adjoint there is an extensive theory, based on Rayleigh's principle, characterizing the eigenvalues and eigenvectors of $K$ as solutions of various constrained variational problems (see [6] or [10]). In § 2 we describe certain functionals, defined and finite on all of $H$, whose critical points are eigenvectors of $K$ corresponding to either positive or negative eigenvalues. These functionals have well-defined second derivatives and we can characterize the Morse indices of the critical points. The theory extends related results for self-adjoint matrix eigenproblems as described in § 6 of [3]. Variational principles for generalized eigenproblems are also developed, as are principles for certain eigenvalues and eigenvectors of nonlinear compact operators.

In § 3 these results are extended to obtain a variational principle for some positive eigenvalues, and corresponding eigenvectors, of a nonself-adjoint, compact, linear operator $K$. The basic constructions here are based on some methods from convex analysis; in particular, the use of conjugate convex functions. The solutions of this variational principle are saddle points of a Lagrangian. We then show, in Theorem 7, that each eigenvector of $K$, corresponding to a real positive eigenvalue, may be characterized as a critical point of this Lagrangian.

The next section, §4, generalizes this work and describes how to characterize the complex eigenvalues and eigenvectors of a compact operator as the critical points of a Lagrangian depending on an angular variable $\theta$.

The work described in this paper originated as part of a project to develop variational principles for various nonself-adjoint eigenproblems such as those described in Chandrasekhar's [5] book on hydrodynamic stability. Both theoretically and numerically, there often are advantages to formulating problems as critical point problems.

[^93]Moreover, variational characterizations often lead to good constructive methods for finding solutions. The principles described here appear to be quite different from those obtained for the largest eigenvalues of stochastic matrices as described, for example, in Horn and Johnson [9].

Whenever a term is not defined in this paper, it should be taken in the sense of Zeidler's text [11]. Given a functional $f: H \rightarrow \mathbb{R}$, its Gateaux derivative, or gradient, will be denoted by $\nabla f(x)$ and a point $\hat{x}$ in $H$ is a critical point of $f$ whenever $\nabla f(\hat{x})=0$. A critical value of $f$ is the value of $f$ at a critical point and the Gateaux second derivative of $f$ will be denoted $D^{2} f(x)$.

The functional $f$ is said to be coercive on $H$ provided

$$
\liminf _{\|u\| \rightarrow \infty} \frac{f(u)}{\|u\|}=\infty .
$$

2. Self-adjoint compact operator eigenproblems. Let $H$ be a real Hilbert space and $K: H \rightarrow H$ be a compact, linear self-adjoint operator.

Let the positive eigenvalues of $K$ be $\left\{\lambda_{j}: j \in J_{+}\right\}$. Here $J_{+}$is a subset of the positive integers and we shall assume that

$$
\lambda_{1}>\lambda_{2}>\cdots>\lambda_{n}>0 \quad \text { whenever } n \in J_{+} .
$$

Similarly, the negative eigenvalues of $K$ are $\left\{\lambda_{j}: j \in J_{-}\right\}$with $J_{-}$being a subset of the negative integers and

$$
\lambda_{-1}<\lambda_{-2}<\cdots<\lambda_{-n}<0 \quad \text { whenever } n \in J_{-} .
$$

Either $J_{+}$or $J_{-}$may be empty. For each $j \in J_{-} \cup J_{+}$, we shall let

$$
\begin{equation*}
E_{j}=\left\{e \in H: K e=\lambda_{j} e \text { and }\|e\|=1\right\} \tag{2.1}
\end{equation*}
$$

be the corresponding set of normalized eigenvectors. When $\lambda_{j}$ is a simple eigenvalue of $K$, then $E_{j}$ consists of two points. If $\lambda_{j}$ is an eigenvalue of multiplicity $m>1$, then $E_{j}$ is diffeomorphic to an ( $m-1$ )-dimensional sphere.

Consider the functional $F_{p}: H \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
F_{p}(u)=\frac{1}{p}\|u\|^{p}-\frac{1}{2}\langle K u, u\rangle \tag{2.2}
\end{equation*}
$$

with $2<p<\infty$. The first variational principle we shall analyze is that of minimizing $F_{p}$ on $H$. Define

$$
\alpha_{p}=\inf _{u \in H} F_{p}(u) .
$$

Theorem 1. Suppose $H, K, F_{p}, \alpha_{p}$ as above, with $p>2$; then
(i) $F_{p}$ is weakly lower semicontinuous (w.l.s.c.) and coercive on $H$ and

$$
\begin{equation*}
\alpha_{p}=\frac{-1}{2 r}\left[\max \left(0, \lambda_{1}\right)\right]^{r} \tag{2.3}
\end{equation*}
$$

where $\gamma=(p-2)^{-1}$ and

$$
\begin{equation*}
r=p \gamma \tag{2.4}
\end{equation*}
$$

(ii) When $J_{+}$is empty, then $F_{p}$ is minimized at 0 ; otherwise it is minimized at $\tilde{u}=\lambda_{1}^{\gamma} e$, where $e$ is in $E_{1}$.
(iii) The critical points of $F_{p}$ are 0 and $\tilde{u}=\lambda_{j}^{\gamma} e_{j}$, where $j$ is in $J_{+}$, and $e_{j}$ is in $E_{j}$.
(iv) The critical values of $F_{p}$ are 0 and $(-1 / 2 r) \lambda_{j}^{r}$ for $j$ in $J_{+}$.

Proof. Let $f_{p}(u)=(1 / p)\|u\|^{p}$. Then $f_{p}$ is continuous and convex; hence it is w.1.s.c. The quadratic form $\langle K u, u\rangle$ is weakly continuous since $K$ is compact; hence $F_{p}$ is w.l.s.c. Moreover,

$$
F_{p}(u) \geqq \frac{1}{p}\|u\|^{p}-\|K\|\|u\|^{2}
$$

Since $p>2$, this is coercive. Hence $F_{p}$ is bounded below on $H$ and attains its infimum $\alpha_{p}$.
$F_{p}$ is Gateaux differentiable on $H$ with

$$
\begin{equation*}
\nabla F_{p}(u)=\|u\|^{p-2} u-K u \tag{2.5}
\end{equation*}
$$

so $\tilde{u}$ is a critical point of $F_{p}$ if and only if it solves

$$
\begin{equation*}
K u=\|u\|^{p-2} u . \tag{2.6}
\end{equation*}
$$

Hence $\tilde{u}=0$ or $\tilde{u}$ is an eigenvector of $K$ corresponding to the (positive) eigenvalue $\tilde{\lambda}$ with $\tilde{\lambda}=\|\tilde{u}\|^{p-2}$.

When $\tilde{\lambda}=\lambda_{j}$, we see that $\tilde{u}=\lambda_{j}^{\gamma} e_{j}$ with $e_{j}$ in $E_{j}$.
Take inner products of (2.6) with $\tilde{u}$; then

$$
\langle K \tilde{u}, \tilde{u}\rangle=\|\tilde{u}\|^{p}
$$

so

$$
\begin{equation*}
F_{p}(\tilde{u})=\left(\frac{1}{p}-\frac{1}{2}\right)\|\tilde{u}\|^{p}=\frac{2-p}{2 p}\|\tilde{u}\|^{p}=\left(\frac{2-p}{2 p}\right) \tilde{\lambda}^{r} \tag{2.7}
\end{equation*}
$$

Hence (iii) and (iv) follow.
Since $p>2, F_{p}$ is minimized when $\tilde{\lambda}$ is largest. This occurs at $\lambda_{1}$ when $J_{+}$is nonempty, or at $\tilde{u}=0$ if $J_{+}$is empty. Thus (2.3), (2.4), and (ii) follow.

This theorem shows that the unconstrained variational problem of minimizing $F_{p}$ on $H$ provides a variational principle for finding $\lambda_{1}$ and eigenvectors lying in $E_{1}$.

If we can find a $\tilde{u} \in H$ such that $F_{p}(\tilde{u})<0$, it then follows that $K$ has at least one positive eigenvalue $\lambda_{1}$. This can be used to obtain a lower bound on $\lambda_{1}$ as stated in the following result.

Corollary 1. Suppose $K: H \rightarrow H$ is a compact, linear self-adjoint operator and $F_{p}$ is defined by (2.2) with $p>2$. Suppose $F_{p}(\tilde{u})<0$; then the largest positive eigenvalue $\lambda_{1}$ of $K$ obeys

$$
\begin{equation*}
\lambda_{1}^{r}=\sup _{u \in C_{0}}-2 r F_{p}(u) \geqq-2 r F_{p}(\tilde{u}) \tag{2.8}
\end{equation*}
$$

where $r$ is given by (2.4) and $C_{0}$ is the set of $u$ in $H$ such that $F_{p}(u)<0$.
Proof. The proof follows from (2.7) and part (ii) of the theorem.
To find upper bounds on $\lambda_{1}$, one can consider the functional $F_{p}: H \times[0, \infty) \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
F_{p}(u, \mu)=\frac{1}{p}\|u\|^{p}+\frac{\mu}{2}\|u\|^{2}-\frac{1}{2}\langle K u, u\rangle . \tag{2.9}
\end{equation*}
$$

We see that $F_{p}(u, 0)=F_{p}(u)$ for all $u$ in $H$, and for any $\mu_{1}>\mu_{2} \geqq 0$, we have

$$
F_{p}\left(u, \mu_{1}\right) \geqq F_{p}\left(u, \mu_{2}\right) \quad \text { for all } u \text { in } H .
$$

Consider the problem of minimizing $F_{p}(u, \mu)$ on $H$ and let

$$
\alpha_{p}(\mu)=\inf _{u \in H} F_{p}(u, \mu) \quad \text { with } \mu>0 .
$$

Corollary 2. Suppose $K, H$ as above and $F_{p}(., \mu)$ is defined by (2.9) with $\mu>0$. Then

$$
\begin{equation*}
F_{p} \text { is w.l.s.c. and coercive on } H \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\alpha_{p}(\mu)=\frac{-1}{2 r}\left[\max \left(0, \lambda_{1}-\mu\right)\right]^{r} \tag{ii}
\end{equation*}
$$

is a strictly increasing function of $\mu$ on $\left[0, \lambda_{1}\right.$ ).
Moreover, $\alpha_{p}(\mu)=0$ if and only if $\mu \geqq \lambda_{1}$.
Proof. We have $F_{p}(u, \mu)=F_{p}(u)+\mu / 2\|u\|^{2}$.
The extra term here is w.l.s.c. since $\mu>0$ and helps the coercivity. Thus (i) holds, and

$$
\nabla F_{p}(u, \mu)=\|u\|^{p-2} u+\mu u-K u .
$$

Hence the argument in Theorem 1 provides (2.10). The other results follow from inspection of (2.10).

This provides upper bounds on $\lambda_{1}$, for if we can show that $\inf _{u \in H} F_{p}(u, \tilde{\mu})=0$, then $\lambda_{1} \leqq \tilde{\mu}$.

It is worth noting that we may find the negative eigenvalues of $K$ by replacing $K$ with $-K$ in (2.2). The results may be stated in terms of minimizing

$$
\begin{equation*}
\tilde{F}_{p}(u)=\frac{1}{p}\|u\|^{p}+\frac{1}{2}\langle K u, u\rangle \tag{2.11}
\end{equation*}
$$

on $H$ with $p>2$. Let $\tilde{\alpha}_{p}=\inf _{u \in H} \tilde{F}_{p}(u)$.
Corollary 3. Suppose $K: H \rightarrow H$ is a self-adjoint, compact linear operator and $\tilde{F}_{p}$ is defined by (2.11) with $p>2$. Then
(i) $\tilde{F}_{p}$ is w.l.s.c. and coercive on $H$.
(ii) $\tilde{\alpha}_{p}=-(1 / 2 r)\left[\max \left(0,-\lambda_{-1}\right)\right]^{r}$ and this is attained at $\tilde{x}=\left|\lambda_{-1}\right|^{\gamma} e$ with $e$ in $E_{-1}$.
(iii) The critical points of $\tilde{F}_{p}$ are 0 and $\left|\lambda_{j}\right|^{\gamma} e$ with $j$ in $J_{-}$and $e$ in $E_{j}$.
(iv) The critical values of $\tilde{F}_{p}$ are 0 and $(-1 / 2 r)\left|\lambda_{j}\right|^{r}$ for $j$ in $J_{-}$.

Proof. The proof is just like that of Theorem 1, except now

$$
\nabla \tilde{F}_{p}(u)=\|u\|^{p-2} u+K u
$$

and hence the critical points of $\tilde{F}_{p}$ arise at eigenvectors of $K$ corresponding to negative eigenvalues.

Lemma 2.1. $\nabla F_{p}: H \rightarrow H$ defined by (2.5) is Gateaux differentiable with $D^{2} F_{p}(0)=$ $-K$ and

$$
\begin{equation*}
D^{2} F_{p}(u)=\|u\|^{p-2} I-K+(p-2)\|u\|^{p-2} P_{u} \tag{2.12}
\end{equation*}
$$

for $u \neq 0$. Here $P_{u} x=\langle x, u\rangle u /\|u\|^{2}$ is the projection in the direction $u$. $F_{p}$ is convex on $H$ if and only if $K$ is negative semidefinite.

Proof. Consider $\phi(t)=\|u+t h\|^{p-2}(u+t h)$ for $t \geqq 0, h$ in $H$. We see that

$$
t^{-1}(\phi(t)-\phi(0))=h\|u+t h\|^{p-2}+\frac{1}{t}\left[\|u+t h\|^{p-2}-\|u\|^{p-2}\right] u .
$$

Taking limits as $t$ decreases to 0 , with $u \neq 0$ we see that

$$
\lim _{t \rightarrow 0^{+}} t^{-1}(\phi(t)-\phi(0))=\|u\|^{p-2} h+(p-2)\|u\|^{p-4}\langle u, h\rangle u .
$$

Hence (2.12) follows. When $u=0$, this limit is zero. $F_{p}$ will be convex on $H$ if and only if $\left\langle D^{2} F_{p}(u) h, h\right\rangle \geqq 0$ for all $u$ in $H$. This implies that $-K$ is positive semidefinite.

When $\tilde{u}$ is a nonzero critical point of $F_{p}$, one may define $\tilde{u}$ to be nondegenerate if zero is not in the spectrum of $D^{2} F_{p}(\tilde{u})$. When $\tilde{u}$ is a nonzero, nondegenerate, critical point of $F_{p}$, the Morse index of $\tilde{u}$ is defined as the number of negative eigenvalues of $D^{2} F_{p}(\tilde{u})$ counting multiplicity. For each $j$, let $d_{j}$ be the multiplicity of $\lambda_{j}$ as an eigenvalue of $K$. The following theorem shows that the unconstrained variational problem of extremizing $F_{p}$ on $H$ has a nice Morse theory. It is a counterpart to the Courant-FischerWeyl minimax theory associated with Rayleigh's principle.

Theorem 2. Suppose $\tilde{u}=\lambda_{j}^{\gamma} e$ with $e$ in $E_{j}, j$ in $J_{+}$being a nonzero critical point of $F_{p}$. Then $\tilde{u}$ is a nondegenerate critical point of $F_{p}$ if and only if $\lambda_{j}$ is a simple eigenvalue of K. In this case, the Morse index of $\tilde{u}$ is $\sum_{k=1}^{j-1} d_{k}$.

Proof. Let $e^{(k)}$ be a normalized eigenvalue of $K$ that is orthogonal to $e$. Using the facts that $\|\tilde{u}\|^{p-2}=\lambda_{j}, P_{\tilde{u}}=P_{e}$, we have

$$
D^{2} F_{p}(\tilde{u}) e^{(k)}=\left(\lambda_{j}-\lambda_{k}\right) e^{(k)}
$$

as $\left\langle e^{(k)}, e\right\rangle=0$. Moreover, $D^{2} F_{p}(\tilde{u}) e=(p-2) \lambda_{j} e$.
Since $K$ has a complete orthonormal set of eigenfunctions, so does $D^{2} F_{p}(\tilde{u})$. Its eigenvalues are $\lambda_{j}-\lambda_{k}$ for $k \neq j$ and $(p-2) \lambda_{j}$ if $\lambda_{j}$ is a simple eigenvalue of $K$. When $\lambda_{j}$ is an eigenvalue of $K$ of multiplicity $d_{j}>1$, then we can choose a normalized eigenvector $\tilde{e}$ of $K$ orthogonal to $e$ and such that $D^{2} F_{p}(\tilde{u}) \tilde{e}=0$. Hence $\tilde{u}$ will be a degenerate critical point of $F_{p}$ if and only if $\lambda_{j}$ is a simple eigenvalue of $K$.

When $\tilde{u}$ is nondegenerate, we see from the expressions for $D^{2} F_{p}(\tilde{u}) e^{(k)}$ that the number of negative eigenvalues of $D^{2} F_{p}(\tilde{u})$, counting multiplicity, will be $\sum_{k=1}^{j-1} d_{j}$.

It is worth noting that

$$
\lim _{p \rightarrow \infty} F_{p}(u)=\chi_{1}(u)=\left\{\begin{array}{lr}
0 & \text { if }\|u\| \leqq 1 \\
\infty & \text { otherwise }
\end{array}\right.
$$

where $\chi_{1}$ is the indicator functional of the unit ball in $H$.
Rayleigh's principle for finding the largest positive eigenvalue of $K$ is equivalent to minimizing

$$
F_{\infty}(u)=\chi_{1}(u)-\frac{1}{2}\langle K u, u\rangle .
$$

This may be regarded as the convex analysis version of Rayleigh's principle (see [1, § 8]).
The functionals $F_{p}$ defined by (2.2) define a one-parameter family of variational problems that are smooth, unconstrained and converge, in a certain sense, to Rayleigh's principle as $p$ increases to infinity.

There are a number of interesting and useful extensions of these principles. One may obtain variational principles for other eigenvalues by imposing orthogonality conditions. Suppose one knows the $m$ largest eigenvalues $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{m}$ of $K$ and the corresponding eigenspaces. Let $\left\{e_{1}, \cdots, e_{M}\right\}$ be a corresponding set of orthonormal eigenfunctions of $K$ which is a basis for the direct sum of these eigenspaces. Define

$$
\begin{equation*}
H_{m}=\left\{u \in H:\left\langle u, e_{j}\right\rangle=0,1 \leqq j \leqq M\right\} \tag{2.13}
\end{equation*}
$$

and consider the problem of minimizing $F_{p}$ on $H_{m}$.

Theorem 3. Let $K: H \rightarrow H$ be a compact, self-adjoint linear operator and $F_{p}, H_{m}$ be defined by (2.2), (2.13), respectively, and with $p>2$. Then:
(i) $F_{p}$ is w.l.s.c. and coercive on $H_{m}$.
(ii) $\alpha_{p m}=\inf _{u \in H_{m}} F_{p}(u)=(-1 / 2 r)\left[\max \left(0, \lambda_{m+1}\right)\right]$.
(iii) When $\alpha_{p m}<0$, this infimum is attained at $\hat{x}=\lambda_{m+1}^{\gamma} e$, where $e$ lies in $E_{m+1}$.

Proof. $H_{m}$ is a closed subspace of $H$. Since (i) holds on $H$, it holds on $H_{m}$; then $\alpha_{p m}$ is finite and it is attained.

A critical point $\tilde{u}$ of $F_{p}$ on $H_{m}$ obeys

$$
\begin{equation*}
\nabla F_{p}(u)=\sum_{j=1}^{M} \mu_{j} e_{j}=\|u\|^{p-2} u-K u \tag{2.14}
\end{equation*}
$$

from the Lagrange multiplier rule. Take inner products of (2.14) with $e_{k}$ for $1 \leqq k \leqq M$; then, using the self-adjointness of $K$,

$$
\left\langle K \tilde{u}, e_{k}\right\rangle=\lambda_{k}\left\langle\tilde{u}, e_{k}\right\rangle=\|\tilde{u}\|^{p-2}\left\langle\tilde{u}, e_{k}\right\rangle-\mu_{j} \delta_{j k}
$$

where $\delta_{j k}$ is the Kronecker delta.
Since $\tilde{u}$ is in $H_{m}$, this implies $\mu_{k}=0$ for each $1 \leqq k \leqq M$ and thus $\tilde{u}$ is either zero or an eigenvector of $K$ corresponding to the eigenvalue $\tilde{\lambda}=\|\tilde{u}\|^{p-2}$.

The rest of this proof now parallels that of Theorem 1.
There are also similar results for finding $\lambda_{-(m+1)}$ by minimizing $\tilde{F}_{p}$ on the subspace orthogonal to the eigenspaces corresponding to $\lambda_{-1}, \lambda_{-2}, \cdots, \lambda_{-m}$.

Another generalization of these principles is to the generalized eigenproblem of finding nontrivial solutions $u$ of

$$
\begin{equation*}
K u=\lambda A u \tag{2.15}
\end{equation*}
$$

where $A: H \rightarrow H$ is a continuous, self-adjoint, linear operator which is also positive definite. That is, there is an $a_{0}>0$ such that

$$
\begin{equation*}
\langle A u, u\rangle \geqq a_{0}\|u\|^{2} \quad \text { for all } u \text { in } H . \tag{2.16}
\end{equation*}
$$

In this case, define $J_{p}: H \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
J_{p}(u)=\frac{1}{p}\langle A u, u\rangle^{p / 2}-\frac{1}{2}\langle K u, u\rangle \tag{2.17}
\end{equation*}
$$

with $2<p<\infty$ and consider the problem of minimizing $J_{p}$ on $H$.
Let

$$
\nu_{p}=\inf _{u \in H} J_{p}(u)
$$

and $E_{j A}=\left\{u \in H: K u=\lambda_{j} A u\right.$ and $\left.\langle A u, u\rangle=1\right\}$.
Theorem 4. Let $K: H \rightarrow H$ be a compact, self-adjoint, linear operator and $A: H \rightarrow H$ be continuous, linear, self-adjoint and positive definite. Suppose $J_{p}$ is defined by (2.17) with $p>2$, then
(i) $J_{p}$ is w.l.s.c. and coercive on $H$ with

$$
\nu_{p}=\frac{-1}{2 r}\left[\max \left(0, \lambda_{1}\right)\right]^{r}
$$

and $\lambda_{1}$ is the largest positive eigenvalue of (2.15).
(ii) When $\nu_{p}<0$, then $J_{p}$ is minimized at $\hat{x}=\lambda_{1}^{\gamma} e$, where $e$ is in $E_{1 A}$. If $\nu_{p}=0, J_{p}$ is minimized at zero.
(iii) The critical points of $J_{p}$ are zero and $\lambda_{j}^{\gamma} e_{j}$, where $\lambda_{j}$ is a positive eigenvalue of (2.15) and $e_{j}$ is in $E_{j A}$.
(iv) The critical values of $J_{p}$ are zero and $(-1 / 2 r) \lambda_{j}^{r}$, where $\lambda_{j}$ is a positive eigenvalue of (2.15).

Proof. We have that $J_{p}$ is w.l.s.c. and coercive as before, since $A$ is positive definite. Now

$$
\begin{equation*}
\nabla J_{p}(u)=\langle A u, u\rangle^{(p-2) / 2} A u-K u . \tag{2.18}
\end{equation*}
$$

Hence $\tilde{u}$ is zero or an eigenvector of (2.15) corresponding to the positive eigenvalue

$$
\tilde{\lambda}=\langle A \tilde{u}, \tilde{u}\rangle^{(p-2) / 2}
$$

Take inner products of (2.18) with $\tilde{u}$; then

$$
\langle K \tilde{u}, \tilde{u}\rangle=\langle A \tilde{u}, \tilde{u}\rangle^{(p / 2)}=\tilde{\lambda}^{r},
$$

so

$$
J_{p}(\tilde{u})=\left(\frac{1}{p}-\frac{1}{2}\right) \tilde{\lambda}^{r}
$$

Thus $\tilde{u}=\lambda_{j}^{\gamma} e$, where $e$ is in $E_{j A}$ and $\lambda_{j}$ is a positive eigenvalue of (2.15). The proof now parallels that of Theorem 1 .

Finally, it is worth noting that similar variational principles may be studied for nonlinear, compact, potential operators. Let $K: H \rightarrow H$ be a nonlinear operator which is the derivative of a functional $\mathscr{K}: H \rightarrow \mathbb{R}$ which is weakly continuous and obeys

$$
\begin{equation*}
\limsup _{\|u\| \rightarrow \infty} \frac{\mathscr{K}(u)}{\|u\|^{q}}=\boldsymbol{M} \tag{2.19}
\end{equation*}
$$

with $M$ finite and for some $0 \leqq q \leqq \infty$. Then consider $\mathscr{F}: H \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\mathscr{F}(u)=\frac{1}{p}\|u\|^{p}-\mathscr{K}(u) \tag{2.20}
\end{equation*}
$$

with $p>\min (1, q)$. We have the following result.
Theorem 5. Suppose $\mathscr{K}: H \rightarrow \mathbb{R}$ is a weakly continuous, Gateaux-differentiable functional that obeys (2.19) and let $\mathscr{F}$ be defined by (2.20) with $p>\min (1, q)$. Then
(i) $F$ is w.l.s.c. and coercive on $H$ and

$$
\begin{equation*}
\alpha=\inf _{u \in H} \mathscr{F}(u) \text { is finite. } \tag{2.21}
\end{equation*}
$$

(ii) The infimum in (2.21) is attained at a point $\hat{u}$ in $H$ obeying

$$
\begin{equation*}
\nabla \mathscr{K}(u)=\lambda u \tag{2.22}
\end{equation*}
$$

with

$$
\begin{equation*}
\lambda=\|\hat{u}\|^{p-2} \geqq 0 . \tag{2.23}
\end{equation*}
$$

Proof. Since $\mathscr{K}$ is weakly continuous, $\mathscr{F}$ is w.l.s.c. Also

$$
\frac{\mathscr{F}(u)}{\|u\|^{q}}=\frac{1}{p}\|u\|^{p-q}-\frac{\mathscr{K}(u)}{\|u\|^{q}} .
$$

Thus

$$
\liminf _{\|u\| \rightarrow \infty} \frac{\mathscr{F}(u)}{\|u\|^{q}} \geqq \liminf _{\|u\| \rightarrow \infty}\left(\frac{1}{p}\|u\|^{p-q}-M\right)=+\infty
$$

as $p>q$, so $\mathscr{F}$ is coercive. Thus $\alpha$ is finite and this infimum is attained. $\mathscr{F}$ is Gateaux differentiable with

$$
\nabla \mathscr{F}(u)=\|u\|^{p-2} u-\nabla \mathscr{K}(u)
$$

so any minimizer must obey (2.22), (2.23).

Now consider $\mathscr{F}: H \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\tilde{\mathscr{F}}(u)=\frac{1}{p}\|u\|^{p}+\mathscr{K}(u) \tag{2.24}
\end{equation*}
$$

and assume

$$
\begin{equation*}
\liminf _{\|u\| \rightarrow \infty} \frac{\mathscr{K}(u)}{\|u\|^{q}}=M>-\infty \tag{2.25}
\end{equation*}
$$

for some $0 \leqq q<\infty$.
Corollary 4. Suppose $\mathscr{K}: H \rightarrow \mathbb{R}$ is a weakly continuous, Gateaux-differentiable functional obeying (2.25) and that $\tilde{\mathscr{F}}$ is defined by (2.24) with $p>\min (1, q)$. Then
(i) $\mathscr{F}$ is w.l.s.c. and coercive on $H$ and

$$
\tilde{\alpha}=\inf _{u \in H} \tilde{\mathscr{F}}(u) \text { is finite } .
$$

(ii) This infimum is attained at a point $\tilde{u}$ in $H$ obeying (2.22) with $\tilde{\lambda}=-\|\tilde{u}\|^{p-2} \leqq 0$.

Proof. The proof is just as before.
Note that in these results, we have not required any symmetries for $\mathscr{K}$, so there is no reason to believe that $\tilde{u}=0$ is a critical point of $\mathscr{K}$ or that zero is an eigenvalue of $\nabla \mathscr{K}$ in Theorem 5.
3. Eigenproblems for nonself-adjoint compact operators. Henceforth $K: H \rightarrow H$ will be a linear compact operator which is not necessarily self-adjoint. Let $K_{s}=$ $\frac{1}{2}\left(K+K^{*}\right)$ and $K_{a}=\frac{1}{2}\left(K-K^{*}\right)$ be the symmetric and antisymmetric parts of $K$.

Define $F: H \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
F(u)=\frac{1}{p}\|u\|^{p}-\frac{1}{2}\left\langle K_{s} u, u\right\rangle \tag{3.1}
\end{equation*}
$$

where $2<p<\infty$. The conjugate convex function $F^{*}: H \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
F^{*}(v)=\sup _{u \in H}[\langle u, v\rangle-F(u)] . \tag{3.2}
\end{equation*}
$$

We will need the following results about $F^{*}$.
Lemma 3.1. Suppose $F$ is defined by (3.1) with $p>2, K_{s}$ is a linear, self-adjoint, compact operator and $F^{*}$ is defined by (3.2). Then
(i) $F^{*}$ is w.l.s.c. and convex on $H$.
(ii) $F^{*}(0)=-\inf _{u \in H} F(u)=(1 / 2 r)\left[\max \left(0, \lambda_{1}\right)\right]^{r}$ where $\lambda_{1}$ is the largest eigenvalue of $K_{s}$ and $r$ is defined by (2.4).
(iii) $F^{*}(v) \geqq 0$ for all $v$ in $H$.

Proof. Since $Q(u, v)=\langle u, v\rangle-F(u)$ is convex and weakly continuous in $v$ for each $u$ in $H$, this supremum is w.l.s.c. and convex so (i) holds. We have (ii) from Theorem 1 , and (iii) holds upon putting $u=0$ into the right-hand side of (3.2).

From definition (3.2) of $F^{*}$ we see that

$$
\begin{equation*}
F(u)+F^{*}(v) \geqq\langle u, v\rangle \tag{3.3}
\end{equation*}
$$

for all $(u, v)$ in $H \times H$. This is sometimes called a generalized Young's inequality. In this problem $F$ need not, in general, be convex, so the strong results of convex analysis do not hold. However, we have the following.

Lemma 3.2. Suppose $F$ and $F^{*}$ are defined by (3.1) and (3.2), then (3.3) holds for all $(u, v)$ in $H \times H$. If equality holds in (3.3) at $(\hat{u}, \hat{v})$, then

$$
\begin{equation*}
\nabla F(\hat{u})=\hat{v} \tag{3.4}
\end{equation*}
$$

Proof. From (3.2), for each $v$ in $H, F^{*}(v) \geqq\langle u, v\rangle-F(u)$ for all $u$ in $H$. Thus (3.3) holds. Moreover, if $F^{*}(\hat{v})=\langle\hat{u}, \hat{v}\rangle-F(\hat{u})$, then $\hat{u}$ maximizes $\langle u, v\rangle-F(u)$ on $H$. Hence it obeys (3.4).

Define the functional $E: H \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
E(u)=F(u)+F^{*}\left(K_{a} u\right) \tag{3.5}
\end{equation*}
$$

and consider the problem of minimizing $E$ on $H$.
Theorem 6. Suppose $K: H \rightarrow H$ is a linear compact operator and $E, F$ are as above. Then
(i) $E$ is w.l.s.c. and coercive on $H$, so $E$ attains its infimum on $H$.
(ii) $E(u) \geqq 0$ for all $u$ in $H$, and if $E(\hat{u})=0$ then $\hat{u}$ is a solution of

$$
\begin{equation*}
K u=\|u\|^{p-2} u \tag{3.6}
\end{equation*}
$$

Proof. $F$ and $F^{*}$ are w.l.s.c. from Theorem 1 and Lemma 3.1, respectively. $F$ is coercive from Theorem 1, while $F^{*}$ is nonnegative. Hence $E$ is coercive and (i) holds.

From (3.3) we have $E(u)=F(u)+F^{*}\left(K_{a} u\right) \geqq\left\langle K_{a} u, u\right\rangle=0$ for all $u$ in $H$ and using the antisymmetry of $K_{a}$.

From Lemma 3.2, equality holds here provided

$$
K_{a} u=\nabla F(u)=\|u\|^{p-2} u-K_{s} u,
$$

which is (3.6).
We see that when $K$ is a self-adjoint operator, $K_{a}=0$ and then $E(u)=$ $F(u)+F^{*}(0)=F(u)-\alpha_{p}$, with $\alpha_{p}$ being the infimum of $F$ on $H$.

Note that not every solution of (3.6) obeys $E(\hat{u})=0$. In particular we have $E(0)=F^{*}(0)$ is given by (ii) of Lemma 3.1, and thus when $\lambda_{1}>0, E(0)$ will be nonzero.

To illustrate this result, consider the following example.
Let $K: H \rightarrow H$ be a compact, linear operator and let $\left\{e_{j}: j \in J_{1}\right\}$ be an orthonormal set of eigenfunctions of $K_{s}$ corresponding to nonzero eigenvalues of $K_{s}$. Let $H_{1}$ be the closed subspace spanned by this set.

Extend this to an orthonormal basis $\left\{e_{j}: j \in J\right\}$ of $H$ and assume $J_{2}=J-J_{1}$ is nonempty. We have

$$
\begin{equation*}
\left\langle K_{s} u, u\right\rangle=\sum_{j \in J_{1}} \lambda_{j}\left\langle u, e_{j}\right\rangle^{2} \tag{3.7}
\end{equation*}
$$

for all $u$ in $H$, where $\left\{\lambda_{j}: j \in J_{1}\right\}$ is the set of nonzero eigenvalues of $K_{s}$. In this case we can prove the following.

Lemma 3.3. Assume $K, H$ as above with $F$ defined by (3.1) and (3.7). Let $\lambda_{1}$ be the largest positive eigenvalue of $K_{s}$ and $v$ be orthogonal to $H_{1}$. Then

$$
F^{*}(v)= \begin{cases}\frac{1}{q}\|v\|^{q} & \text { when }\|v\| \geqq \lambda_{1}^{\nu}  \tag{3.8}\\ \frac{1}{2 r} \lambda_{1}^{r}+\frac{1}{2 \lambda_{1}}\|v\|^{2} & \text { when }\|v\| \leqq \lambda_{1}^{\nu}\end{cases}
$$

Here $q=p / p-1$ is the conjugate index to $p, r=p / p-2$ is as in (2.4) and $\nu=r / q$. When $K_{s}$ has no positive eigenvalues, then

$$
F^{*}(v)=\frac{1}{q}\|v\|^{q}
$$

for all $v$ in $H_{2}=H \ominus H_{1}$.

Proof. From (3.2), we see that we have to maximize

$$
\langle u, v\rangle-\frac{1}{p}\|u\|^{p}+\frac{1}{2} \sum_{j \in J_{1}} \lambda_{j}\left\langle u, e_{j}\right\rangle^{2}
$$

on $H$. This functional is weakly upper semicontinuous (w.u.s.c.) and its negative is coercive on $H$, so it attains its supremum.

The functional is Gateaux differentiable on $H$, so its supremum must occur at a critical point. Write $u_{j}=\left\langle u, e_{j}\right\rangle$ for all $j$ in $J$. The critical points arise at $\hat{u}$, where

$$
\begin{gather*}
v_{j}-\|\hat{u}\|^{p-2} \hat{u}_{j}+\lambda_{j} \hat{u}_{j}=0 \quad \text { for } j \text { in } J_{1},  \tag{3.9}\\
v_{j}-\|\hat{u}\|^{p-2} \hat{u}_{j}=0 \quad \text { for } j \text { in } J_{2} . \tag{3.10}
\end{gather*}
$$

When $v$ is in $H_{2}$, we have $v_{j}=0$ for $j$ in $J_{1}$ and from (3.10),

$$
\|\hat{u}\|^{2(p-2)} \sum_{j \in J_{2}} \hat{u}_{j}^{2}=\|v\|^{2} .
$$

Let $\hat{\boldsymbol{u}}=\hat{\boldsymbol{u}}^{(1)}+\hat{\boldsymbol{u}}^{(2)}$ be the orthogonal decomposition of $\hat{\boldsymbol{u}}$ defined by the projections onto $H_{1}, H_{2}$. This last equation implies $\left\|\hat{u}^{(1)}\right\|^{2}=\|\hat{u}\|^{2}-\left(\|v\| /\|\hat{u}\|^{p-2}\right)^{2}$ upon rearrangement.

If $\hat{u}^{(1)}=0$ then $\|v\|=\|\hat{u}\|^{p-1}$ and $\left\langle K_{s} \hat{u}, \hat{u}\right\rangle=0$. Then $F^{*}(v)=\langle\hat{u}, v\rangle-(1 / p)\|\hat{u}\|^{p}=$ $(1 / q)\|v\|^{q}$.

When $\hat{\boldsymbol{u}}^{(1)} \neq 0$, we must have $\|\hat{u}\|^{p-2}=\lambda_{k}$ for some $k$ in $J_{1}$. In this case

$$
\left\|\hat{u}^{(1)}\right\|^{2}=\lambda_{k}^{2 / p-2}-\frac{\|v\|^{2}}{\lambda_{k}^{2}}=\frac{1}{\lambda_{k}^{2}}\left(\lambda_{k}^{2 \nu}-\|v\|^{2}\right)
$$

where $\nu=(p-1) /(p-2)=r / q$.
If $\|v\| \geqq \lambda_{1}^{\nu}$ then this is impossible, so $\hat{u}^{(1)}=0$. When $\|v\|<\lambda_{1}^{\nu}$, let $K_{1}(v)=$ $\left\{k \in J_{1}:\|v\| \leqq \lambda_{k}^{\nu}\right\}$. $K_{1}(v)$ is a finite set when $v \neq 0$, and $\left\|u^{(1)}\right\|=\rho_{k}$, where $\rho_{k}$ is any of the values $\rho_{k}^{2}=\left(\lambda_{k}^{2 \nu}-\|v\|^{2}\right) / \lambda_{k}^{2}, k \in K_{1}(v)$.

Suppose $\left\|u^{(1)}\right\|=\rho_{k}$; then $\|\hat{u}\|^{p-2}=\lambda_{k}$ and we have

$$
\langle\hat{u}, v\rangle-\|\hat{u}\|^{p}+\left\langle K_{s} \hat{u}, \hat{u}\right\rangle=0
$$

upon taking inner products of (3.9) and (3.10) with $\hat{u}$. Thus the value of (3.9) at $\hat{u}$ is

$$
\frac{1}{q}\|\hat{u}\|^{p}-\frac{1}{2}\left\langle K_{s} \hat{u}, \hat{u}\right\rangle=\frac{1}{q} \lambda_{k}^{r}-\frac{1}{2 \lambda_{k}}\left(\lambda_{k}^{2 \nu}-\|v\|^{2}\right) .
$$

Considered as a function of $\lambda_{k}$, this is maximized when $\lambda_{k}$ is largest, that is, at $\lambda_{1}$, and then

$$
F^{*}(v)=\left(\frac{1}{q}-\frac{1}{2}\right) \lambda_{1}^{r}+\frac{1}{2 \lambda_{1}}\|v\|^{2}
$$

which yields (3.8) as claimed.
Suppose now that $K: H \rightarrow H$ is a compact linear operator obeying ( $K 1$ ): $H_{1}=$ range $K_{s}$ is a proper closed subspace of $H$ spanned by an orthonormal set $\left\{e_{j}: j \in J_{1}\right\}$, with $K_{s} e_{j}=\lambda_{j} e_{j}$ for all $j$ in $J_{1}$ and ( $K 2$ ): range $K_{a} \subseteq H_{2}=H_{1}^{\perp}$.

Then the functional $E$ for this problem is defined by

$$
\begin{equation*}
E_{p}(u)=\frac{1}{p}\|u\|^{p}-\frac{1}{2}\left\langle K_{s} u, u\right\rangle+F_{p}^{*}\left(K_{a} u\right) \tag{3.11}
\end{equation*}
$$

where $F_{p}^{*}(v)$ is given by (3.8) and involves only constants $r, q$ depending on $p, \lambda_{1}$ depending on $K_{s}$ and $\left\|K_{a} u\right\|$.

In particular, we see that $F_{p}^{*}(v)$ is an increasing function of $\|v\|$. Thus if $K$ is a compact linear operator obeying ( $K 1$ ) and ( $K 2$ ) then $E_{p}$ is minimized at $\hat{u}$ in $H$, where
$\left\|K_{a} \hat{u}\right\|=0$ and $\hat{u}$ minimizes $F(u)=\frac{1}{2}\|u\|^{p}-\frac{1}{2}\left\langle K_{s} u, u\right\rangle$. From Theorem 1, this implies $\hat{u}=\lambda_{1}^{\gamma} e_{1}$, where $\lambda_{1}$ is the largest eigenvalue of $K_{s}, e_{1}$ is a corresponding normalized eigenfunction and $\gamma=(p-2)^{-1}$.

If $\tilde{u}$ is a critical point of $F$ corresponding to an eigenvalue $\lambda_{j}$ of $K_{s}$ with $0<\lambda_{j}<\lambda_{1}$, then

$$
E_{p}(\tilde{u})=\frac{1}{2 r}\left(\lambda_{1}^{r}-\lambda_{j}^{r}\right)>0
$$

so $\tilde{u}$ does not minimize $E_{p}$ on $H$.
Nevertheless, we have $K_{a} \tilde{u}=0$ from assumption (K2) and $K_{s} \tilde{u}=\lambda_{j} \tilde{u}=\|\tilde{u}\|^{p-2} \tilde{u}$.
Thus $K \tilde{u}=\|\tilde{u}\|^{p-2} \tilde{u}$, but $E_{p}(\tilde{u})>0$. This shows, again, that the converse of (ii) in Theorem 6 does not hold.

Example. Let $\Omega$ be a Lebesgue measurable set in $\mathbb{R}^{n}$ and $L^{2}(\Omega)$ be the space of all $L^{2}$ - integrable, measurable, real-valued functions defined on $\Omega$. This is a Hilbert space with respect to the inner product

$$
\langle u, v\rangle=\int_{\Omega} u(x) v(x) d x .
$$

Define a linear operator $K: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ by

$$
K u(x)=\int_{\Omega} G(x, y) u(y) d y
$$

where $G: \Omega \times \Omega \rightarrow \mathbb{R}$ is a measurable function obeying $\int_{\Omega} \int_{\Omega}|G(x, y)|^{2} d x d y<\infty$. Then, from standard results, $K$ is a compact linear operator.

Assume that $G(x, y)=G_{1}(x, y)+G_{2}(x, y)$, where

$$
\begin{align*}
& G_{1}(x, y)=G_{1}(y, x) \quad \text { a.e. on } \Omega \times \Omega,  \tag{i}\\
& G_{1}(x, y)=\sum_{j=1}^{J} \lambda_{j} e_{j}(x) e_{j}(y)
\end{align*}
$$

with $\left\{e_{j}: 1 \leqq j \leqq J\right\}$ an orthonormal set in $L^{2}(\Omega)$, and
(ii) $G_{2}(x, y)=-G_{2}(y, x)$ a.e. on $\Omega \times \Omega$ and

$$
\int_{\Omega} G_{2}(x, y) e_{j}(y) d y=0 \quad \text { a.e. on } \Omega \text { for } 1 \leqq j \leqq J .
$$

When $G$ obeys (i), (ii), then $K$ obeys conditions ( $K 1$ ), ( $K 2$ ), and we have that $K_{s}$ is the compact operator defined by the finite-rank kernel $G_{1}$ and $K_{a}$ is the compact operator defined by the kernel $G_{2}$.

The functional $E: L^{2}(\Omega) \rightarrow \mathbb{R}$ for this problem is

$$
E(u)=\frac{1}{p}\left(\int_{\Omega} u^{2}(x) d x\right)^{p / 2}-\frac{1}{2} \int_{\Omega} \int_{\Omega} G_{1}(x, y) u(x) u(y) d x d y+F_{p}^{*}\left(K_{2} u\right)
$$

where $K_{2} u(x)=\int_{\Omega} G_{2}(x, y) u(y) d y$ and

$$
F_{p}^{*}\left(K_{2} u\right)= \begin{cases}\frac{1}{q}\left(\int_{\Omega}\left|K_{2} u(x)\right|^{2} d x\right)^{q / 2} & \text { if }\left\|K_{2} u\right\| \geqq \lambda_{1}^{\nu}, \\ \frac{1}{2 r} \lambda_{1}^{r}+\frac{1}{2 \lambda_{1}} \int_{\Omega}\left|K_{2} u(x)\right|^{2} d x & \text { if }\left\|K_{2} u\right\|<\lambda_{1}^{\nu} .\end{cases}
$$

Here $q=p / p-1, r=p / p-2$, and we assume $\lambda_{1} \geqq \lambda_{j}$ for all $1 \leqq j \leqq J$, and $\lambda_{1}>0$.
The first two terms in the expression for $E(u)$ constitute the explicit expression for the functional $F_{p}$, defined in $\S 2$, when $K$ corresponds to the integral kernel $G_{1}$ on $L^{2}(\Omega)$.

The analysis here depends on the computation of $F^{*}$ in Lemma 3.3. Other formulae for computing $F^{*}$ may be based on the results in [7] and [8].
4. Lagrangian formulation. We may find further information about this variational principle for the eigenvalues of nonself-adjoint operators by considering a saddle-point formulation of the problem.

Define $L: H \times H \rightarrow \mathbb{R}$ by

$$
\begin{align*}
L(u, v) & =\left\langle K_{a} u, v\right\rangle+\frac{1}{p}\left(\|u\|^{p}-\|v\|^{p}\right)-\frac{1}{2}\left[\left\langle K_{s} u, u\right\rangle-\left\langle K_{s} v, v\right\rangle\right]  \tag{4.1}\\
& =\left\langle K_{a} u, v\right\rangle+F_{p}(u)-F_{p}(v)
\end{align*}
$$

where $2<p<\infty$, and $F_{p}, K_{a}, K_{s}$ are as in § 3 .
When $L$ is defined by (4.1), we see that

$$
\begin{equation*}
E(u)=\sup _{v \in H} L(u, v) \tag{4.2}
\end{equation*}
$$

upon using (3.2) and (3.5). Thus the primal problem ( $\mathscr{P}$ ) of minimizing $E$ on $H$ is equivalent to finding $\alpha=\inf _{u \in H} \sup _{v \in H} L(u, v)$.

The dual problem is obtained by defining

$$
\begin{equation*}
G(v)=\inf _{u \in H} L(u, v) . \tag{4.3}
\end{equation*}
$$

It is ( $\mathscr{P}^{*}$ ) to maximize $G$ on $H$ and to find

$$
\alpha^{*}=\sup _{v \in H} \inf _{u \in H} L(u, v) .
$$

The functional $L$ is said to have a saddle point if there is a $(\hat{u}, \hat{v})$ in $H \times H$ such that

$$
\begin{equation*}
L(\hat{u}, v) \leqq L(\hat{u}, \hat{v}) \leqq L(u, \hat{v}) \tag{4.4}
\end{equation*}
$$

for all $u, v$ in $H$. L has a saddle point $(\hat{u}, \hat{v})$ if and only if $\hat{u}$ is a solution of the primal problem ( $\mathscr{P}$ ), $\hat{v}$ is a solution of the dual problem and $\alpha=\alpha^{*}$. See Theorem 3.1 in [1] for this and related results.

We always have $\alpha^{*} \leqq \alpha$ and when $\alpha^{*}<\alpha$ we call $\delta=\alpha-\alpha^{*}$ the duality gap. The basic properties of the Lagrangian (4.1) may be summarized as follows.

Theorem 7. Let $K: H \rightarrow H$ be a compact, linear operator and define $L$ by (4.1) with $2<p<\infty$. Then
(i) $L(u, v)=-L(v, u)$ for all $u, v$ in $H$.
(ii) $L(., v)$ and $-L(u,$.$) are w.l.s.c. and coercive on H$.
(iii) Equation (4.2) holds, and if $G$ is defined by (4.3), then $G(v)=-E(v)$.
(iv) $L$ has a saddle point if and only if $\alpha=0$.
(v) L is Gâteaux differentiable on $H \times H$ and $(\hat{u}, \hat{u})$ is a critical point of $L$ if and only if $\hat{u}$ is a solution of (3.6).

Proof. Part (i) holds by inspection and (ii) holds as in the proof of Theorem 1. Equation (4.2) follows from (3.2)-(3.5) and the last part of (iii) holds from the skew-symmetry of $L$.

From Theorem 6, we have that $\alpha, \alpha^{*}$ are finite and are attained, so there exists $\hat{u}$ in $H$ such that $\alpha=E(\hat{u})=-\alpha^{*}$.

Thus the duality gap is $\delta=\alpha-\alpha^{*}=2 \alpha$. Hence when $\alpha \neq 0$, there cannot be a saddle. When $\alpha=0$, we have from (ii) that there is a $\hat{v}$ in $H$ such that

$$
\begin{equation*}
E(\hat{u})=\sup _{v \in H} L(\hat{u}, v)=L(\hat{u}, \hat{v}) \tag{4.5}
\end{equation*}
$$

But $E(\hat{u})=0$ and $L(\hat{u}, \hat{u})=0$ so we can take $\hat{v}=\hat{u}$ in (4.5). Then $(\hat{u}, \hat{u})$ will be a saddle point of $L$ when $\alpha=0$.
$L$ is Gateaux differentiable with respect to both $u$ and $v$ and we have

$$
\begin{aligned}
& D_{u} L(u, v)=-K_{a} v+\|u\|^{p-2} u-K_{s} u, \\
& D_{v} L(u, v)=K_{a} u-\|v\|^{p-2} v+K_{s} v .
\end{aligned}
$$

Thus ( $\hat{u}, \hat{u}$ ) will be a critical point of $L$ if and only if $\hat{u}$ obeys (3.6). $\square$
From this theorem, we see that the problem of finding a $\hat{u}$ in $H$ such that $E(\hat{u})=0$ is equivalent to finding a saddle point of this Lagrangian. Moreover, the nonzero critical points of this Lagrangian of the form ( $\hat{u}, \hat{u}$ ) are eigenvectors of $K$ corresponding to positive eigenvalues. Thus this Lagrangian provides a critical-point formulation for finding the positive eigenvalues of a general linear compact operator.

We can be more specific about the saddle points of $L$.
Corollary 5. Under the conditions of Theorem 7, $(0,0)$ is a saddle point of $L$ if and only if $\left\langle K_{s} u, u\right\rangle \leqq 0$ for all $u$ in $H$. Moreover, $(\hat{u}, \hat{u})$ is a saddle point of $L$ if and only if $E(\hat{u})=0$.

Proof. From (ii) of Lemma 3.1, we have $F^{*}(0)=0$ if and only if

$$
\begin{equation*}
\left\langle K_{s} u, u\right\rangle \leqq 0 \quad \text { for all } u \in H . \tag{4.6}
\end{equation*}
$$

Thus $E(0)=F^{*}(0)=0$ if and only if (4.6) holds.
From Theorem 7, we see that $L$ has a saddle point if and only if $\alpha=0$ and in the proof we showed that when $\alpha=0$ the saddle points have the form $(\hat{u}, \hat{u})$, where $\hat{u}$ is a solution of $E(\hat{u})=0$.

The Lagrangian (4.1) is not convex-concave unless (4.6) holds; hence the set of saddle points of $L$, in general, is not a convex set even when it is nonempty.

This Lagrangian has a well-defined second derivative given by

$$
D^{2} L(u, v)=\left(\begin{array}{cc}
D^{2} F(u) & -K_{a} \\
K_{a} & -D^{2} F(v)
\end{array}\right)
$$

with $D^{2} F(u), D^{2} F(v)$ being defined by the expressions in Lemma 2.1. Just as in Theorem 2, we can use this to define nondegeneracy and type of a critical point of $L$.

The variational and critical point principles described here appear to be new, even in the finite-dimensional (i.e., matrix) case. In particular, they are different from those described in [4].
5. Complex eigenvalues and eigenvectors. In this section we characterize the complex eigenvalues and eigenvectors of a linear compact operator $K: H \rightarrow H$ as the critical points of a real-valued Lagrangian $\mathscr{L}$ depending on an angular variable $\theta$.

Since we want to work only in real arithmetic, we need to rewrite some of the standard definitions. A complex number $\lambda=\lambda_{1}+i \lambda_{2}$ is said to be an eigenvalue of $K$ if there is a nonzero vector $\left(v_{1}, v_{2}\right)$ in $H \times H$ such that

$$
\begin{align*}
& K v_{1}=\lambda_{1} v_{1}-\lambda_{2} v_{2}, \\
& K v_{2}=\lambda_{2} v_{1}+\lambda_{1} v_{2} . \tag{5.1}
\end{align*}
$$

These are the real and imaginary parts of the usual characterization with $v=v_{1}+i v_{2}$ and $v_{1}, v_{2} \in H$.

If $\lambda=|\lambda| e^{i \theta}$, then this may be rewritten as

$$
\mathscr{K}(\theta)\binom{v_{1}}{v_{2}}=\left(\begin{array}{cc}
\cos \theta K & \sin \theta K  \tag{5.2}\\
-\sin \theta K & \cos \theta K
\end{array}\right)\binom{v_{1}}{v_{2}}=|\lambda|\binom{v_{1}}{v_{2}} .
$$

Define $H_{2}=H \times H$; then $H_{2}$ is a Hilbert space under the inner product [ $v, w$ ] $=$ $\left\langle v_{1}, w_{1}\right\rangle+\left\langle v_{2}, w_{2}\right\rangle$, where $v=\binom{v_{1}}{v_{2}}, w=\binom{w_{1}}{w_{2}}$ are in $H_{2}$. Henceforth $H_{2}$ will have this inner product, the corresponding norm, and the induced topology. Let $S^{1}=[0,2 \pi]$ with the endpoints identified; then for each $\theta$ in $S^{1}$ we have $\mathscr{K}(\theta): H_{2} \rightarrow H_{2}$ is a compact linear operator. From the equivalence of (5.1) and (5.2) we see that $K$ has a nonzero complex eigenvalue $|\lambda| e^{i \theta}$ if and only if $\mathscr{K}(\theta)$ has a positive real eigenvalue $|\lambda|$.

This problem, of characterizing positive real eigenvalues of compact operators, was treated in § 3, so we will extend these results to this case.

Let

$$
\mathscr{K}_{s}(\theta)=\frac{1}{2}\left(\mathscr{K}(\theta)+\mathscr{K}^{*}(\theta)\right)=\left(\begin{array}{cc}
\cos \theta K_{s} & \sin \theta K_{a} \\
-\sin \theta K_{a} & \cos \theta K_{s}
\end{array}\right)
$$

where $K_{s}, K_{a}$ are the symmetric and antisymmetric parts of $K$. Similarly

$$
\mathscr{K}_{a}(\theta)=\frac{1}{2}\left(\mathscr{K}(\theta)-\mathscr{K}^{*}(\theta)\right)=\left(\begin{array}{rr}
\cos \theta K_{a} & \sin \theta K_{s} \\
-\sin \theta K_{s} & \cos \theta K_{a}
\end{array}\right) .
$$

Define $G: H_{2} \times S^{1} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
G(v, \theta)=\frac{1}{p}\left[\left\|v_{1}\right\|^{2}+\left\|v_{2}\right\|^{2}\right]^{p / 2}-\frac{1}{2}\left[\mathscr{K}_{s}(\theta) v, v\right] \tag{5.3}
\end{equation*}
$$

where $v=\left(v_{1}, v_{2}\right)$ is in $H_{2}$ and $2<p<\infty$.
Then

$$
G(v, \theta)=\frac{1}{p}\left[\left\|v_{1}\right\|^{2}+\left\|v_{2}\right\|^{2}\right]^{p / 2}-\frac{\cos \theta}{2}\left[\left\langle K_{s} v_{1}, v_{1}\right\rangle+\left\langle K_{s} v_{2}, v_{2}\right\rangle\right]+\sin \theta\left\langle K_{a} v_{1}, v_{2}\right\rangle
$$

in terms of the components $v_{1}, v_{2}$.
Define the conjugate convex function $G^{*}: H_{2} \times S^{1} \rightarrow \mathbb{R}$ by

$$
G^{*}(w, \theta)=\sup _{v \in H_{2}}([v, w]-G(v, \theta))
$$

and the functional $\mathscr{G}: H_{2} \times S^{1} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\mathscr{G}(v, \theta)=G(v, \theta)+G^{*}\left(\mathscr{K}_{a}(\theta) v, \theta\right) . \tag{5.4}
\end{equation*}
$$

Consider the variational principle of minimizing $\mathscr{G}(v, \theta)$ on $H_{2} \times S^{1}$.
Theorem 8. Suppose $K: H \rightarrow H$ is a compact linear operator and $\mathscr{K}(\theta), G, \mathscr{G}$ are defined as above. Then
(i) $\mathscr{G}(., \theta)$ is w.l.s.c. and coercive on $H_{2}$ for each $\theta$ in $S^{1}$;
(ii) $\mathscr{G}(v, \theta) \geqq 0$ for all $v$ in $H_{2}$;
(iii) If $\mathscr{G}(\hat{v}, \hat{\theta})=0$ then $\hat{v}$ is $a$ solution of

$$
\begin{equation*}
\mathscr{K}(\hat{\theta}) \hat{v}=|\lambda| \hat{v} \tag{5.5}
\end{equation*}
$$

with

$$
\begin{equation*}
|\lambda|=\|\hat{v}\|^{p-2} . \tag{5.6}
\end{equation*}
$$

Proof. This follows just as in the proof of Theorem 6. Here we are working with $\mathscr{K}(\theta)$ and $H_{2}$ in place of $K$ and $H$.

The Lagrangian corresponding to this function $\mathscr{G}$ is $\mathscr{L}: H_{2} \times H_{2} \times S^{1} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\mathscr{L}(v, w, \theta)=\left\langle\mathscr{K}_{a}(\theta) v, w\right\rangle+\mathscr{G}(v, \theta)-\mathscr{G}(w, \theta) \tag{5.7}
\end{equation*}
$$

Again this is skew-symmetric in $v$ and $w$ with

$$
\mathscr{L}(w, v, \theta)=-\mathscr{L}(v, w, \theta)
$$

and our interest is in finding the critical points of $\mathscr{L}(., ., \theta)$.
Theorem 9. Suppose $K: H \rightarrow H$ is a compact linear operator and $\mathscr{K}(\theta), \mathscr{L}$ are defined as above. Then $\mathscr{L}(., ., \theta)$ is Gateaux differentiable on $H_{2}$ and a nonzero point $(\hat{w}, \hat{w}, \hat{\theta})$ is a critical point of $\mathscr{L}(., ., \hat{\theta})$ if and only if $\hat{w}_{1}+i \hat{w}_{2}$ is an eigenvector of $K$ corresponding to the complex eigenvalue $\hat{\lambda}=\|\hat{w}\|^{p-2} e^{i \theta}$.

Proof. Just as in Theorem 7, we have

$$
\begin{aligned}
& D_{v} \mathscr{L}(v, w, \theta)=-\mathscr{K}_{a}(\theta) w+\|v\|^{p-2} v-\mathscr{K}_{s}(\theta) v \\
& D_{w} \mathscr{L}(v, w, \theta)=\mathscr{K}_{a}(\theta) v=\|w\|^{p-2} w+\mathscr{K}_{s}(\theta) w .
\end{aligned}
$$

Thus $(\hat{w}, \hat{w}, \hat{\theta})$ is a critical point of $\mathscr{L}(., ., \hat{\theta})$ if and only if $\hat{w}$ obeys

$$
\mathscr{K}(\hat{\theta}) w=\|w\|^{p-2} w
$$

and this is equivalent to having $w_{1}+i w_{2}$ a complex eigenvector of $K$ corresponding to the eigenvalue $\lambda=|\hat{\lambda}| e^{i \hat{\theta}}$ with $|\hat{\lambda}|=\|\hat{w}\|^{p-2}$ as required.

These last two theorems show that all nonzero eigenvalues and eigenvectors of a compact, linear operator $K$ defined on a real Hilbert space may be found from the critical points of this real-valued functional $\mathscr{L}$. The functional $\mathscr{L}$ is twice continuously Gateaux differentiable and defines an unconstrained problem. Throughout this paper, $p$ can be taken as any number in $(2, \infty)$. The choices $p=3$ or 4 lead to particularly simple formulae for these linear eigenvalue problems. For nonlinear problems, as described in Theorem 5 and its corollary, the choice of $p$ depends on the properties of $K$.
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#### Abstract

This paper is concerned with the existence and asymptotic behavior of positive solutions of semilinear elliptic problems of second order in $\mathbf{R}^{N}, N \geqq 2$. Positive solutions in $\mathbf{R}^{N}$ that decay uniformly to zero at $\infty$ are obtained under various structure conditions by either a direct variational approach or a new approximation procedure. Sharp decay estimates are proved for two general classes of problems.
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1. Introduction. Existence theorems and sharp asymptotic estimates are obtained for positive solutions $u(x)$ in $\mathbf{R}^{N}, N \geqq 2$, of semilinear elliptic eigenvalue problems of the form

$$
\begin{align*}
& -\Delta u+b(|x|) u=\lambda p(|x|) f(u), \quad x \in \mathbf{R}^{N}, \\
& u \in C_{\operatorname{loc}}^{2}\left(\mathbf{R}^{N}\right), \quad \lim _{|x| \rightarrow \infty} u(x)=0 \tag{1}
\end{align*}
$$

for some $\lambda>0$, where $b, p$ are bounded, locally Hölder continuous functions in $\mathbf{R}_{+}=[0, \infty), b(r) \geqq 0, p(r)>0, f$ is locally Lipschitz continuous in $\mathbf{R}_{+}, f(t) \leqq 0$ for all $t \geqq T$ and some constant $T, f(t)>0$ for $0<t<T$, and $f(t)=0\left(t^{\gamma}\right)$ as $t \rightarrow 0+, \gamma>1$. In general, $p(r)$ is not restricted by any monotony or decay conditions at $\infty$. The conditions on $f(t)$ imply that (1) has a bounded nonlinearity, i.e., $f(t)$ is bounded above in $\mathbf{R}_{+}$.

The extensive literature on the theory and applications of (1), usually dealing with the case of constants $b, p$ or special structure, is indicated in [1], [2], [4]-[9], [11]-[15], and references cited in these sources. Differential equations of this type arise in many scientific areas including quantum field theory, fluid mechanics, astrophysics, gas dynamics, chemistry, and Riemannian geometry.

Our results are separated into two basically distinct cases:
(i) $b(r) \geqq b_{0}>0$; and (ii) $b(r) \geqq 0$. A primary goal is to deal with case (ii) when $p(r)$ does not satisfy a strong decay condition, such as $p(r)=O\left(r^{-a}\right)$ as $r \rightarrow \infty, a>2$. The usual variational approaches in the Sobolev space $W_{0}^{1,2}\left(\mathbf{R}^{N}\right)$ are not possible in case (ii) since (1) generally has no positive solutions $u \in L^{2}\left(\mathbf{R}^{N}\right)$, as is well known in the "zero mass" case $b(r) \equiv 0$. Also the method of subsolutions and supersolutions has not been successful in case (ii). The fascination of such problems is in part due to the sensitive dependence of the conclusions on the asymptotic behaviour of $f(u)$ as $u \rightarrow 0+$ and $p(r)$ as $r \rightarrow \infty$, measured by the constants $\gamma$ and $a$ in (4) below. To date there is no indication that the difficulties inherent in case (ii) can be handled by the methods of ordinary differential equations, e.g., the shooting method, trajectory analysis, fixed-point theorems, or Lyapunov techniques. Instead, our method employs a sequence of differential equations

$$
\begin{equation*}
-\Delta u_{k}+\left[b(|x|)+\frac{1}{k}\right] u_{k}=\lambda_{k} p(|x|) f\left(u_{k}\right), \quad x \in \mathbf{R}^{N} \tag{2}
\end{equation*}
$$

[^94]of type (i), with positive radial solutions $u_{k} \in W_{0}^{1,2}\left(\mathbf{R}^{N}\right)$ and corresponding $\lambda_{k}>0$, $k=1,2, \cdots$. The idea is to prove that $\left\{u_{k}\right\}$ has a subsequence that converges locally uniformly in $C^{2}\left(\mathbf{R}^{N}\right)$ to a positive solution $u$ of (1) as $k \rightarrow \infty$. For the full $\gamma$ range described by (4), this is the first procedure devised to date that can treat the zero mass case (and generalizations) regardless of the nonlinear structure of $f(u)$.

A necessary prerequisite for this program is the construction of such positive pairs ( $\lambda_{k}, u_{k}$ ) of (2) without the assumption of any monotony or decay conditions on $p(r)$ as $r \rightarrow \infty$. As far as we are aware, such a theorem is not contained among similar results of Berestycki and Lions [1], [2], Gidas, Ni, and Nirenberg [5], Strauss [13], Stuart [14], and others. Accordingly, we have sketched a proof of Theorem 1 below that we believe is of independent interest in view of its relevance to nonlinear field theory [2], [13].

Theorem 1. In case (i), problem (1) has a positive solution pair ( $\lambda, u_{\lambda}$ ), with $u_{\lambda} \in W_{0}^{1,2}\left(\mathbf{R}^{N}\right)$, such that $u_{\lambda}(x)$ and $\left|\nabla u_{\lambda}(x)\right|$ are asymptotically bounded by constant multiples of $|x|^{(1-N) / 2} \exp \left(-\sqrt{b_{0}}|x|\right)$ as $|x| \rightarrow \infty$.

In case (ii) a positive solution pair ( $\lambda, u_{\lambda}$ ) of (1) does not exist in general without restrictions on $p$ or $\gamma$. An example showing this is

$$
\begin{align*}
& -\Delta u=\lambda\left(1+|x|^{a}\right)^{-1}\left(u^{\gamma}-u^{\beta}\right), \quad x \in \mathbf{R}^{N}, \quad N \geqq 3, \\
& u \in C_{\text {loc }}^{2}\left(\mathbf{R}^{N}\right), \quad \lim _{|x| \rightarrow \infty} u(x)=0 \tag{3}
\end{align*}
$$

for $a \geqq 0,1<\gamma<\beta$. In fact, if such a solution pair exists, then $u_{\lambda}$ satisfies

$$
-\Delta u_{\lambda} \geqq(\lambda / 2)\left(1+|x|^{a}\right)^{-1} u_{\lambda}^{\gamma}
$$

for all sufficiently large $|x|$, implying $\gamma>(N-a) /(N-2)$ by a well-known oscillation criterion [10, p. 76]. In the case where $a=2$, it therefore follows from Theorem 2 below that the condition $\gamma>1$ is necessary and sufficient for the existence of a positive solution pair ( $\lambda, u_{\lambda}$ ).

For Theorem 2 we impose the additional hypothesis

$$
\begin{align*}
& p(r)=O\left(r^{-a}\right) \quad \text { as } r=|x| \rightarrow \infty, \quad N \geqq 3, \\
& \gamma>1 \quad \text { if } a \geqq 2, \quad \gamma>\frac{N-2 a+2}{N-2} \quad \text { if } 0 \leqq a<2 . \tag{4}
\end{align*}
$$

Theorem 2. In case (ii), if (4) holds, problem (1) has a positive solution pair ( $\lambda, u_{\lambda}$ ) with $u_{\lambda} \in L^{2 N /(N-2)}\left(\mathbf{R}^{N}\right)$ and $u_{\lambda}(r)=O\left(r^{(2-N) / 2}\right)$ uniformly as $r \rightarrow \infty$.

For a domain $G \subset \mathbf{R}^{N}$, the norms in $L^{q}(G), L^{q}\left(\mathbf{R}^{N}\right)$, and $E=W_{0}^{1,2}\left(\mathbf{R}^{N}\right)$ will be denoted by $\|\cdot\|_{q, G},\|\cdot\|_{q}$, and $\|\cdot\|_{1,2}$, respectively. We will use the notation

$$
\begin{aligned}
& f_{T}(t)= \begin{cases}f(t) & \text { if } 0 \leqq t \leqq T, \\
0 & \text { otherwise },\end{cases} \\
& F(t)=\int_{0}^{t} f(s) d s, \quad F_{T}(t)=\int_{0}^{t} f_{T}(s) d s, \\
& I(\phi)=\frac{1}{2} \int_{\mathbf{R}^{N}}\left[|\nabla \phi|^{2}+b \phi^{2}\right] d x, \quad \phi \in E, \\
& J(\phi)=\int_{\mathbf{R}^{N}} p F_{T}(\phi) d x, \quad \phi \in E, \\
& (P v)(x)=\frac{1}{\mu\left(S_{1}\right)} \int_{S_{1}} v(|x| \omega) d \mu(\omega),
\end{aligned}
$$

where $\mu$ denotes the usual surface measure on the unit sphere $S_{1}$ in $\mathbf{R}^{N}$. The operator $P$ is an orthogonal projection from $L^{2}\left(\mathbf{R}^{N}\right)$ into radial $L^{2}$ functions. It is known [14, Lemma 6.1] that $P$ extends to a bounded linear mapping from $E$ into $E$ such that

$$
\begin{equation*}
\|\nabla P v\|_{2} \leqq\|P|\nabla v|\|_{2} \leqq\|\nabla v\|_{2}, \quad v \in E . \tag{5}
\end{equation*}
$$

Geometrically $(P v)(x)=V(r)$ represents the spherical mean of $v(x)$ over the sphere $S_{r}$ of radius $r$ in $\mathbf{R}^{N}$.

Proof of Theorem 1. Let $\left\{v_{n}\right\}$ be a weakly convergent sequence in $E$, with weak limit $v$, and define $u=P v, u_{n}=P v_{n}$. Then [14, Lemma 6.1] $\left\{u_{n}\right\}$ is uniformly bounded in the norm $\|\cdot\|_{1,2}$ in $E$, and so also in the norm $\|\cdot\|_{2}$. By the hypothesis that $p(x)$ is bounded and $f(t)=O\left(t^{\gamma}\right)$ as $t \rightarrow 0$, there exists a constant $C>0$ such that

$$
\begin{align*}
\left|J\left(u_{n}\right)-J(u)\right| & \leqq \int_{\mathbf{R}^{N}} \int_{u(x)}^{u_{n}(x)} C|t|^{\gamma} d|t| d x \\
& \leqq 2^{\gamma-1} C \int_{0}^{1}\left[G\left(u_{n}, u, \theta\right)+H\left(u_{n}, u, \theta\right)\right] d \theta \tag{6}
\end{align*}
$$

by Fubini's Theorem in $L^{1}\left(\mathbf{R}^{N} \times[0,1]\right)$ and a slight computation, where

$$
\begin{align*}
& G\left(u_{n}, u, \theta\right)=\int_{B}\left|u_{n}(x)-u(x)\right|\left[|u(x)|^{\gamma}+\theta^{\gamma}\left|u_{n}(x)-u(x)\right|^{\gamma}\right] d x  \tag{7}\\
& H\left(u_{n}, u, \theta\right)=\int_{B^{\prime}}\left|u_{n}(x)-u(x)\right|\left[|u(x)|^{\gamma}+\theta^{\gamma}\left|u_{n}(x)-u(x)\right|^{\gamma}\right] d x \tag{8}
\end{align*}
$$

and $B^{\prime}$ denotes the complement of the unit ball $B$ in $\mathbf{R}^{N}$. The Cauchy-Schwarz inequality yields

$$
G\left(u_{n}, u, \theta\right) \leqq\left\|u_{n}-u\right\|_{2, B}\left[\|u\|_{2 \gamma, B}^{\gamma}+\theta^{\gamma}\left\|u_{n}-u\right\|_{2 \gamma, B}^{\gamma}\right],
$$

and hence the compactness of the Sobolev embedding $W_{0}^{1,2}(B) \hookrightarrow L^{q}(B)$ for $2 \leqq q \leqq$ $2 N /(N-2), N \geqq 3$ (or $q \geqq 1, N=2$ ) guarantees the existence of a subsequence of $\left\{u_{n}\right\}$, again denoted by $\left\{u_{n}\right\}$, such that $\lim _{n \rightarrow \infty} G\left(u_{n}, u, \theta\right)=0$.

To obtain an analogue of this for (8), we use an a priori estimate of Strauss [13, Lemma 1] for radial functions $z \in E$ :

$$
\begin{equation*}
|z(r)| \leqq C_{0} \zeta(r)\|z\|_{1,2}, \quad|x|=r \geqq 1 \tag{9}
\end{equation*}
$$

where $\zeta(r)=r^{(1-N) / 2}, N \geqq 2$, and $C_{0}$ is a positive constant independent of $z$. Application of (9) to (8) shows that there exists a constant $K$, independent of $n$, such that

$$
H\left(u_{n}, u, \theta\right) \leqq K\left\|\zeta^{\gamma-1}\left(u_{n}-u\right)\right\|_{2, B^{\prime}}\left[\|u\|_{2, B^{\prime}}+\theta^{\gamma}\left\|u_{n}-u\right\|_{2, B^{\prime}}\right] .
$$

From the decay of $\zeta(r)$ as $r \rightarrow \infty$, multiplication by $\zeta^{\gamma-1}$ is a compact operator from $W_{0}^{1,2}\left(B^{\prime}\right)$ into $L^{2}\left(B^{\prime}\right)$ by a theorem of Berger and Schechter [3, Thm. 2.7], i.e., $\lim _{n \rightarrow \infty}\left\|\zeta^{\gamma-1}\left(u_{n}^{*}-u\right)\right\|_{2, B^{\prime}}=0$ for a subsequence $\left\{u_{n}^{*}\right\}$ of $\left\{u_{n}\right\}$, implying that $\lim _{n \rightarrow \infty} H\left(u_{n}^{*}, u, \theta\right)=0$. It then follows from (6)-(8), if $v_{n} \rightarrow v$ weakly in $E$, that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} J\left(P v_{n}^{*}\right)=J(P v) \tag{10}
\end{equation*}
$$

for a subsequence $\left\{v_{n}^{*}\right\}$ of $\left\{v_{n}\right\}$, i.e., the functional $J_{p}: v \rightarrow J(P v)$ is weakly sequentially compact.

By the continuity of $p$ and $F_{T}$, there exists a nontrivial radial function $\phi \in E$ such that $d=J(\phi)>0$. Consider the constrained minimization problem

$$
M=\inf \{I(v): v \in E, J(P v)=d\}
$$

and let $\left\{v_{n}\right\}$ be a minimizing sequence in $E$ with $\lim _{n \rightarrow \infty} I\left(v_{n}\right)=M$. Since $I$ is an equivalent norm on $E,\left\{v_{n}\right\}$ is bounded in $E$ and therefore has a weakly convergent subsequence, also denoted by $\left\{v_{n}\right\}$, to a function $v \in E$. Since (10) holds for a subsequence $\left\{v_{n}^{*}\right\}$, it follows that $P v \not \equiv 0$ since $d=J(P v)$ and $J(0)=0$. The Euler-Lagrange principle shows that $I^{\prime}(v)=\lambda J^{\prime}(P v)$ for some real $\lambda$, where $I^{\prime}$ and $J^{\prime}$ denote Fréchet derivatives. By the assumption $f(t)=o(t)$ as $t \rightarrow 0$, standard procedure enables us to write the last functional equation as

$$
\begin{equation*}
\int_{\mathbf{R}^{N}}[\nabla v \cdot \nabla w+b v w] d x=\lambda \int_{\mathbf{R}^{N}} p f_{T}(P v) P w d x \tag{11}
\end{equation*}
$$

for all $w \in E$. Since $P w \in E$ for all $w \in E$, this can be rewritten as [14, Lemma 6.1]

$$
\begin{equation*}
\int_{\mathbf{R}^{N}}[\nabla(P v) \cdot \nabla w+b(P v) w] d x=\lambda \int_{\mathbf{R}^{N}} p f_{T}(P v) w d x \tag{12}
\end{equation*}
$$

for all $w \in E$, from which $u=P v$ is a nontrivial weak solution of the problem

$$
\begin{equation*}
-\Delta u+b u=\lambda p f_{T}(u), \quad u \in E . \tag{13}
\end{equation*}
$$

Since (12) holds in particular for $w=P v$, it follows that $\lambda \neq 0$. In view of the regularity hypotheses on $b, p, f$, standard elliptic regularity theory shows that $u \in C_{\text {loc }}^{2+\alpha}\left(\mathbf{R}^{N}\right)$ for some $\alpha \in(0,1)$, i.e., $u$ is a classical solution of (13).

To verify that $u \geqq 0$ throughout $\mathbf{R}^{N}$, suppose to the contrary that $u<0$ in a nonempty set $\Omega$. The definition of $f_{T}$ shows that $-\Delta u+b u=0$ in $\Omega$ and $\left.u\right|_{\partial \Omega}=0$, implying the contradiction $u(x) \equiv 0$ in $\Omega$ by the maximum principle.

Since $u(x)$ is nontrivial and nonnegative in $\mathbf{R}^{N}$, (12) with $w=P v=u$ shows that $\lambda>0$. Also $0 \leqq u(x) \leqq T$ in $\mathbf{R}^{N}$, for if $u\left(x_{0}\right)>T$ is a positive maximum of a solution of (13), then in appropriate coordinates

$$
\lambda p(|x|) f_{T}\left(u\left(x_{0}\right)\right)=-(\Delta u)\left(x_{0}\right)+b\left(\left|x_{0}\right|\right) u\left(x_{0}\right) \geqq b_{0} u\left(x_{0}\right)>0,
$$

contrary to the definition of $f_{T}(t)$. Therefore $f_{T}(u)=f(u)$ in (13), and hence $u$ is a solution of (1). Since $f(t) \geqq 0$ for $0 \leqq t \leqq T,-\Delta u+b u \geqq 0$ in $\mathbf{R}^{N}$, implying that $u(x)>0$ throughout $\mathbf{R}^{N}$ by the strong maximum principle. The decay estimates in Theorem 1 can be deduced from the property $\lim _{|x| \rightarrow \infty} u(x)=0$ uniformly in $\mathbf{R}^{N}$ (since $u \in E$ ) by a slight modification of the argument of Gidas, Ni, and Nirenberg [5, Prop. 4.1].
3. Proof of Theorem 2. The idea of the proof is to apply Theorem 1 to the sequence of equations (2) and appeal to the three lemmas below. We will use the following additional notation:

$$
\begin{equation*}
I_{k}(\phi)=\frac{1}{2} \int_{\mathbf{R}^{N}}\left[|\nabla \phi|^{2}+\left(b+\frac{1}{k}\right) \phi^{2}\right] d x, \quad \phi \in E, \quad k=1,2, \cdots . \tag{14}
\end{equation*}
$$

Lemma 1. Under the assumptions of Theorem 2, for every $k=1,2, \cdots$ there exists a positive solution pair $\left(\lambda_{k}, u_{k}\right)$ of (2) such that $u_{k} \in E$, the sequence $\left\{\left\|\nabla u_{k}\right\|_{2}\right\}$ is bounded, and

$$
\begin{equation*}
0<u_{k}(r) \leqq M r^{(2-N) / 2}, \quad r \geqq 1 \tag{15}
\end{equation*}
$$

for a positive constant $M$ independent of $k$.

Proof. Such a sequence ( $\lambda_{k}, u_{k}$ ) is guaranteed by Theorem 1, where $u_{k}=P v_{k}$ and $v_{k}$ is a solution of the constrained minimization problem

$$
\begin{equation*}
I_{k}\left(v_{k}\right)=\inf \left\{I_{k}(v): v \in E, J(P v)=d\right\} \tag{16}
\end{equation*}
$$

It follows from (5), (14), and (16) that

$$
\left\|\nabla u_{k}\right\|_{2}^{2}=\left\|\nabla P v_{k}\right\|_{2}^{2} \leqq\left\|\nabla v_{k}\right\|_{2}^{2} \leqq 2 I_{k}\left(v_{k}\right) \leqq 2 I_{1}\left(v_{1}\right) .
$$

Hence $\left\|\nabla u_{k}\right\|_{2}$ is bounded, implying (15) by the estimate of Berestycki and Lions for radial functions in $E$ [2, Lemma AIII].

Lemma 2. The sequence $\left\{u_{k}\right\}$ in Lemma 1 has a subsequence that converges locally uniformly in $C^{2}\left(\mathbf{R}^{N}\right)$ to a nontrivial function $u \in C_{\text {loc }}^{2}\left(\mathbf{R}^{N}\right)$ satisfying

$$
\begin{equation*}
0 \leqq u(r) \leqq M r^{(2-N) / 2}, \quad r \geqq 1 \tag{17}
\end{equation*}
$$

Proof. The existence of such a convergent subsequence is a consequence of the uniform estimate (15) by a standard argument based on Schauder and $L^{q}$-estimates in bounded domains of $\mathbf{R}^{\boldsymbol{N}}$ (see, e.g., [11, Thm. 4.3]). To prove that the limit $u(r)$ is not identically zero, we use (15), the uniform bound $0<u_{k}(r) \leqq T$ in $\mathbf{R}^{N}$, and the assumption $F(t)=O\left(t^{\gamma+1}\right)$ as $t \rightarrow 0+$ to conclude that there exists a positive constant $C$, independent of $k$, such that

$$
\begin{align*}
0<d=J\left(u_{k}\right) & =\int_{\mathbf{R}^{N}} p(|x|) F\left(u_{k}(|x|)\right) d x  \tag{18}\\
& \leqq C \int_{\mathbf{R}^{N}} p(|x|)\left[u_{k}(|x|)\right]^{\gamma+1} d x
\end{align*}
$$

By (4) and (15), $p(r)\left[u_{k}(r)\right]^{\gamma+1} \leqq C_{1} r^{-b}$ for $r \geqq 1$, where $C_{1}>0$ is another constant independent of $k$ and

$$
b=a+\frac{(N-2)(\gamma+1)}{2}>N
$$

since $(N-2)(\gamma+1)>2 N-2 a$ by (4). Therefore $p u_{k}^{\gamma+1} \in L^{1}\left(\mathbf{R}^{N}\right)$, and since $\left\{p u_{k}^{\gamma+1}\right\}$ converges pointwise to $p u^{\gamma+1} \in L^{1}\left(\mathbf{R}^{N}\right)$, the Dominated Convergence Theorem applied to (18) shows that

$$
0<d \leqq C \int_{\mathbf{R}^{N}} p(|x|)[u(|x|)]^{\gamma+1} d x
$$

proving that $u$ is nontrivial.
Lemma 3. The sequence $\left\{\lambda_{k}\right\}$ in Lemma 1 is bounded.
Proof. The analogue of (11) for ( $\lambda_{k}, u_{k}$ ) is (taking $w=v=v_{k}, u_{k}=P v_{k}$ in (11))

$$
\int_{\mathbf{R}^{N}}\left[\left|\nabla v_{k}\right|^{2}+\left(b+\frac{1}{k}\right) v_{k}^{2}\right] d x=\lambda_{k} \int_{\mathbf{R}^{N}} p u_{k} f\left(u_{k}\right) d x
$$

implying by (14) and (16) that

$$
\begin{equation*}
2 I_{1}\left(v_{1}\right) \geqq 2 I_{k}\left(v_{k}\right)=\lambda_{k} \int_{\mathbf{R}^{N}} p u_{k} f\left(u_{k}\right) d x \tag{19}
\end{equation*}
$$

$k=1,2, \cdots$. It follows as in Lemma 2 that $p u_{k} f\left(u_{k}\right) \in L^{1}\left(\mathbf{R}^{N}\right)$ and $\left\{p u_{k} f\left(u_{k}\right)\right\}$ converge pointwise to $\operatorname{puf}(u) \in L^{1}\left(\mathbf{R}^{N}\right)$. By Fatou's Lemma,

$$
\liminf _{k \rightarrow \infty} \int_{\mathbf{R}^{N}} p u_{k} f\left(u_{k}\right) d x \geqq \int_{\mathbf{R}^{N}} p u f(u) d x=\delta>0
$$

since $u$ is not identically zero by Lemma 2 and $f(u)>0$ in $0<u<T$. It is then a consequence of (19) that $2 I_{1}\left(v_{1}\right) \geqq \delta \lambda_{k}$, and hence $\left\{\lambda_{k}\right\}$ is bounded.

To complete the proof of Theorem 2 , let $\lambda$ be the limit of a convergent subsequence of $\left\{\lambda_{k}\right\}$. Since a subsequence of $\left\{u_{k}\right\}$ converges to $u$ in $C_{\mathrm{loc}}^{2}\left(\mathbf{R}^{N}\right)$ we can let $k \rightarrow \infty$ in (2) to conclude that $u=u_{\lambda}$ is a solution of the differential equation in (1). Since $\left\|\nabla u_{k}\right\|_{2}$ is bounded by Lemma $1,\left\{\left\|u_{k}\right\|_{2 N /(N-2)}\right\}$ also is bounded by a standard Sobolev Embedding Theorem. In view of the convergence of $\left\{u_{k}\right\}$ to $u_{\lambda}$, Fatou's Lemma shows that $u_{\lambda} \in L^{2 N /(N-2)}\left(\mathbf{R}^{N}\right)$. We can prove that $|(\nabla u)(|x|)|$, as well as $u(|x|)$, has uniform limit zero as $|x| \rightarrow \infty$ by use of interior Hölder estimates for (1).

Since $\lambda \geqq 0$, it must be that $\lambda>0$, for otherwise $u_{\lambda}$ would be a nontrivial, nonnegative solution of $\Delta u_{\lambda}=0$ in $\mathbf{R}^{N}$ with uniform limit zero at $\infty$, contradicting the maximum principle. The strict positivity of $u_{\lambda}$ throughout $\mathbf{R}^{N}$ then follows from the strong maximum principle.
4. Asymptotic estimates. The asymptotic estimate (17) for the solution $u(r)$ of (1) in Theorem 2 can be sharpened to

$$
\begin{equation*}
u(r)=O\left(r^{2-N+\varepsilon}\right) \quad \text { as } r=|x| \rightarrow \infty \tag{20}
\end{equation*}
$$

for arbitrary $\varepsilon>0$. To prove (20), first note from (4) that

$$
\begin{equation*}
\gamma-1=2(2-a+2 \delta) /(N-2) \tag{21}
\end{equation*}
$$

for some $\delta>0$. Consider the recursive sequence defined by

$$
\begin{equation*}
\sigma_{0}=\frac{N-2}{2}, \quad \sigma_{k+1}=\frac{1}{2}\left[(a-2)+\sigma_{k}(\gamma+1)\right], \quad k=0,1,2, \cdots . \tag{22}
\end{equation*}
$$

Then $\sigma_{k} \geqq \sigma_{0}$ by induction and hence

$$
\sigma_{k+1}-\sigma_{k}=\frac{1}{2}\left[a-2+\sigma_{k}(\gamma-1)\right] \geqq \delta, \quad k=0,1,2, \cdots,
$$

implying that $\left\{\sigma_{k}\right\}$ is increasing and $\sigma_{k} \rightarrow \infty$ as $k \rightarrow \infty$. Let $m$ be the smallest integer for which $\sigma_{m+1} \geqq N-2-\varepsilon$. We know from (17) that $u(r)=O\left(r^{-\sigma_{0}}\right)$ as $r \rightarrow \infty$. If $u(r)=$ $O\left(r^{-\sigma_{k-1}}\right)$ for an integer $k, 1 \leqq k \leqq m$, consider the function $v_{A}(r)=A\left(1+r^{2}\right)^{-\sigma_{k} / 2}, r \geqq 0$, for a constant $A>0$. A calculation gives

$$
-\left(\Delta v_{A}\right)(r)=\frac{A \sigma_{k}\left[\left(N-2-\sigma_{k}\right) r^{2}+N\right]}{\left(1+r^{2}\right)^{\left(\sigma_{k}+4\right) / 2}}
$$

whereas the assumptions on $p$ and $f$ imply that $u(r)$ satisfies

$$
-(\Delta u)(r) \leqq \lambda p(r) f(u(r)) \leqq C r^{-a-\gamma \sigma_{k-1}}, \quad r \geqq 1
$$

for some positive constant $C$. Since $\sigma_{k}<N-2-\varepsilon$ for $k \leqq m$, and $\sigma_{k}+2<a+\gamma \sigma_{k-1}$ by (21) and (22), positive constants $A$ and $R$ can be selected such that

$$
\begin{aligned}
& -\left(\Delta v_{A}\right)(r) \geqq-(\Delta u)(r) \quad \text { for } r \geqq R, \\
& v_{A}(R) \geqq u(R) .
\end{aligned}
$$

Since $v_{A}(r) \rightarrow 0$ and $u(r) \rightarrow 0$ as $r \rightarrow \infty$, the maximum principle implies that $v_{A}(r) \geqq u(r)$ for all $r \geqq R$, and hence $u(r)=O\left(r^{-\sigma_{k}}\right)$ as $r \rightarrow \infty$. In particular, $u(r)=O\left(r^{-\sigma_{m}}\right)$ as $r \rightarrow \infty$.

To complete the proof of (20) we redefine $\sigma_{m+1}^{\prime}=N-2-\varepsilon$, so $\sigma_{m+1}^{\prime} \leqq \sigma_{m+1}$ by our choice of $m$. The argument above can then be repeated with $\sigma_{k-1}, \sigma_{k}$ replaced by $\sigma_{m}, \sigma_{m+1}^{\prime}$, respectively, in view of the inequalities

$$
\sigma_{m+1}^{\prime}+2 \leqq \sigma_{m+1}+2<a+\gamma \sigma_{m},
$$

resulting in $u(r)=O\left(r^{-\sigma_{m+1}^{\prime}}\right)$ as $r \rightarrow \infty$.

Under any one of the three additional hypotheses I, II, or III below, $\varepsilon$ can be replaced by zero in the asymptotic estimate (20), i.e., the solution $u(r)$ of (1) in Theorem 2 has a "removable singularity" at $\infty$ :
(I) $\liminf _{r \rightarrow \infty} r^{\nu} b(r)=+\infty$ for some $\nu<a+(N-2)(\gamma-1)$.
(II) $\gamma>(N-a+2) /(N-2)$.
(III) $b(r) \equiv 0, f, p \in C^{1}(0, \infty)$, and there exist positive constants $C_{1}, C_{2}, C_{3}, C_{4}$, $t_{0}$, and $r_{0}$ such that
(A) $C_{1} t^{\gamma} \leqq f(t) \leqq C_{2} t^{\gamma}$ for $0<t \leqq t_{0}$, where $\gamma$ satisfies (4) for $0 \leqq a<2$;
(B) $C_{3} r^{-a} \leqq p(r) \leqq C_{4} r^{-a}$ for $r \geqq r_{0}$;
(C) $(\log p)^{\prime}(r)=O\left(r^{-1}\right)$ as $r \rightarrow \infty,(\log g)^{\prime}(t)=O(1)$ as $t \rightarrow 0+$, where $g(t)=$ $t^{-\gamma} f(t), t>0$.

The upper estimates for $f(t)$ and $p(r)$ in (A) and (B) have already been imposed, of course, as hypotheses for Theorem 2. The proof below in case (III) is based on an a priori estimate of Gidas and Spruck [6, Thm. 3.6(iii)] for equations of type $-\Delta u=h(r) u^{\gamma}$, requiring extra conditions similar to (B) and (C) above.

Corollary. If any one of the conditions (I)-(III) holds, the solution $u(r)$ of (1) in Theorem 2 satisfies $u(r)=O\left(r^{2-N}\right)$ and $u^{\prime}(r)=O\left(r^{1-N}\right)$ as $r \rightarrow \infty$.

Proof. (I) Since $f(t)=O\left(t^{\gamma}\right)$ as $t \rightarrow 0+$, it follows from (1), (20), for a sufficiently large constant $R_{0}>0$, that

$$
\begin{align*}
-\Delta u & \leqq\left[C r^{-a} u^{\gamma-1}-b(r)\right] u \\
& \leqq\left[\tilde{C} r^{-\nu}-b(r)\right] u \leqq 0 \tag{23}
\end{align*}
$$

for all $r \geqq R_{0}$, where $C, \tilde{C}$ are positive constants and

$$
\nu=a+(N-2-\varepsilon)(\gamma-1)<a+(N-2)(\gamma-1) .
$$

The comparison function $v(r)=A r^{2-N}$ satisfies $\Delta v=0$ and $v\left(R_{0}\right) \geqq u\left(R_{0}\right)$ for a sufficiently large constant $A>0$. Let $w=v-u$. Then

$$
-\Delta w \geqq 0 \quad \text { for } r=|x| \geqq R_{0}, w\left(R_{0}\right) \geqq 0 \text {, and } \quad w(r) \rightarrow 0 \quad \text { as } r \rightarrow \infty,
$$

implying that $u(r) \leqq v(r)$ for all $r \geqq R_{0}$ by the maximum principle.
(II) As in (23), $u$ satisfies

$$
-\Delta u \leqq C r^{-a-\gamma(N-2-\varepsilon)} \quad \text { for } r \geqq R_{0} .
$$

A calculation shows that $v(r)=A\left(1+r^{2}\right)^{(2-N) / 2}$ is a solution of

$$
-\Delta v=A N(N-2)\left(1+r^{2}\right)^{-(N+2) / 2}, \quad r \geqq 0 .
$$

Since $a+\gamma(N-2)>N+2$ by assumption (II), $\varepsilon$ can be selected small enough and $R \geqq R_{0}$ large enough that $-\Delta(v-u) \geqq 0$ for all $r \geqq R$. The conclusion then follows as in case (I) by a sufficiently large choice of $A>0$.
(III) For $b(r) \equiv 0$, the solution $u(r)$ in Theorem 2 satisfies $-\Delta u=\lambda \boldsymbol{h}(r) u^{\gamma}$, where $h(r)=p(r) g(u(r))$. Since $u(r) \rightarrow 0$ as $r \rightarrow \infty$, conditions (A) and (B) imply that there is a constant $r_{1} \geqq r_{0}$ such that

$$
\begin{equation*}
C_{1} C_{3} r^{-a} \leqq h(r) \leqq C_{2} C_{4} r^{-a} \quad \text { for all } r \geqq r_{1} . \tag{24}
\end{equation*}
$$

In view of (1) and the decay estimate in Theorem 2, there exists a constant $C>0$ such that

$$
\begin{equation*}
0<-\left[r^{N-1} u^{\prime}(r)\right]^{\prime}=\lambda r^{N-1} p(r) f(u(r)) \leqq C r^{\alpha}, \quad r \geqq r_{1}, \tag{25}
\end{equation*}
$$

where $\alpha=-a-\gamma(N-2) / 2+N-1$. Integration over $\left(r_{1}, r\right)$ implies that

$$
\begin{equation*}
0<-u^{\prime}(r) \leqq K_{1} r^{1-N}+K_{2} r^{\beta}, \quad r>r_{1} \tag{26}
\end{equation*}
$$

for some constants $K_{1}>0, K_{2}>0, \beta=\alpha-N+2$. Since $\gamma(N-2)>N-2 a+2$ for $0 \leqq a<2$ by (4), it follows that $\beta<-N / 2$, from which $u^{\prime}(r)=O\left(r^{-N / 2}\right)$ as $r \rightarrow \infty$ by (26). Then assumption (C) yields the asymptotic estimate

$$
\begin{equation*}
(\log h)^{\prime}(r)=(\log p)^{\prime}(r)+(\log g)^{\prime}(u(r)) u^{\prime}(r)=O\left(r^{-1}\right) \tag{27}
\end{equation*}
$$

as $r \rightarrow \infty$. In view of (24) and (27), Theorem 3.6(iii) of [6] is applicable for $\gamma$ in our range (4), $0 \leqq a<2$, implying that either $u(r)=O\left(r^{2-N}\right)$ as $r \rightarrow \infty$ or $u(r) \geqq C r^{(a-2) /(\gamma-1)}$ for large $r$. However, the second alternative is impossible since $u \in L^{2 N /(N-2)}\left(\mathbf{R}^{N}\right)$ by Theorem 2 and

$$
\left(\frac{a-2}{\gamma-1}\right)\left(\frac{2 N}{N-2}\right)>-N \quad \text { by (4). }
$$

If we use the estimate $u(r)=O\left(r^{2-N}\right)$ instead of the estimate stated in Theorem 2 , then $\alpha$ in (25) is replaced by

$$
\alpha=-a-\gamma(N-2)+N-1<a-3<-1,
$$

implying the boundedness of $r^{N-1} u^{\prime}(r)$ for $r \geqq r_{1}$.
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#### Abstract

A hyperbolic-parabolic singular perturbation problem is considered for a quasilinear wave equation that arises in one-dimensional nonlinear elasticity. An initial boundary value problem is treated, in which there is an initial layer at $t=0$. It is proved that the solution of the reduced problem approximates the solution of the full problem uniformly on sets bounded in the time direction. An initial-layer corrector and an additional outer expansion term are provided, which yield a uniform $\mathcal{O}\left(\varepsilon^{2}\right)$ approximation.
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1. Introduction. In this paper we consider the singular perturbation problem

$$
\begin{array}{ll}
\varepsilon^{2} u_{t t}+u_{t}-\left[\sigma\left(u_{x}\right)\right]_{x}=f(x, t), & x \in(0,1), t>0, \\
u(x, 0 ; \varepsilon)=\phi(x), \varepsilon u_{t}(x, 0 ; \varepsilon)=\psi(x), & x \in[0,1], \\
u(0, t ; \varepsilon)=u(1, t ; \varepsilon)=0, & t \geqq 0,
\end{array}
$$

that arises in one-dimensional nonlinear elasticity. For small positive $\varepsilon$, the function $u$ can be interpreted as the nondimensional displacement of the planar oscillations of a (nonlinear) hyperelastic string that is oscillating in a highly viscous medium. The scaling leading to (1.1)-(1.3) in the linear case $(\sigma(z)=z)$ is given in [8].

For nonzero $\varepsilon$, (1.1) was considered in an often-referenced but unpublished 1975 work of Nishida (see Nishida [11] where the Cauchy problem is treated). Equation (1.1), as well as corresponding linear and semilinear versions [5], [9], has also been considered as a model for heat conduction to avoid the paradox of infinite speeds of propagation for the parabolic problem (see the bibliographies of [11] and [12]).

For $\varepsilon=0$ we have, in place of (1.1)-(1.3), the well-posed parabolic initial boundary value problem

$$
\begin{array}{ll}
U_{t}-\left[\sigma\left(U_{x}\right)\right]_{x}=f(x, t), & x \in(0,1), \quad t>0, \\
U(x, 0)=\phi(x), & x \in[0,1], \\
U(0, t)=U(1, t)=0, & t \geqq 0, \tag{1.6}
\end{array}
$$

where the initial condition on $u_{t}$ in (1.2) has been omitted. Thus there is a nonuniformity near $t=0$, where an initial layer is present.

Our main result (Theorem 5) is the following: on the closure of any rectangular region $Q \doteq(0,1) \times\left(0, t_{0}\right)$ in $x t$-space on which (1.1)-(1.3) has the solution $u$, with properties given by Theorem 2, and on which (1.4)-(1.6) has solution $U$, with properties given by Theorem 3, we have

$$
\begin{equation*}
u(x, t ; \varepsilon)=U(x, t)+\varepsilon U_{1}(x, t)+\varepsilon V\left(x, t / \varepsilon^{2}\right)+\mathscr{O}\left(\varepsilon^{2}\right) \quad \text { as } \varepsilon \rightarrow 0^{+} \tag{1.7}
\end{equation*}
$$

[^95]uniformly on $\bar{Q}$. In (1.7) the function $U_{1}$ is a first-order corrector to the outer solution $U$ and the function $V$ is an initial-layer corrector, which we describe in greater detail later in this introduction.

In a previous paper [6], we considered, in place of (1.1), the nonlinear wave equation

$$
\begin{equation*}
\varepsilon^{2} u_{t t}+u_{t}-g\left\{\int_{0}^{1} u_{x}^{2}(x, t) d x\right\} u_{x x}=f(x, t) \tag{1.8}
\end{equation*}
$$

with a nonlocal scalar nonlinearity. We refer to [6] for further information about singular perturbations for hyperbolic equations and related works, mentioning here only the recent work of Benaouda and Madaune-Tort [1] on semilinear hyperbolicparabolic singular perturbations. The required estimates for (1.8) are somewhat less complicated than the present case, and it was the insight gained there that enabled us to handle (1.1).

A key point in our analysis here and in [6] consists of higher-order $\varepsilon$-weighted energy estimates. Energy estimates for hyperbolic singular perturbation problems seem to have been introduced by deJager [3] (see also deJager and Geel [4] and Geel [7]). Higher-order energy estimates were also used by Nishida [11] and have been used effectively in recent years for problems in continuum mechanics (see, for example, Dafermos and Nohel [2] and Slemrod [13]) in more complicated situations than that considered here, but not concerning singular perturbations.

Several points should be emphasized. Quite a bit of smoothness is required for our result. This is due in part to our method, but it should also be observed that the uniform nature of the result (1.7), with correctors present, requires smoothness beyond that needed for the existence of weak solutions of (1.1)-(1.3).

With the extra smoothness, we prove the local existence-uniqueness of $u=u_{\varepsilon}$ in (1.1)-(1.3) for any $\varepsilon$ in some interval ( $0, \varepsilon_{0}$ ] and $U$ in (1.4)-(1.6). Nishida [11] obtains global smooth solutions for the Cauchy problem for (1.1), provided a small data assumption is satisfied. Our asymptotic result is of an ideal type in that it is valid uniformly on any rectangular domain for which the above-mentioned $u$ and $U$ are valid.

Our methods do not use any tools that are specifically tied to one space dimension. It is therefore expected that our results can be carried over to more space variables, but with an attendant increase in regularity assumptions.

Both $u=u_{\varepsilon}$ and $U$ are treated by the Schauder technique. A related linear problem for $u$ is considered in $\S 2$ and the nonlinear hyperbolic problem in § 3. Section 4 contains the corresponding result for $U$ as well as the (linear) problem for the corrector $U_{1}$. There also the elementary problems for the initial-layer correctors are solved explicitly. The main result appears in $\S 5$.

Let us now close this introduction by describing the problems that characterize the higher-order correction terms. The natural Ansatz [8], [9]

$$
\begin{equation*}
u(x, t ; \varepsilon)=U(x, t)+\sum_{n=1}^{N}\left[U_{n}(x, t)+V_{n-1}\left(x, t / \varepsilon^{2}\right)\right] \varepsilon^{n} \tag{1.9}
\end{equation*}
$$

where $\tau \doteq t / \varepsilon^{2}$ is the stretched time variable, leads in the usual way to the following problems. For the outer solution $U_{1}$ we have the linear parabolic problem ( $\mathrm{P}_{1}$ ):

$$
\begin{array}{ll}
U_{1_{t}}-\left[\sigma^{\prime}\left(U_{x}\right) U_{1_{x}}\right]_{x}=0, & (x, t) \in Q, \\
U_{1}(x, 0)=\psi(x), & x \in[0,1], \\
U_{1}(0, t)=U_{1}(1, t)=0, & t \in\left[0, t_{0}\right] . \tag{1.12}
\end{array}
$$

For the initial-layer correctors $V_{n}$, we have simple linear ODE problems. For the initial-layer corrector $V \equiv V_{0}$ of lowest order, we have the problem ( $\tilde{\mathrm{P}}_{0}$ ):

$$
\begin{array}{ll}
\ddot{V}+\dot{V}=0, & \tau>0, \quad x \epsilon \\
\dot{V}(x, 0)=\psi(x), & x \in[0,1], \\
V(0, \tau)=V(1, \tau)=0, & \tau>0, \tag{1.15}
\end{array}
$$

together with the matching condition

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} V(x, \tau)=0, \quad x \in[0,1] . \tag{1.16}
\end{equation*}
$$

Here and below, $\partial / \partial \tau$ is denoted by ".".
The higher-order initial-layer correctors are determined by very similar problems. In particular, for $V_{1}$ we have the problem ( $\tilde{\mathrm{P}}_{1}$ ):

$$
\begin{array}{ll}
\ddot{V}_{1}+\dot{V}_{1}=0, & \tau>0, x \\
\dot{V}_{1}(x, 0)=-U_{t}(x, 0), & x \in[0,1], \\
V_{1}(0, \tau)=V_{1}(1, \tau)=0, & \tau>0, \tag{1.19}
\end{array}
$$

with the same matching condition as for $V$,

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} V_{1}(x, \tau)=0, \quad x \in[0,1] . \tag{1.20}
\end{equation*}
$$

The problems for the outer solutions $U_{n}, n \geqq 2$, are found to be nonhomogeneous linear parabolic problems, but are similar to that for $U_{1}$. The same is true for the ODEs for the initial-layer correctors $V_{n}, n \geqq 2$. The proof of uniform asymptotic validity for the $N$ th order expansion (1.9) follows from a priori estimates like (5.1). The method should be clear from our treatment here of the case $N=1$.
2. A related linear problem. As a tool in treating (1.1)-(1.3), we consider the related linear hyperbolic problem $\left(\mathscr{P}_{\varepsilon}\right)$ :

$$
\begin{array}{ll}
L_{\varepsilon}[u] \doteq \varepsilon^{2} u_{t t}+u_{t}-a(x, t ; \varepsilon) u_{x x}=f(x, t), & x \in(0,1), \quad 0<t<t_{0}, \\
u(x, 0 ; \varepsilon)=\phi(x), \quad \varepsilon u_{t}(x, 0 ; \varepsilon)=\psi(x), & x \in[0,1], \\
u(0, t ; \varepsilon)=u(1, t ; \varepsilon)=0, & t \in\left[0, t_{0}\right], \tag{2.3}
\end{array}
$$

under hypotheses on the data $\{\phi, \psi, f\}$ and $a(x, t ; \varepsilon)$ appropriate for the subsequent use of the Schauder technique in dealing with the nonlinear problem (1.1)-(1.3) on $Q \doteq(0,1) \times\left(0, t_{0}\right)$, which we refer to as $\left(\mathrm{P}_{\varepsilon}\right)$.

Specifically, we make the following hypotheses for arbitrary $\varepsilon_{0}$ in $(0,1]$ and $t_{0}>0$. Assume

$$
\begin{equation*}
a \in H^{3}(Q) \tag{a.1}
\end{equation*}
$$

and, for positive constants $a_{0}$ and $a_{1}$, independent of $(x, t ; \varepsilon) \in \bar{Q} \times\left(0, \varepsilon_{0}\right]$

$$
\begin{equation*}
0<a_{0} \leqq a(x, t ; \varepsilon), \tag{a.2}
\end{equation*}
$$

$$
\int_{0}^{t_{0}}\left\|a_{t}(\cdot, t ; \varepsilon)\right\|_{L^{\infty}(0,1)} d t \leqq a_{1}
$$

$$
\begin{equation*}
L^{\infty}(0,1) \text { norms of }\left\{a(\cdot, 0 ; \varepsilon), a_{x}(\cdot, 0 ; \varepsilon), \varepsilon a_{t}(\cdot, 0 ; \varepsilon)\right\} \leqq a_{1}, \tag{a.4}
\end{equation*}
$$

$$
\begin{equation*}
L^{2}(0,1) \text { norms of }\left\{a_{x x}(\cdot, 0 ; \varepsilon), \varepsilon a_{t x}(\cdot, 0 ; \varepsilon), \varepsilon^{3} a_{t t}(\cdot, 0 ; \varepsilon)\right\} \leqq a_{1}, \tag{a.5}
\end{equation*}
$$

$$
\begin{equation*}
L^{2}(Q) \text { norms of }\left\{a_{x}, a_{x x}, a_{x x x}, \varepsilon a_{t x}, \varepsilon a_{t x x}, \varepsilon^{3} a_{t t}, \varepsilon^{3} a_{t t x}, \varepsilon^{5} a_{t t t}\right\} \leqq a_{1} . \tag{a.6}
\end{equation*}
$$

Moreover, we impose the compatibility condition

$$
\begin{equation*}
a_{x}(0, t ; \varepsilon)=a_{x}(1, t ; \varepsilon)=0, \quad t \in\left[0, t_{0}\right], \quad \varepsilon \in\left(0, \varepsilon_{0}\right] . \tag{a.7}
\end{equation*}
$$

For the data, we require that

$$
\begin{array}{lll}
\phi \in H^{4}(0,1), & \phi=\phi^{\prime \prime}=0 & \text { at } x=0,1, \\
\psi \in H^{3}(0,1), & \psi=\psi^{\prime \prime}=0 & \text { at } x=0,1, \\
f \in H^{3}(Q), & f=f_{x x}=0 & \text { at } x=0,1 \tag{f.1}
\end{array}
$$

In what follows, we will often abbreviate $L^{\infty}\left(0, t_{0} ; L^{2}(0,1)\right)$ as $L^{\infty}\left(L^{2}\right)$.
Theorem 1. If $a, \phi, \psi$, and $f$ satisfy the above hypotheses, the problem $\left(\mathscr{P}_{\varepsilon}\right)$ has a unique classical solution $u \in C^{2}(\bar{Q})$ with $D^{\alpha} u \in L^{\infty}\left(L^{2}\right),|\alpha| \leqq 4$, such that each of the following norms is bounded by a constant independent of $\varepsilon$ in ( $0, \varepsilon_{0}$ ]:
(r.3) $L^{2}(Q)$ norms of $\left\{u_{t}, u_{t x}, u_{t x x}, u_{t x x x}, \varepsilon^{2} u_{t t}, \varepsilon^{2} u_{t t x}, \varepsilon^{2} u_{t t x x}, \varepsilon^{4} u_{t t t}, \varepsilon^{4} u_{t t x}, \varepsilon^{6} u_{t t t t}\right\}$.

Proof. Imposing on the $m$-term Faedo-Galerkin approximation

$$
\begin{equation*}
u_{m} \equiv u_{m}(x, t ; \varepsilon) \doteq \sum_{k=1}^{m} A_{k m}(t ; \varepsilon) \sin \kappa \pi x \tag{2.4}
\end{equation*}
$$

the orthogonality conditions with $L^{2}(0,1)$ inner product $\langle\cdot, \cdot\rangle$

$$
\begin{equation*}
\left\langle L_{\varepsilon} u_{m}-f_{m}, \sin l \pi x\right\rangle=0, \quad l=1,2, \cdots, m, \tag{2.5}
\end{equation*}
$$

as well as projected initial conditions, we are led to the following initial-value problem for the coefficients $\left\{\boldsymbol{A}_{l m}\right\}_{l=1}^{m}$

$$
\begin{gather*}
\varepsilon^{2} A_{l m}^{\prime \prime}+A_{l m}^{\prime}+2 \sum_{k=1}^{m} k^{2} \pi^{2} a_{l k}(t ; \varepsilon) A_{k m}=f_{l}(t),  \tag{2.6}\\
A_{l m}(0 ; \varepsilon)=2\langle\phi, \sin l \pi x\rangle, \quad \varepsilon A_{l m}^{\prime}(0 ; \varepsilon)=2\langle\psi, \sin l \pi x\rangle, \tag{2.7}
\end{gather*}
$$

for $l=1,2, \cdots, m$. The functions $a_{l k}(t ; \varepsilon), f_{m}(x, t)$ and $f_{l}(t)$ are defined by

$$
a_{l k}(t ; \varepsilon)=\langle a(x, t ; \varepsilon) \sin k \pi x, \sin l \pi x\rangle
$$

and

$$
\begin{equation*}
f_{m}(x, t)=\sum_{l=1}^{m} f_{l}(t) \sin l \pi x=2 \sum_{l=1}^{m}\langle f(x, t), \sin l \pi x\rangle \sin l \pi x . \tag{2.8}
\end{equation*}
$$

From elementary regularity results for systems of linear ODEs, it follows that the unique solution $\left\{A_{l m}\right\}_{l=1}^{m}$ of (2.6)-(2.7) belongs to $H^{5}\left(0, t_{0}\right)$, so that $u_{m}, m=$ $1,2, \cdots$, belongs to $C^{4}(\bar{Q}) \cap H^{5}(Q)$ and, in fact, is analytic as a function of $x$ for fixed $t$.

To show the convergence of the $u_{m}$ to the solution $u$ of $\left(\mathscr{P}_{\varepsilon}\right)$, we use energy estimates of higher order with appropriate $\varepsilon$-weights. Let

$$
\begin{equation*}
E(t) \doteq \frac{1}{2} \int_{0}^{1}\left\{\sum_{0 \leqq|\alpha| \leqq 3} \varepsilon^{4 \alpha_{2}+2}\left|D^{\alpha} u_{m_{t}}\right|^{2}+a(x, t ; \varepsilon) \sum_{\alpha_{1}=0}^{3}\left|D_{x}^{\alpha_{1}} u_{m_{x}}\right|^{2}\right\} d x \tag{2.9}
\end{equation*}
$$

where the usual multi-index $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$ is used: $D^{\alpha}=D_{x}^{\alpha_{1}} D_{t}^{\alpha_{2}}$. The term in $E(t)$ corresponding to $\alpha=(0,0)$ is the usual energy at time $t$ of the vibrating string governed by (2.1).

Our basic energy estimate is

$$
\begin{align*}
E(t) & +\frac{1}{4} \int_{0}^{t} \int_{0}^{1} \sum_{0 \leqq \alpha \mid \leqq 3} \varepsilon^{4 \alpha_{2}}\left|D^{\alpha} u_{m_{t}}\right|^{2} d x d s \\
& \leqq\left(F(0)+\frac{1}{2}\left\|f_{m}\right\|_{H^{3}(Q)}^{2}\right) \exp \left\{\int_{0}^{t} K(s) d s\right\} \tag{2.10}
\end{align*}
$$

where

$$
\begin{gather*}
F(t)=\frac{1}{2} \sum_{0 \leq|\alpha| \leq 3} \varepsilon^{4 \alpha_{2}} \int_{0}^{1}\left\{\varepsilon^{2}\left|D^{\alpha} u_{m_{t}}\right|^{2}+a(x, t ; \varepsilon)\left|D^{\alpha} u_{m_{x}}\right|^{2}\right\} d x,  \tag{2.11}\\
K(s)=K_{0}\left(1+\sup _{0 \leqq x \leqq 1}\left|a_{t}(x, s)\right|+\int_{0}^{1}\left\{\sum_{1 \leqq|\alpha| \leqq 2} \varepsilon^{4 \alpha_{2}+2}\left|D^{\alpha} a_{t}\right|^{2}+\sum_{\alpha_{1}=0}^{2}\left|D_{x}^{\alpha_{1}} a_{x}\right|^{2}\right\} d x\right) . \tag{2.12}
\end{gather*}
$$

The constant $K_{0}$ is independent of $m$ and $\varepsilon$.
The estimate (2.10) is established in the appendix, where it is also shown how appropriate estimates of $f_{m}$ in the $H^{3}(Q)$ norm and of $F(0 ; \varepsilon)$ lead to the inequality

$$
\begin{align*}
& \sup _{0 \leqq t \leqq t_{0}} \int_{0}^{1}\left(\sum_{0 \leqq|\alpha| \Im 3} \varepsilon^{4 \alpha_{2}+2}\left|D^{\alpha} u_{m_{t}}\right|^{2}+\sum_{\alpha_{1}=0}^{3}\left|D^{\alpha} u_{m_{x}}\right|^{2}\right) d x \\
&+\sum_{0 \leqq|\alpha| \leqq 3} \varepsilon^{4 \alpha_{2}} \int_{0}^{t_{0}} \int_{0}^{1}\left|D^{\alpha} u_{m_{t}}\right|^{2} d x d s \leqq C \tag{2.13}
\end{align*}
$$

with constant $C$ independent of $m$ and $\varepsilon$.
From this energy inequality, we see that each of the sequences $\left\{D^{\alpha} u_{m}\right\}_{m=1}^{\infty}$, for $0 \leqq|\alpha| \leqq 4$, is bounded in $L^{\infty}\left(L^{2}\right)$ and so contains a weak* convergent subsequence. If $u$ denotes the weak* limit of the subsequence for $\alpha=(0,0)$, then for $0<|\alpha| \leqq 4$, there is a subsequence $\left\{D^{\alpha} u_{m_{j}}\right\}_{j=1}^{\infty}$ that has limit $D^{\alpha} u$, the $\alpha$ th weak $L^{2}(Q)$ derivative of $u$. Hence $D^{\alpha} u \in L^{\infty}\left(L^{2}\right), 0 \leqq|\alpha| \leqq 4$, and $u \in H^{4}(Q)$, so that $u \in C^{2}(\bar{Q})$ by the Sobolev embedding theorem.

To see that the limit $u$ satisfies (2.1), we merely let $m_{j}$ tend to infinity in

$$
\int_{0}^{t_{0}} \int_{0}^{1}\left(L u_{m_{j}}-f_{m_{j}}\right) \mu(t) \sin l \pi x d x d t=0
$$

for arbitrary $\mu \in L^{2}\left(0, t_{0}\right)$. It follows by a standard density argument that (2.1) is satisfied almost everywhere in $Q$ and hence everywhere in $\bar{Q}$, since all the functions involved are continuous in $\bar{Q}$.

To see that the weak* limit $u$ satisfies the initial condition $u(x, 0)=\phi(x)$, we proceed in a similar and familiar way. We note that for $\alpha \in L^{2}(0,1)$ and $\beta \in C^{1}\left[0, t_{0}\right]$, such that $\beta(0)=1$ and $\beta\left(t_{0}\right)=0$,

$$
\int_{0}^{t_{0}} \int_{0}^{1} u_{m_{j}}(x, t) \alpha(x) \beta^{\prime}(t) d x d t \rightarrow \int_{0}^{t_{0}} \int_{0}^{1} u(x, t) \alpha(x) \beta^{\prime}(t) d x d t,
$$

and

$$
\int_{0}^{t_{0}} \int_{0}^{1} u_{m_{j, t}}(x, t) \alpha(x) \beta(t) d x d t \rightarrow \int_{0}^{t_{0}} \int_{0}^{1} u_{t}(x, t) \alpha(x) \beta(t) d x d t,
$$

from which

$$
\int_{0}^{1} u_{m_{j}}(x, 0) \alpha(x) d x \rightarrow \int_{0}^{1} u(x, 0) \alpha(x) d x
$$

and the condition follows since $u_{m}(x, 0)=\phi_{m}(x) \rightarrow \phi(x)$ in $L^{2}(0,1)$. A similar argument shows that $\varepsilon u_{t}(x, 0)=\psi(x)$ and that $u=u_{x x}=0$ when $x=0,1$.

It is conceivable that there are distinct subsequences of $\left\{u_{m}\right\}$ that converge to different limits, and thus generate different solutions of $\left(\mathscr{P}_{\varepsilon}\right)$. However, global uniqueness for solutions of $\left(\mathscr{P}_{\varepsilon}\right)$ follows from an easy energy integral argument. In particular, if $u$ and $\bar{u}$ are classical solutions of $\left(\mathscr{P}_{\varepsilon}\right)$, the function $z \doteq u-\bar{u}$ satisfies the corresponding completely homogeneous IBVP. With

$$
\mathbb{E}(t) \doteq \frac{1}{2} \int_{0}^{1}\left[\varepsilon^{2} z_{t}^{2}+a(x, t ; \varepsilon) z_{x}^{2}\right] d x,
$$

we quickly derive the identity and bound

$$
\begin{aligned}
\mathbb{E}(t)+\int_{0}^{t} \int_{0}^{1} z_{t}^{2} d x d s & =\int_{0}^{t} \int_{0}^{1}\left[\frac{1}{2} a_{t} z_{x}^{2}-a_{x} z_{x} z_{t}\right] d x d s \\
& \leqq \frac{1}{2} \int_{0}^{t} \int_{0}^{1} z_{t}^{2} d x d s+K_{1} \int_{0}^{1} \mathbb{E}(s) d s
\end{aligned}
$$

where

$$
K_{1} \doteq a_{0}^{-1}\left\{\sup _{\bar{Q}}\left|a_{t}\right|+\sup _{\bar{Q}}\left|a_{x}\right|^{2}\right\} .
$$

Gronwall's lemma immediately implies

$$
\mathbb{E}(t) \equiv 0 \Rightarrow z \equiv 0 \Rightarrow u \equiv \bar{u} .
$$

It follows that each subsequence of $\left\{u_{m}\right\}$ must converge to the unique solution $u$ of $\left(\mathscr{P}_{\varepsilon}\right)$.
The assertions (r.2) and (r.3) of Theorem 1 on the order $\varepsilon$ behavior of the various derivatives of $u$ follow directly from the inequality (2.13) when we use the lower semicontinuity property of weak* limits. With these established, (r.1) follows by means of the Sobolev embedding theorem. This completes the proof of Theorem 1.
3. The quasilinear hyperbolic equation. With Theorem 1 of $\S 2$ established, the way has been prepared to approach the questions of existence and uniqueness for the quasilinear problem ( $\mathrm{P}_{\varepsilon}$ ) by means of the Schauder technique and the Banach contraction mapping theorem. Indeed, the fixed point will also be seen to inherit the regularity and order $\varepsilon$ behavior built into the linear problem $\left(\mathscr{P}_{\varepsilon}\right)$. We proceed then with the following theorem.

Theorem 2. Let $f, \phi$ and $\psi$ satisfy hypotheses (f.1), ( $\phi .1$ ), and ( $\psi .1$ ), respectively. Let $\sigma \in C^{4}(\mathbb{R})$ with $0<\sigma_{0} \leqq \sigma^{\prime}(z)$ for all $z \in \mathbb{R}$. Then the quasilinear hyperbolic problem $\left(P_{\varepsilon}\right)$ consisting of (1.1)-(1.3) on $Q$ has a unique classical solution $u \in C^{2}(\bar{Q})$ with $D^{\alpha} u \in L^{\infty}\left(L^{2}\right),|\alpha| \leqq 4$, such that conclusions (r.1), (r.2), and (r.3) of Theorem 1 hold. The interval $\left[0, t_{0}\right]$ may be small, but it is independent of $\varepsilon$ in $\left(0, \varepsilon_{0}\right]$.

Proof. Let $\mathscr{Y}=\mathscr{Y}\left(\varepsilon, t_{0}\right)$ be the complete metric space

$$
\mathscr{Y}=\left\{v \in L^{\infty}\left(0, t_{0} ; H_{0}^{1}(0,1)\right) \mid v_{t} \in L^{\infty}\left(0, t_{0} ; L^{2}(0,1)\right)\right\}
$$

with $\varepsilon$-dependent metric $d=d_{\varepsilon}$ defined by

$$
d^{2}(v, \bar{v}) \doteq \sup _{0 \leqq t \leq t_{0}} \int_{0}^{1}\left[\left(v_{x}-\bar{v}_{x}\right)^{2}+\varepsilon^{2}\left(v_{t}-\bar{v}_{t}\right)^{2}\right] d x .
$$

For suitable functions $v=v(x, t ; \varepsilon)$, with $\varepsilon \in\left(0, \varepsilon_{0}\right]$, let

$$
\left.\begin{array}{rl}
\delta(v) \doteq & \max _{0 \leqq|\alpha| \leqq 3}\{
\end{array} \sup _{0 \leqq t \leqq t_{0}} \int_{0}^{1} \varepsilon^{4 \alpha_{2}+2}\left|D^{\alpha} v_{t}\right|^{2} d x, ~ 子 \sup _{0 \leqq t \leqq t_{0}} \int_{0}^{1}\left|D_{x}^{\alpha_{1}} v_{x}\right|^{2} d x, \varepsilon^{4 \alpha_{2}} \int_{0}^{t_{0}} \int_{0}^{1}\left|D^{\alpha} v_{t}\right|^{2} d x d s\right\} . ~ l
$$

Let $\mathscr{X} \equiv \mathscr{X}\left(M, t_{0}, \varepsilon\right)$ be the subset of $\mathscr{Y}$ consisting of functions $v=v(x, t ; \varepsilon)$ such that for given positive $M$

$$
\left\{v \in H^{4}(Q): D^{\alpha} v \in L^{\infty}\left(0, t_{0} ; L^{2}(0,1)\right),|\alpha|<4, \text { and } \delta(v) \leqq M^{2}\right\}
$$

and

$$
\begin{aligned}
& v(0, t ; \varepsilon)=v(1, t ; \varepsilon)=v_{x x}(0, t ; \varepsilon)=v_{x x}(1, t ; \varepsilon)=0, \\
& v(x, 0 ; \varepsilon)=\phi(x), \quad \varepsilon v_{t}(x, 0 ; \varepsilon)=\psi(x) \\
& \varepsilon^{2} v_{t t}(x, 0 ; \varepsilon)=f(x, 0)+\sigma^{\prime}\left(\phi^{\prime}(x)\right) \phi^{\prime \prime}(x)-\psi(x) / \varepsilon .
\end{aligned}
$$

The set $\mathscr{X}$ is a closed subset of $\mathscr{O}$. Indeed, let $\left\{v_{n}\right\}$ be a sequence in $\mathscr{X}$ that converges to $\tilde{v} \in \mathscr{Y}$ in the metric on $\mathscr{Y}$. Since $L^{\infty}\left(L^{2}\right)$ is the dual space of $L^{1}\left(L^{2}\right)$, any bounded set in $L^{\infty}\left(L^{2}\right)$ is sequentially compact in the weak* topology of $L^{\infty}\left(L^{2}\right)$. Since $\delta\left(v_{n}\right) \leqq$ $M^{2}, n=1,2, \cdots$, each of the sequences $\left\{D^{\alpha} v_{n}\right\},|\alpha| \leqq 4$ is bounded in $L^{\infty}\left(L^{2}\right)$ and so has a subsequence that converges to an element of $L^{\infty}\left(L^{2}\right), D^{\alpha} v_{n_{j}} \rightarrow w^{\alpha}$, weak*. If $v$ is the limit function corresponding to $\alpha=(0,0)$, it follows easily from definitions that $w^{\alpha}=D^{\alpha} v$, the $\alpha$ th weak $L^{2}$ derivative of $v$. Also, by the lower semicontinuity property of weak* sequential convergence,

$$
\begin{aligned}
& \left\|\varepsilon^{2 \alpha_{2}+1} D^{\alpha} v_{t}\right\|_{L^{\infty}\left(L^{2}\right)} \leqq \varliminf_{n \rightarrow \infty}\left\|\varepsilon^{2 \alpha_{2}+1} D^{\alpha} v_{n_{t}}\right\|_{L^{\infty}\left(L^{2}\right)} \leqq M, \\
& \left\|D_{x}^{\alpha} v_{x}\right\|_{L^{\infty}\left(L^{2}\right)} \leqq \underline{l i m}_{n \rightarrow \infty}\left\|D_{x}^{\alpha} v_{n_{x}}\right\|_{L^{\infty}\left(L^{2}\right)} \leqq M,
\end{aligned}
$$

for $|\alpha| \leqq 3$, and by a similar argument involving weak convergence in $L^{2}(Q)$,

$$
\left\|\varepsilon^{2 \alpha_{2}} D^{\alpha} v_{t}\right\|_{L^{2}(Q)} \leqq M, \quad|\alpha| \leqq 3 .
$$

Hence we conclude that $\delta(v) \leqq M^{2}$. The conditions on $\partial Q$ are seen to hold for $v$ by arguments similar to those in Theorem 1 . Since $v_{n} \rightarrow \tilde{v}$ with respect to the metric $d$, we clearly have $v_{n} \rightarrow \tilde{v} \in \mathscr{Y}$ weakly in $L^{2}(Q)$. On the other hand, a subsequence $\left(v_{n_{j}}\right)$ has been shown to converge to $v \in \mathscr{X}$ weakly in $L^{2}(Q)$. By uniqueness of weak limits, each subsequence must converge to $v=\tilde{v}$. Hence $\tilde{v} \in \mathscr{X}$ and $\mathscr{X}$ is closed.

For a given $v$ in $\mathscr{X}$, consider the linear IBVP (2.1)-(2.3), with

$$
a(x, t ; \varepsilon) \doteq \sigma^{\prime}\left(v_{x}(x, t ; \varepsilon)\right) .
$$

It is a straightforward matter to verify that this function satisfies hypotheses (a.1)-(a.7) of Theorem 1. Hence, for each $v$ in $\mathscr{X}$, we obtain a unique solution $u$ of $\left(\mathscr{P}_{\varepsilon}\right)$ that enjoys all the properties guaranteed by Theorem 1. Denote this solution map by $\mathrm{S}: u=\mathbb{S} v$.

Seeking fixed points of $\mathbb{S}$, we first show that $\mathbb{S}$ maps $\mathscr{X}$ into itself for appropriately chosen $M$ and $t_{0}$. For $v$ in $\mathscr{X}$ the energy inequality (2.10) implies, by the lower semicontinuity property of weak* limits,

$$
\delta(u) \leqq\left(k_{0}\left[\|\phi\|_{H^{4}(0,1)}^{2}+\|\psi\|_{H^{3}(0,1)}^{2}+\|f(x, 0)\|_{*}^{2}\right]+\frac{1}{2}\|f\|_{H^{3}(Q)}^{2}\right) \exp \left\{\int_{0}^{t_{0}} K(s) d s\right\},
$$

where $K(s)$ is given by (2.12) and

$$
\|f(x, 0)\|_{*}^{2} \doteq \sum_{|\alpha| \leqslant 2} \int_{0}^{1}\left|D^{\alpha} f(x, 0)\right|^{2} d x .
$$

We now choose $M>1$ so large that the data at $t=0$ is bounded above as

$$
k_{0}\left[\|\phi\|_{H^{4}(0,1)}^{2}+\|\psi\|_{H^{3}(0,1)}^{2}+\|f(x, 0)\|_{*}^{2}\right] \leqq \frac{1}{2} M,
$$

and then choose $t_{0}$ sufficiently small so that $\|f\|_{H^{3}(Q)}^{2}<\frac{1}{2} M$. In considering the exponential factor, it is important to note that

$$
\begin{aligned}
\int_{0}^{t_{0}} \sup _{0 \leqq x \leqq 1}\left|a_{t}\right| d t & =\int_{0}^{t_{0}} \sup _{0 \leqq x \leqq 1}\left|\left(t_{0}^{-1 / 4} \sigma^{\prime \prime}\left(v_{x}\right)\right)\left(t_{0}^{1 / 4} v_{t x}\right)\right| d t \\
& \leqq \frac{1}{2} \sup _{\bar{Q}}\left|\sigma^{\prime \prime}\left(v_{x}\right)\right|^{2} \sqrt{t_{0}}+\frac{1}{2} \sqrt{t_{0}} \int_{0}^{t_{0}} \int_{0}^{1}\left(v_{t x}^{2}+v_{t x x}^{2}\right) d x d t \\
& \leqq k(M) \sqrt{t_{0}},
\end{aligned}
$$

where $k$ depends on $M$, but not on $\varepsilon$. It follows from the assumed order $\varepsilon$ behavior of the derivatives of $v$ in $\mathscr{X}$ that

$$
\int_{0}^{1}\left\{\sum_{1 \leqq|\alpha| \leqq 2} \varepsilon^{4 \alpha_{2}+2}\left|D^{\alpha} a_{t}\right|^{2}+\sum_{\alpha_{1}=0}^{2}\left|D_{x}^{\alpha_{1}} a_{x}\right|^{2}\right\} d x \leqq k(M)
$$

holds for a constant depending on $M$ but independent of $\varepsilon$. Hence

$$
\exp \left\{\int_{0}^{t_{0}} K(s) d s\right\} \leqq \exp \left\{k(M) \sqrt{t_{0}}\right\} \leqq M,
$$

provided $t_{0}$ is chosen sufficiently small. This implies that $\delta(u) \leqq M^{2}$. The remaining subsidiary conditions in $\mathscr{X}$ follow from the fact that $u$ is a classical solution of $\left(\mathscr{P}_{\varepsilon}\right)$ on $\bar{Q}$. Hence $u \in \mathscr{X}$ and $\mathbb{S}: \mathscr{X} \rightarrow \mathscr{X}$.

To show that $\mathbb{S}$ is a contraction on $\mathscr{X}$ with respect to the metric $d$, let $v, \bar{v} \in \mathscr{X}$ and $u \doteq \mathbb{S} v, \bar{u} \doteq \mathbb{S} \bar{v}$. Then $w \doteq u-\bar{u}$ is a classical solution of the linear initial boundary value problem consisting of the PDE

$$
\begin{equation*}
\varepsilon^{2} w_{t t}+w_{t}-\sigma^{\prime}\left(v_{x}\right) w_{x x}=\left[\sigma^{\prime}\left(v_{x}\right)-\sigma^{\prime}\left(\bar{v}_{x}\right)\right] \bar{u}_{x x}, \tag{3.1}
\end{equation*}
$$

and the conditions $(2.2)-(2.3)$ with $\phi(x) \equiv \psi(x) \equiv 0$. The energy of $w$ defined by

$$
\begin{equation*}
\tilde{E}(t) \doteq \frac{1}{2} \int_{0}^{1}\left[\varepsilon^{2} w_{t}^{2}+\sigma^{\prime}\left(v_{x}\right) w_{x}^{2}\right] d x \tag{3.2}
\end{equation*}
$$

satisfies

$$
\begin{align*}
& \tilde{E}(t)+\int_{0}^{t} \int_{0}^{1} w_{t}^{2} d x d s \\
& \quad \leqq \int_{0}^{t} \int_{0}^{1}\left\{w_{t}\left[\left(\sigma^{\prime}\left(v_{x}\right)-\sigma^{\prime}\left(\bar{v}_{x}\right)\right) \bar{u}_{x x}-\sigma^{\prime \prime}\left(v_{x}\right) v_{x x} w_{x}\right]+\frac{1}{2} \sigma^{\prime \prime}\left(v_{x}\right) v_{t x} w_{x}^{2}\right\} d x d s \tag{3.3}
\end{align*}
$$

and so by estimates of the right-hand side similar to those in the Appendix, we obtain via Gronwall's lemma

$$
\tilde{E}(t) \leqq C_{1} t_{0} d^{2}(v, \bar{v}) \exp \left\{\int_{0}^{t_{0}} \tilde{K}(s) d s\right\},
$$

with

$$
C_{1} \doteq \sup _{\substack{\stackrel{\rightharpoonup}{0} \\ 0<\theta<1}}\left|\sigma^{\prime \prime}\left(\theta v_{x}+(1-\theta) \bar{v}_{x}\right) \bar{u}_{x x}\right|^{2}
$$

independent of $\varepsilon$, and kernel given by

$$
\tilde{K}(s) \doteq \max \left\{1, \sigma_{0}^{-1}\right\}\left(\frac{1}{2} \sup _{\bar{Q}}\left|\sigma^{\prime \prime}\left(v_{x}\right) v_{x x}\right|+\sup _{\bar{Q}}\left|\sigma^{\prime \prime}\left(v_{x}\right)\right|\left\{1+\int_{0}^{1}\left(v_{t x}^{2}+v_{t x x}^{2}\right) d x\right\}\right) .
$$

The assumptions on $v$ and our results on $u$ guarantee that the $L^{1}\left(0, t_{0}\right)$ norm of $\tilde{K}(t)$ is bounded independently of $\varepsilon$ in $\left(0, \varepsilon_{0}\right]$. Now

$$
d^{2}(u, \bar{u}) \leqq \max \left\{1, \sigma_{0}^{-1}\right\} \sup _{0 \leqq t \leq t_{0}} \tilde{E}(t) \leqq C t_{0} d^{2}(v, \bar{v}),
$$

so by choice of $t_{0}$ sufficiently small, the map $\mathbb{S}$ is a contraction as asserted. The Banach contraction mapping theorem implies that $\mathbb{S}$ has a unique fixed point in $\mathscr{X}$, which is seen to be a classical solution of $\left(\mathrm{P}_{\varepsilon}\right)$. Moreover, there is at most one classical solution $u \in C^{2}(\bar{Q})$ for this $t_{0}$ as shown by the following energy integral argument. Let $u$ and $\tilde{u}$ be classical $C^{2}(\bar{Q})$ solutions of $\left(\mathrm{P}_{\varepsilon}\right)$; then (3.1)-(3.3) hold with $v=u$ and $\bar{v}=\tilde{u}$. With

$$
\sup _{\bar{Q}}\left\{\left|\sigma^{\prime \prime}\left(u_{x}\right) u_{x x}\right|,\left|\sigma^{\prime \prime}\left(u_{x}\right) u_{t x}\right|,\left|\sigma^{\prime \prime}\left(\theta u_{x}+(1-\theta) \tilde{u}_{x}\right) \tilde{u}_{x x}\right|\right\} \leqq k,
$$

we quickly obtain the estimate

$$
\tilde{E}(t) \leqq \frac{2 k^{2}+k}{\sigma_{0}} \int_{0}^{t} \tilde{E}(s) d s
$$

and, by Gronwall's lemma, $\tilde{E}(t) \leqq 0$, so that $u=\tilde{u}$ follows immediately.
4. The reduced problem and higher-order correctors. In this section we consider the reduced problem ( $\mathrm{P}_{0}$ ) and the problems $\left(\mathrm{P}_{1}\right),\left(\tilde{\mathrm{P}}_{0}\right)$ and $\left(\tilde{\mathrm{P}}_{1}\right)$ introduced in §1. The initial-layer corrector problems ( $\tilde{\mathrm{P}}_{0}$ ) and ( $\tilde{\mathrm{P}}_{1}$ ) readily yield explicit solutions given by

$$
\begin{equation*}
V(x, \tau)=-\psi(x) e^{-\tau}, \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{1}(x, \tau)=\left\{\sigma^{\prime}\left(\phi^{\prime}(x)\right) \phi^{\prime \prime}(x)+f(x, 0)\right\} e^{-\tau} \tag{4.2}
\end{equation*}
$$

In § 5 our proof of uniform validity for the expansion will require that $V_{x x}$ and $V_{1_{x x}}$ belong to $L^{\infty}(Q)$. From (4.1) and (4.2) this will certainly be the case if

$$
\sigma \in C^{3}, \quad \phi^{i v} \in L^{\infty}(0,1), \quad \psi^{\prime \prime} \in L^{\infty}(0,1), \quad f_{x x}(x, 0) \in L^{\infty}(0,1) .
$$

As indicated in (1.4)-(1.6), the reduced problem ( $\mathrm{P}_{0}$ ) corresponding to $\varepsilon=0$ consists of the quasilinear parabolic PDE

$$
\begin{equation*}
U_{t}-\sigma^{\prime}\left(U_{x}\right) U_{x x}=f(x, t), \quad(x, t) \in Q \tag{4.3}
\end{equation*}
$$

together with the single initial condition

$$
\begin{equation*}
U(x, 0)=\phi(x), \quad x \in[0,1] \tag{4.4}
\end{equation*}
$$

and the homogeneous boundary conditions

$$
\begin{equation*}
U(0, t)=U(1, t)=0, \quad t \in\left[0, t_{0}\right] . \tag{4.5}
\end{equation*}
$$

This initial boundary value problem, of course, has been studied in depth both with regard to weak and classical solutions. Nonetheless the kind of results that we seek
for the regularity of the solution do not seem to be explicitly available. Consequently, we are forced to examine this problem with hypotheses compatible with the related hyperbolic problem ( $\mathrm{P}_{\varepsilon}$ ), and, more importantly, sufficient to guarantee existence of a classical solution of $\left(\mathrm{P}_{1}\right)$. We state our result concerning the reduced problem as the following theorem.

Theorem 3. Let $\sigma \in C^{7}(\mathbb{R})$ satisfy $0<\sigma_{0} \leqq \sigma^{\prime}(z)$ for all $z \in \mathbb{R}$.
Assume

$$
\begin{align*}
& \phi \in H^{7}(0,1), \quad \phi=\phi^{\prime \prime}=\phi^{i v}=\phi^{v i}=0 \quad \text { at } x=0,1, \\
& f \in H^{3}(Q), \quad D_{x}^{2 \alpha_{1}-1} f \in H^{4-\alpha_{1}}(Q), \quad \alpha_{1}=1,2,3 \\
& f=f_{x x}=f_{x x x x}=0 \quad \text { at } x=0,1 \tag{f.2}
\end{align*}
$$

Then the quasilinear parabolic problem $\left(\mathrm{P}_{0}\right)$ has a unique classical solution $U(x, t) \in$ $C^{2,1}(\bar{Q})$ such that $U_{x x x x}=0$ at $x=0,1$ and

$$
\begin{align*}
& U_{t x}, U_{x x x}, U_{t x x}, U_{x x x x} \in C(\bar{Q})  \tag{r.4}\\
& U_{t t}, U_{t t}, U_{t t x}, U_{t x x x}, U_{t t x x}, U_{x x x x x}, U_{t x x x x}, U_{t t x x}, U_{t t x x x}, U_{t x x x x x}, U_{x x x x x x} \in L^{\infty}\left(L^{2}\right),  \tag{r.5}\\
& U_{t t t x x}, U_{t t x x x x}, U_{t x x x x x x}, U_{x x x x x x x} \in L^{2}(Q) . \tag{r.6}
\end{align*}
$$

Proof. In spite of the similarity of the pattern of proof here with that of Theorems 1 and 2 , we will give the essential details for the convenience of the interested reader.
(i) A related linear parabolic problem. First consider a related linear parabolic problem for which the PDE (4.3) is replaced by

$$
\begin{equation*}
\tilde{\mathbb{L}} U \doteq U_{t}-b(x, t) U_{x x}=f(x, t) \tag{4.6}
\end{equation*}
$$

but the same initial condition (4.4) and boundary conditions (4.5) are retained. We assume for $b(x, t)$ that

$$
\begin{align*}
& 0<b_{0} \leqq b(x, t),  \tag{b.1}\\
& b_{x}=b_{x x x}=0, \quad \text { at } x=0,1,  \tag{b.2}\\
& b \in H^{3}(Q), \quad D_{x}^{2 \alpha_{1}-1} b \in H^{4-\alpha_{1}}(Q), \quad \alpha_{1}=1,2,3 . \tag{b.3}
\end{align*}
$$

The Faedo-Galerkin approximations

$$
U_{m}(x, t)=\sum_{k=1}^{m} B_{k m}(t) \sin k \pi x
$$

for the linear problem (4.6) satisfy the orthogonality conditions

$$
\begin{equation*}
\left\langle D^{\alpha}\left(\tilde{\mathbb{L}} U_{m}-f_{m}\right), D^{\alpha} U_{m}\right\rangle=0 \tag{4.7}
\end{equation*}
$$

for all 19 multi-indices in

$$
0=\left\{\alpha=\left(\alpha_{1}, \alpha_{2}\right) \left\lvert\, 0 \leqq \alpha_{1}+2 \max \left\{\frac{1}{2}, \alpha_{2}\right\} \leqq 7\right.\right\} .
$$

We note that assumption (b.2) is needed in deriving (4.7) when $\alpha_{1}=3$ and 5. From (4.7) we derive an integral relation for each $\alpha \in \mathbb{I}$ :

$$
\begin{aligned}
\frac{1}{2} \int_{0}^{1}\left|D^{\alpha} U_{m}\right|^{2} d x+ & \int_{0}^{t} \int_{0}^{1} b(x, s)\left|D^{\alpha} U_{m_{x}}\right|^{2} d x d s \\
= & \frac{1}{2} \int_{0}^{1}\left|D^{\alpha} U_{m}(x, 0)\right|^{2} d x+\int_{0}^{t} \int_{0}^{1} D^{\alpha} f_{m} D^{\alpha} U_{m} d x d s \\
& +\int_{0}^{t} \int_{0}^{1} D^{\alpha} U_{m}\left\{\sum_{\substack{0 \leq \beta \leq \alpha \\
0<|\beta|}}\binom{\alpha}{\beta} D^{\beta} b D^{\alpha-\beta} U_{m_{x x}}-b_{x} D^{\alpha} U_{m_{x}}\right\} d x d s .
\end{aligned}
$$

To put these results together, we define

$$
\mathscr{C}(t) \doteq \frac{1}{2} \sum_{\alpha \in \mathrm{l}} \int_{0}^{1}\left|D^{\alpha} U_{m}\right|^{2} d x .
$$

Estimates similar to the hyperbolic case appearing in the Appendix result in the inequality

$$
\mathscr{E}(t)+\frac{1}{2} b_{0} \sum_{\alpha \in \mathbb{I}} \int_{0}^{t} \int_{0}^{1}\left|D^{\alpha} U_{m}\right|^{2} d x d s \leqq \mathscr{E}(0)+\frac{1}{2}\left\|f_{m}\right\|_{\star}^{2}+\int_{0}^{t} K_{0}(s) \mathscr{E}(s) d s,
$$

where

$$
\left\|f_{m}\right\|_{\star}^{2} \doteq \sum_{\alpha \in \mathrm{I}} \int_{0}^{t_{0}} \int_{0}^{1}\left|D^{\alpha} f_{m}\right|^{2} d x d s
$$

and

$$
K_{0}(s)=C\left\{1+t_{0}^{-1 / 2}+\sum_{\alpha \in \mathbb{I}_{0}}\left\|D^{\alpha} b\right\|_{L^{\infty}(Q)}+\int_{0}^{1}\left(\sum_{\alpha \in \mathrm{I}_{1}}\left|D^{\alpha} b\right|^{2}+t_{0}^{1 / 2} \sum_{\alpha \in \mathrm{I}_{2}}\left|D^{\alpha} b\right|^{2}\right) d x\right\},
$$

with

$$
\begin{aligned}
& \mathbb{D}_{0}=\left\{\alpha=\left(\alpha_{1}, \alpha_{2}\right) \mid 1 \leqq \alpha_{1}+2 \alpha_{2} \leqq 3\right\}, \\
& \mathbb{D}_{1}=\left\{\alpha=\left(\alpha_{1}, \alpha_{2}\right) \mid 4 \leqq \alpha_{1}+2 \alpha_{2} \leqq 6, \alpha \neq(6,0)\right\}, \\
& \mathbb{D}_{2}=\left[\alpha=\left(\alpha_{1}, \alpha_{2}\right) \left\lvert\, \alpha_{1}+2 \max \left\{\frac{1}{2}, \alpha_{2}\right\}=7\right.\right] ;
\end{aligned}
$$

note that $\left|\mathrm{o}_{0}\right|=5,\left|0_{1}\right|=9$, and $\left|\mathrm{o}_{2}\right|=4$. By Gronwall's lemma,

$$
\begin{equation*}
\mathscr{E}(t)+\frac{1}{2} b_{0} \int_{0}^{t} \int_{0}^{1} \sum_{\alpha \in \mathrm{I}}\left|D^{\alpha} U_{m_{x}}\right|^{2} d x d s \leqq\left\{\mathscr{E}(0)+\frac{1}{2}\left\|f_{m}\right\|_{\star}^{2}\right\} \exp \int_{0}^{t_{0}} K_{0}(s) d s \tag{4.8}
\end{equation*}
$$

Hypotheses ( $\phi .2$ ) and (f.2) are sufficient to guarantee that the right-hand side is bounded by a constant independent of $m$. To see this, write

$$
\mathscr{C}(0)=\frac{1}{2} \sum_{\alpha_{1}=0}^{6} \int_{0}^{1}\left|D_{x}^{\alpha_{1}} U_{m}(x, 0)\right|^{2} d x+\frac{1}{2} \sum_{\substack{\alpha \in 0 \\ \alpha_{2}>0}} \int_{0}^{1}\left|D^{\alpha} U_{m}(x, 0)\right|^{2} d x .
$$

In the first sum, the terms satisfy

$$
\int_{0}^{1}\left|D_{x}^{\alpha_{1}} U_{m}(x, 0)\right|^{2} d x=\int_{0}^{1}\left|\phi_{m}^{\left(\alpha_{1}\right)}\right|^{2} d x \leqq \int_{0}^{1}\left|\phi^{\left(\alpha_{1}\right)}\right|^{2} d x .
$$

For the second sum, we note that

$$
\left\langle D^{\alpha}\left(\tilde{\mathbb{L}} U_{m}-f_{m}\right), D^{\alpha} U_{m_{t}}\right\rangle=0, \quad \alpha \in \mathbb{I}_{3},
$$

where $\mathbb{0}_{3}=\left\{\alpha=\left(\alpha_{1}, \alpha_{2}\right) \mid 0 \leqq \alpha_{1}+2 \alpha_{2} \leqq 5\right\}$. Then

$$
\int_{0}^{1}\left|D^{\alpha} U_{m}(x, 0)\right|^{2} d x \leqq C \int_{0}^{1}\left\{\left|D^{\alpha} f_{m}(x, 0)\right|^{2}+\sum_{0 \leqq \beta \leqq \gamma}\left|D^{\beta} b(x, 0) D^{\gamma-\beta} U_{m_{x x}}(x, 0)\right|^{2}\right\} d x,
$$

where $\gamma=\left(\alpha_{1}, \alpha_{2}-1\right)$ for $\alpha \in \mathbb{D}, \alpha_{2}>0$. The norm $\left\|f_{m}\right\|_{\star}$ and $\int_{0}^{1}\left|D^{\alpha} f_{m}(x, 0)\right|^{2} d x$, for $\alpha \in \mathbb{Q}, \alpha_{2}>0$, are bounded independently of $m$ as is done in (A.11) of the Appendix. Hence each of the sequences

$$
\begin{aligned}
& \left\{D^{\alpha} U_{m}\right\}_{\alpha \in \square} \text { is bounded in } L^{\infty}\left(L^{2}\right), \\
& \left\{D^{\alpha} U_{m}\right\}_{\alpha \in I_{4}} \text { is bounded in } L^{2}(Q) .
\end{aligned}
$$

Here $0_{4}=\left\{\alpha=\left(\alpha_{1}, \alpha_{2}\right) \left\lvert\, \alpha_{1}+2 \max \left\{\frac{1}{2}, \alpha_{2}\right\}=8\right.\right\}$. Uniqueness follows from the identity and bound for the difference, $Z \doteq U-\tilde{U}$, of two classical $C^{2,1}(\bar{Q})$ solutions

$$
\begin{aligned}
\frac{1}{2} \int_{0}^{1} Z^{2} d x+\int_{0}^{t} \int_{0}^{1} b Z_{x}^{2} d x d s & =-\int_{0}^{t} \int_{0}^{1} b_{x} Z_{x} Z d x d s \\
& \leqq \frac{b_{0}}{2} \int_{0}^{t} \int_{0}^{1} Z_{x}^{2} d x d s+b_{0}^{-1} \sup _{\bar{Q}}\left|b_{x}\right|^{2} \int_{0}^{t}\left\{\frac{1}{2} \int_{0}^{1} Z_{x}^{2} d x d s\right\}
\end{aligned}
$$

by Gronwall's lemma. The remaining portion of the proof for the linear problem is entirely analogous to the final part of the proof of Theorem 1.
(ii) Contraction mapping and Schauder technique. A proper setting for Banach's contraction mapping theorem is obtained by defining a complete metric space

$$
\mathbb{Z} \doteq L^{\infty}\left(0, t_{0} ; H^{1}(0,1)\right)
$$

with

$$
\|V\|_{z}^{2} \equiv\|V\|_{L^{\infty}\left(H^{1}\right)}^{2} \doteq \sup _{0 \leqq t \leqq t_{0}} \int_{0}^{1}\left[V^{2}+V_{x}^{2}\right] d x
$$

and a closed subset $\mathbb{X}\left(M, t_{0}\right)$ of $\mathbb{Z}$, consisting of functions $V$ on $Q$ with generalized derivatives

$$
D^{\alpha} V \in L^{\infty}\left(0, t_{0} ; L^{2}(0,1)\right), \quad D^{\alpha} V \in L^{2}(Q), \quad \alpha \in \mathbb{D}
$$

satisfying

$$
V(x, 0)=\phi(x), \quad V=V_{x x}=V_{x x x x}=0 \quad \text { at } x=0,1,
$$

and

$$
\rho(V) \doteq \max _{\alpha \in \mathbb{I}}\left\{\left\|D^{\alpha} V\right\|_{L^{\infty}\left(L^{2}\right)},\left\|D^{\alpha} V_{x}\right\|_{L^{2}(Q)}\right\} \leqq M .
$$

For $V \in \mathbb{X}$, let $\mathbb{T}$ be the solution operator associated with the linear initial boundary value problem

$$
\begin{aligned}
& U_{t}-\sigma^{\prime}\left(V_{x}\right) U_{x x}=f(x, t), \\
& U(0, t)=U(1, t)=0 \\
& U(x, 0)=\phi(x)
\end{aligned}
$$

so that $U=\mathbb{T} V$. The proof is complete if $\mathbb{T}$ is a contraction map on $\mathbb{X}$. With $b(x, t) \doteq$ $\sigma^{\prime}\left(V_{x}(x, t)\right)$, it can easily be checked that conditions (b.1), (b.2), and (b.3) are satisfied, so $\mathbb{T}$ is well defined. That $\mathbb{T}$ maps $\mathbb{X}$ into $\mathbb{X}$ for $M$ sufficiently large and $t_{0}$ sufficiently small follows from (4.8).

Let $V, \bar{V} \in \mathbb{X}\left(M, t_{0}\right)$ and $U=\mathbb{T} V, \bar{U}=\mathbb{T} \bar{V}$; then $W \doteq U-\bar{U}$ satisfies

$$
\mathscr{L} W \doteq W_{t}-\sigma^{\prime}\left(V_{x}\right) W_{x x}-\left(\sigma^{\prime}\left(V_{x}\right)-\sigma^{\prime}\left(\bar{V}_{x}\right)\right) \bar{U}_{x x}=0
$$

and completely homogeneous initial-boundary conditions. From

$$
\int_{0}^{t} \int_{0}^{1} D_{x}^{\alpha_{1}} \mathscr{L} W \cdot D_{x}^{\alpha_{1}} W d x d s=0, \quad \alpha_{1}=0,1
$$

we can show that

$$
\int_{0}^{1} W^{2}(x, t) d x \leqq k_{1} t_{0} e^{k_{2} t_{0}}\|V-\bar{V}\|_{z}^{2}
$$

and

$$
\int_{0}^{1} W_{x}^{2}(x, t) d x \leqq k_{3} t_{0}\|V-\bar{V}\|_{z}^{2}
$$

where

$$
\begin{aligned}
& k_{1} \doteq \sup _{\substack{\bar{Q} \\
0 \leq \theta \leq 1}}\left|\sigma^{\prime \prime}\left(\theta V_{x}+(1-\theta) \bar{V}_{x}\right) \bar{U}_{x x}\right|^{2}, \\
& k_{2} \doteq 1+\sigma_{0}^{-1} \sup _{\bar{Q}}\left|\sigma^{\prime \prime}\left(V_{x}\right) V_{x x}\right|^{2}, \\
& k_{3} \doteq \sigma_{0}^{-1} \sup _{\substack{\bar{D} \\
0 \leqq \theta \leqq 1}}\left|\sigma^{\prime \prime}\left(\theta V_{x}+(1-\theta) \bar{V}_{x}\right) \bar{U}_{x x}\right| .
\end{aligned}
$$

Putting these together, we have

$$
\left\|U-\bar{U}_{z} \leqq \kappa\right\| V-\bar{V} \|_{z},
$$

for $\kappa<1$, provided $t_{0}$ is sufficiently small.
We also include a sketch of the proof of existence and uniqueness for problem $\left(\mathrm{P}_{1}\right)$ in order to indicate precisely how the smoothness of $U(x, t)$ is intimately involved in obtaining a classical solution $U_{1}(x, t)$. This is recorded in the following theorem.

Theorem 4. Let $\sigma, \phi$, and $f$ satisfy the hypotheses of Theorem 3 and suppose

$$
\psi \in H^{6}(0,1), \quad \psi=\psi^{\prime \prime}=\psi^{i v}=0 \quad \text { at } x=0,1 .
$$

Then the linear parabolic problem $\left(P_{1}\right)$ has a unique classical solution $U_{1}(x, t) \in C^{2,1}(\bar{Q})$ such that

$$
\begin{equation*}
U_{1_{1 x}}, U_{1_{x x x}} \in C(\bar{Q}) \tag{r.7}
\end{equation*}
$$

$$
\begin{equation*}
U_{1_{t}}, U_{1_{t x x}}, U_{1_{t x x}}, U_{1_{t u t}}, U_{1_{x x x x}}, U_{1_{t x x x}}, U_{1_{t u x x}}, U_{1_{x x x x x}}, U_{1_{t x x x x}} \in L^{\infty}\left(L^{2}\right) \tag{r.8}
\end{equation*}
$$

$$
\begin{equation*}
U_{1_{u t x}}, U_{1_{u \times x x}}, U_{1_{x \times x x x x}}, U_{1_{t x x x x x}} \in L^{2}(Q) \tag{r.9}
\end{equation*}
$$

Proof. It is convenient to consider the equation

$$
\mathbb{L} U \doteq U_{1_{t}}-\left(c(x, t) U_{1_{x}}\right)_{x}=0
$$

where we assume that
(c.1) $0<c_{0} \leqq c(x, t)$,

$$
\begin{equation*}
c_{x}=c_{x x x}=0 \quad \text { at } x=0,1, \tag{c.2}
\end{equation*}
$$

$$
\begin{equation*}
c \in H^{3}(Q), \quad D_{x}^{2 \alpha_{1}-1} c \in H^{4-\alpha_{1}}(Q), \quad \alpha_{1}=1,2,3 . \tag{c.3}
\end{equation*}
$$

We find that the Faedo-Galerkin approximations

$$
W_{m}(x, t)=\sum_{k=1}^{m} C_{k m}(t) \sin k \pi x
$$

satisfy

$$
\begin{equation*}
\left\langle D^{\alpha} \mathbb{L} W_{m}, D^{\alpha} W_{m}\right\rangle=0 \tag{4.9}
\end{equation*}
$$

for $\alpha \in J=\left\{\alpha=\left(\alpha_{1}, \alpha_{2}\right) \left\lvert\, 0 \leqq \alpha_{1}+2 \max \left\{\frac{1}{2}, \alpha_{2}\right\} \leqq 6\right.\right\}$, where $|\mathbb{J}|=15$. We note that (c.2) is needed when $\alpha_{1}=3$ and 5. From (4.9) it follows that

$$
\begin{aligned}
& \frac{1}{2} \int_{0}^{1}\left|D^{\alpha} W_{m}\right|^{2} d x+\int_{0}^{t} \int_{0}^{1} c(x, s)\left|D^{\alpha} W_{m_{x}}\right|^{2} d x d s \\
& \quad=\frac{1}{2} \int_{0}^{1}\left|D^{\alpha} W_{m}(x, 0)\right|^{2} d x-\int_{0}^{t} \int_{0}^{1} D^{\alpha} W_{m_{x}} \sum_{\substack{s \leqslant \beta \leqslant \alpha \\
0<|\beta|}}\binom{\alpha}{\beta} D^{\beta} c D^{\alpha-\beta} W_{m_{x}} d x d s
\end{aligned}
$$

holds for each $\alpha \in \mathbb{J}$. Define

$$
E^{*}(t) \doteq \frac{1}{2} \sum_{\alpha \in 』} \int_{0}^{1}\left|D^{\alpha} W_{m}\right|^{2} d x
$$

then, with estimates similar to those in the Appendix, we arrive at the inequality

$$
\begin{equation*}
E^{*}(t)+\frac{1}{2} c_{0} \int_{0}^{t} \int_{0}^{1} \sum_{\alpha \in\lrcorner}\left|D^{\alpha} W_{m_{x}}\right|^{2} d x d s \leqq E^{*}(0)+\int_{0}^{t} \mathbb{K}(s) E^{*}(s) d s \tag{4.10}
\end{equation*}
$$

in which

$$
\mathbb{K}(s) \doteq C\left\{\sum_{\alpha \in \mathcal{J}_{1}}\left\|D^{\alpha} c\right\|_{L^{\infty}(Q)}^{2}+\int_{0}^{1} \sum_{\alpha \in J_{2}}\left|D^{\alpha} c(x, s)\right|^{2} d x\right\}
$$

where

$$
J_{1}=\left\{\alpha=\left(\alpha_{1}, \alpha_{2}\right) \mid 1 \leqq \alpha_{1}+2 \alpha_{2} \leqq 3\right\}
$$

and

$$
J_{2}=\left\{\alpha=\left(\alpha_{1}, \alpha_{2}\right) \mid 4 \leqq \alpha_{1}+2 \alpha_{2} \leqq 6, \alpha \neq(6,0)\right\} .
$$

It is important that the conditions imposed on the data of the problem enable us to bound $E^{*}(0)$ independently of $m$. Note that we may write

$$
E^{*}(0)=\frac{1}{2} \sum_{\alpha_{1}=0}^{5} \int_{0}^{1}\left|D_{x}^{\alpha_{1}} W_{m}(x, 0)\right|^{2} d x+\frac{1}{2} \sum_{\substack{\alpha \in \leq \\ \alpha_{2}>0}} \int_{0}^{1}\left|D^{\alpha} W_{m}(x, 0)\right|^{2} d x
$$

For the first sum, we obtain directly from the initial condition, by means of Bessel's inequality, the bound

$$
\int_{0}^{1}\left|D_{x}^{\alpha_{1}} W_{m}(x, 0)\right|^{2} d x=\int_{0}^{1}\left|\psi_{m}^{\left(\alpha_{1}\right)}(x)\right|^{2} d x \leqq \int_{0}^{1}\left|\psi^{\left(\alpha_{1}\right)}(x)\right|^{2} d x
$$

for $\alpha_{1}=0,1, \cdots, 5$. For the second sum, we note that the orthogonality relations

$$
\left\langle D^{\alpha} \mathbb{L} W_{m}, D^{\alpha} W_{m_{l}}\right\rangle=0, \quad \alpha \in \mathbb{J}_{3}
$$

where $\rrbracket_{3}=\left\{\alpha=\left(\alpha_{1}, \alpha_{2}\right) \mid 0 \leqq \alpha_{1}+2 \alpha_{2} \leqq 4\right\},\left|J_{3}\right|=9$, can be used to get

$$
\int_{0}^{1}\left|D^{\alpha} W_{m}(x, 0)\right|^{2} d x \leqq C \int_{0}^{1} \sum_{0 \leqq \beta \leqq \gamma}\left|D^{\beta} c(x, 0) D^{\gamma-\beta} W_{m_{x}}(x, 0)\right|^{2} d x
$$

where $\gamma=\left(\alpha_{1}+1, \alpha_{2}-1\right)$ for $\alpha \in \mathbb{J}, \alpha_{2}>0$, and $C$ is a positive integer. This serves to bound each term of the second sum by initial data. It is clear that we need the traces

$$
D^{\alpha} c(x, 0) \in L^{2}(0,1), \quad \alpha \in\left\{\alpha=\left(\alpha_{1}, \alpha_{2}\right) \mid 0 \leqq \alpha_{1}+2 \alpha_{2} \leqq 5\right\}
$$

Our assumption (c.3) is sufficient to guarantee that these traces exist. It is also at this point that we require $\psi \in H^{6}(0,1)$.

The proof now proceeds in a familiar way by applying Gronwall's lemma to (4.10). Uniqueness follows since the difference of two $C^{2,1}(\bar{Q})$ solutions, $Z \doteq U_{1}-\tilde{U}_{1}$, satisfies the identity

$$
\frac{1}{2} \int_{0}^{1} Z^{2}(x, t) d x+\int_{0}^{t} \int_{0}^{1} c(x, s) Z_{x}^{2}(x, s) d x d s=0
$$

The regularity of $U(x, t)$, the classical solution of $\left(P_{0}\right)$, provided by Theorem 3, has been designed precisely so that $c(x, t) \doteq \sigma^{\prime}\left(U_{x}(x, t)\right)$ satisfies (c.1), (c.2), and (c.3).
5. The main result. The analysis of the previous three sections permits some brevity here. In particular, when we form the problem for the remainder, analysis of existence and uniqueness is not needed since the remainder is a sum of functions whose regularity properties have been established. We have also investigated the order $\varepsilon$ behavior of the derivatives of $u$ so that here we can proceed with certain knowledge. All that is required at this point is the establishment of an a priori estimate for the remainder, allowing determination of its order $\varepsilon$ behavior. Our main result then is contained in the following theorem.

Theorem 5. Let $f, \phi, \psi$, and $\sigma$ satisfy the same hypotheses as in Theorem 4. Denoting, as above, by $Q$ the rectangular region $(0,1) \times\left(0, t_{0}\right)$, let $u$ be the solution of problem $\left(\mathrm{P}_{\varepsilon}\right)$ :

$$
\begin{array}{ll}
\varepsilon^{2} u_{t t}+u_{t}-\sigma^{\prime}\left(u_{x}\right) u_{x x}=f(x, t), & (x, t) \in Q, \\
u(x, 0 ; \varepsilon)=\phi(x), \quad \varepsilon u_{t}(x, 0)=\psi(x), & x \in[0,1], \\
u(0, t ; \varepsilon)=u(1, t ; \varepsilon)=0, & t \in\left[0, t_{0}\right],
\end{array}
$$

with the properties established in Theorem 2. For the same $t_{0}$, let $U$ and $U_{1}$, respectively, be the zeroth-order and first-order outer solutions given by Theorems 3 and 4. Let $\varepsilon V$ be the lowest-order initial-layer corrector given by (4.1). Then

$$
u(x, t ; \varepsilon)=U(x, t)+\varepsilon U_{1}(x, t)+\varepsilon V\left(x, t / \varepsilon^{2}\right)+\mathscr{O}\left(\varepsilon^{2}\right) \text { as } \varepsilon \rightarrow 0^{+}
$$

uniformly on $\bar{Q}$. The interval $\left[0, t_{0}\right]$ may be small, but it is independent of $\varepsilon$ in $\left(0, \varepsilon_{0}\right]$.
Proof. Let $r$ denote the remainder term defined by

$$
r \doteq u-\left[U+\varepsilon U_{1}+\varepsilon V+\varepsilon^{2} V_{1}\right],
$$

where $\varepsilon^{2} V_{1}$ is the corrector given by (4.2). For ease of notation, let

$$
e \doteq U+\varepsilon U_{1}+\varepsilon V+\varepsilon^{2} V_{1} .
$$

An easy computation shows that $r$ satisfies the nonlinear hyperbolic equation

$$
\varepsilon^{2} r_{t t}+r_{t}-\sigma^{\prime}\left(u_{x}\right) r_{x x}-b\left(r_{x}\right)=h(x, t ; \varepsilon)
$$

in the classical sense in $\bar{Q}$, where

$$
b\left(r_{x}\right) \doteq\left[\sigma^{\prime}\left(e_{x}+r_{x}\right)-\sigma^{\prime}\left(e_{x}\right)\right] e_{x x}
$$

and

$$
\begin{aligned}
& h(x, t ; \varepsilon) \doteq-\varepsilon^{2} U_{t t}-\varepsilon^{3} U_{1_{u}}+\left[\sigma^{\prime}\left(e_{x}\right)-\sigma^{\prime}\left(U_{x}\right)\right] U_{x x} \\
&-\varepsilon \frac{\partial}{\partial x}\left[\sigma^{\prime}\left(U_{x}\right) U_{1_{x}}\right]+\sigma^{\prime}\left(e_{x}\right)\left[\varepsilon U_{1_{x x}}+\varepsilon V_{x x}+\varepsilon^{2} V_{1_{x x}}\right] .
\end{aligned}
$$

The remainder $r$ also assumes the initial conditions

$$
r(x, 0 ; \varepsilon)=-\varepsilon^{2}\left[\sigma^{\prime}\left(\phi^{\prime}(x)\right) \phi^{\prime \prime}(x)+f(x, 0)\right]
$$

and

$$
\varepsilon r_{t}(x, 0 ; \varepsilon)=-\varepsilon^{2}\left[\sigma^{\prime \prime}\left(\phi^{\prime}(x)\right) \phi^{\prime \prime}(x) \psi^{\prime}(x)+\sigma^{\prime}\left(\phi^{\prime}(x)\right) \psi^{\prime \prime}(x)\right]
$$

for $x \in[0,1]$, as well as the homogeneous boundary conditions

$$
r(0, t ; \varepsilon)=r(1, t ; \varepsilon)=0, \quad t \in\left[0, t_{0}\right]
$$

By means of energy integrals, the following pointwise estimate can be established for such a function $r$

$$
\begin{equation*}
|r(x, t ; \varepsilon)|^{2} \leqq C\left\{\hat{E}(0)+\frac{1}{2} \int_{0}^{t_{0}} \int_{0}^{1} h^{2} d x d s\right\}, \tag{5.1}
\end{equation*}
$$

where the constant $C$ is independent of $\varepsilon$ in $\left(0, \varepsilon_{0}\right]$ and $\hat{E}$ is the energy

$$
\hat{E}(t) \doteq \frac{1}{2} \int_{0}^{1}\left[\varepsilon^{2} r_{t}^{2}+\sigma^{\prime}\left(u_{x}\right) r_{x}^{2}\right] d x
$$

Assuming for the moment the validity of the bound (5.1), the theorem is completed by showing that the right-hand side is $\mathcal{O}\left(\varepsilon^{4}\right)$. With the initial conditions satisfied by $r$, this is obvious for $\hat{E}(0)$. The integral of the square of $h$ over $Q$ will also be $\mathcal{O}\left(\varepsilon^{4}\right)$ provided this holds for each of the terms whose sum comprises $h$. Thanks to the regularity of $U$ and $U_{1}$ obtained in Theorems 3 and 4, this assertion clearly holds for the first two terms in $h$. A little more care is required for the remaining terms, which, by use of Taylor's theorem, may be written as the sum

$$
\begin{aligned}
{\left[\varepsilon \sigma^{\prime \prime}\left(U_{x}\right) U_{x x}\right] V_{x} } & +\left[\varepsilon \sigma^{\prime}\left(U_{x}\right)\right] V_{x x}+\left[\varepsilon^{2} \sigma^{\prime \prime}\left(U_{x}\right) U_{x x}\right] V_{1_{x}}+\left[\varepsilon^{2} \sigma^{\prime}\left(e_{x}\right)\right] V_{1_{x x}} \\
& +\varepsilon^{2}\left[\left(U_{1_{x x}}+V_{x x}\right) \sigma^{\prime \prime}\left(\theta e_{x}+(1-\theta) U_{x}\right)\left(U_{1_{x}}+V_{x}+\varepsilon V_{1_{x}}\right)\right] \\
& +\varepsilon^{2}\left[\frac{1}{2} \sigma^{\prime \prime}\left(\theta e_{x}+(1-\theta) U_{x}\right) U_{x x}\left(U_{1_{x}}+V_{x}+\varepsilon V_{1_{x}}\right)^{2}\right]
\end{aligned}
$$

The last two terms here contribute $\mathscr{O}\left(\varepsilon^{4}\right)$ to the estimate, due to the regularity established in § 4 for $U, U_{1}, V$, and $V_{1}$. The remaining terms are each in the form of a product of an $\mathscr{O}(\varepsilon)$ factor and a corrector. When integration with respect to $t$ is carried out in the integral over $Q$ of the square of these terms, the factor $\exp \left\{-t / \varepsilon^{2}\right\}$ in the corrector gives rise to an additional $\varepsilon^{2}$, and thus, the result here is also seen to be $\mathscr{O}\left(\varepsilon^{4}\right)$.

It thus remains only to establish the uniform bound (5.1), which is done by estimating the right-hand side of the energy identity

$$
\begin{align*}
\hat{E}(t)+\int_{0}^{t} \int_{0}^{1} r_{t}^{2} d x d s=\hat{E}(0) & +\int_{0}^{t} \int_{0}^{1} r_{t}\left[b\left(r_{x}\right)+h\right] d x d s \\
& +\int_{0}^{t} \int_{0}^{1}\left\{\frac{1}{2} r_{x}^{2} \frac{\partial}{\partial t} \sigma^{\prime}\left(u_{x}\right)-r_{x} r_{t} \frac{\partial}{\partial x} \sigma^{\prime}\left(u_{x}\right)\right\} d x d s \tag{5.2}
\end{align*}
$$

We have by the arithmetic-geometric mean (A-G) inequality

$$
\begin{aligned}
\int_{0}^{t} \int_{0}^{1}\left|r_{t} b\left(r_{x}\right)\right| d x d s \leqq & \frac{1}{2 \eta} \int_{0}^{t} \int_{0}^{1} r_{t}^{2} d x d s \\
& +\eta \sup _{\substack{\hat{Q} \\
0<\theta<1}}\left\{\left|e_{x x}\right|\left|\sigma^{\prime \prime}\left(\theta u_{x}+(1-\theta) e_{x}\right)\right|\right\}^{2} \int_{0}^{t} \int_{0}^{1} \frac{1}{2} r_{x}^{2} d x d s,
\end{aligned}
$$

and then note that the last integral is bounded by

$$
\sigma_{0}^{-1} \int_{0}^{t} \hat{E}(s) d s
$$

The integral of $r_{t} h$ is bounded by (A-G) with $\eta=1$. Letting $a(x, t ; \varepsilon)=\sigma^{\prime}\left(u_{x}(x, t ; \varepsilon)\right)$, we have further that

$$
\begin{aligned}
\int_{0}^{t} \int_{0}^{1}\left|\frac{1}{2} a_{t} r_{x}^{2}\right| d x d s & \leqq \int_{0}^{t}\left(\sup _{0 \leqq x \leqq 1}\left|a_{t}\right| \int_{0}^{1} \frac{1}{2} r_{x}^{2} d x\right) d s \\
& \leqq \sigma_{0}^{-1} \int_{0}^{t}\left\{1+\int_{0}^{1}\left[a_{t}^{2}+a_{t x}^{2}\right] d x\right\} E(s) d s,
\end{aligned}
$$

where Sobolev's inequality is used. The last term in (5.2) is treated similarly,

$$
\int_{0}^{t} \int_{0}^{1}\left|a_{x} r_{x} r_{t}\right| d x d s \leqq \frac{1}{2 \eta} \int_{0}^{t} \int_{0}^{1} r_{t}^{2} d x d s+\eta \int_{0}^{t}\left\{\left(\sup _{0 \leqq x \leqq 1}\left|a_{x}\right|^{2}\right) \int_{0}^{1} \frac{1}{2} r_{x}^{2} d x\right\} d s,
$$

with the last term here bounded above by

$$
\sigma_{0}^{-1} \eta \int_{0}^{t}\left\{\int_{0}^{1}\left(a_{x}^{2}+a_{x x}^{2}\right) d x\right\} \hat{E}(s) d s
$$

Hence choosing $\eta=2$ to cancel the second term on the left-hand side of (5.2) and letting

$$
\begin{aligned}
& \mathscr{K}(s)=\frac{2}{\sigma_{0}}\left[\sup _{\substack{\hat{Q} \\
0<\theta<1}}\left(\left|e_{x x} \| \sigma^{\prime \prime}\left(\theta u_{x}+(1-\theta) e_{x}\right)\right|\right)^{2}\right. \\
&\left.+\int_{0}^{1}\left(a_{x}^{2}+a_{x x}^{2}\right) d x+\frac{1}{2}\left(1+\int_{0}^{1}\left(a_{t}^{2}+a_{t x}^{2}\right) d x\right)\right],
\end{aligned}
$$

we see that

$$
\hat{E}(t) \leqq \hat{E}(0)+\frac{1}{2} \int_{0}^{t_{0}} \int_{0}^{1} h^{2} d x d s+\int_{0}^{t} \mathscr{K}(s) \hat{E}(s) d s,
$$

from which we obtain (5.1) by means of Gronwall's lemma and the Sobolev inequality. It is important to be aware that an $\varepsilon$-independent bound of the $L^{1}\left(0, t_{0}\right)$ norm of $\mathscr{K}(t)$ follows from the conclusions in Theorem 2 on the order $\varepsilon$ behavior of the derivatives of the solution of the quasilinear hyperbolic equation. This completes the proof of the theorem.

Appendix: Energy inequality. We wish first to establish (2.9):

$$
\begin{equation*}
E(t)+\frac{1}{4} \sum_{0 \leqq|\alpha| \leqq 3} \varepsilon^{4 \alpha_{2}} \int_{0}^{t} \int_{0}^{1}\left|D^{\alpha} v_{t}\right|^{2} d x d s \leqq\left\{F(0)+\frac{1}{2}\left\|f_{m}\right\|_{H^{3}(Q)}^{2}\right\} \exp \int_{0}^{t} K(s) d s \tag{A.1}
\end{equation*}
$$

for $v \equiv u_{m}$ given by (2.4). It will be clear that analogues of (A.1) are valid for higher-order $\alpha$ under appropriate conditions, but we operate under the hypotheses of Theorem 1, in which $|\alpha| \leqq 3$.

To prove (A.1) we start by considering, for any multi-index $\alpha, 0 \leqq|\alpha| \leqq 3$, the "energy" $E_{\alpha}$ defined by

$$
E_{\alpha}(t) \equiv E_{\alpha}(t, \varepsilon ; v) \doteq \frac{1}{2} \int_{0}^{1}\left(\varepsilon^{2}\left|D^{\alpha} v_{t}\right|^{2}+a(x, t ; \varepsilon)\left|D^{\alpha} v_{x}\right|^{2}\right) d x
$$

where $D^{\alpha} \equiv D_{x}^{\alpha_{1}} D_{t}^{\alpha_{2}}$. Then our basic energy identity is

$$
\begin{align*}
& E_{\alpha}(t)+\int_{0}^{t} \int_{0}^{1}\left|D^{\alpha} v_{t}\right|^{2} d x d s=E_{\alpha}(0)+\frac{1}{2} \int_{0}^{t} \int_{0}^{1} a_{t}\left|D^{\alpha} v_{x}\right|^{2} d x d s \\
&+\int_{0}^{t} \int_{0}^{1} D^{\alpha} v_{t}\left(\sum_{\substack{0 \leq \beta \leq \alpha \\
0<|\beta|}}\binom{\alpha}{\beta} D^{\beta} a D^{\alpha-\beta} v_{x x}-a_{x} D^{\alpha} v_{x}+D^{\alpha} f_{m}\right\} d x d s \tag{A.2}
\end{align*}
$$

where $f_{m}$ is the $L^{2}(0,1)$ projection of $f$ as defined in (2.8). The identity (A.2) is obtained from the $L^{2}(0,1)$ orthogonality relation

$$
\left\langle D^{\alpha}\left(L_{\varepsilon} v-f_{m}\right), D^{\alpha} v_{t}\right\rangle=0, \quad|\alpha| \leqq 3,
$$

which follows directly from (2.5) by integration by parts. The vanishing of $a_{x}(x, t)$ at $x=0$ and $x=1$ is required in our hypotheses specifically so that this holds for $\alpha=(3,0)$.

Multiplying (A.2) by $\varepsilon^{4 \alpha_{2}}$ and summing over $\alpha, 0 \leqq|\alpha| \leqq 3$, yields

$$
\begin{align*}
F(t)+ & \sum_{0 \leqq|\alpha| \leqq 3} \varepsilon^{4 \alpha_{2}} \int_{0}^{t} \int_{0}^{1}\left|D^{\alpha} v_{t}\right|^{2} d x d s \\
= & F(0)+\sum_{0 \leqq|\alpha| \leqq 3} \varepsilon^{4 \alpha_{2}} \int_{0}^{t} \int_{0}^{1} D^{\alpha} v_{t} \\
& \left.\times\left\{\begin{array}{c}
\substack{0 \leqq \beta \leq \alpha \\
0<|\beta|} \\
\sum_{\beta}^{\alpha}
\end{array}\right) D^{\beta} a D^{\alpha-\beta} v_{x x}-a_{x} D^{\alpha} v_{x}+D^{\alpha} f_{m}\right\} d x d s  \tag{A.3}\\
& +\frac{1}{2} \sum_{0 \leqq|\alpha| \leqq 3} \varepsilon^{4 \alpha_{2}} \int_{0}^{t} \int_{0}^{1} a_{t}\left|D^{\alpha} v_{x}\right|^{2} d x d s
\end{align*}
$$

where, as in (2.10),

$$
F(t) \doteq \sum_{0 \leqq|\alpha| \leqq 3} \varepsilon^{4 \alpha_{2}} E_{\alpha}(t) .
$$

Defining, as in (2.9),

$$
E(t)=\frac{1}{2} \int_{0}^{1}\left\{\sum_{0 \leqq|\alpha| \leqq 3} \varepsilon^{4 \alpha_{2}+2}\left|D^{\alpha} v_{t}\right|^{2}+a(x, t ; \varepsilon) \sum_{\alpha_{1}=0}^{3}\left|D_{x}^{\alpha_{1}} v_{x}\right|^{2}\right\} d x,
$$

we now derive the energy estimate

$$
\begin{equation*}
E(t)+\frac{1}{4} \sum_{0 \leqq|\alpha| \leqq 3} \varepsilon^{4 \alpha_{2}} \int_{0}^{t} \int_{0}^{1}\left|D^{\alpha} v_{t}\right|^{2} d x d s \leqq F(0)+\frac{1}{2}\left\|f_{m}\right\|_{H^{3}(Q)}^{2}+\int_{0}^{t} K(s) E(s) d s \tag{A.4}
\end{equation*}
$$

from which (A.1) follows by using Gronwall's lemma.
There are several different estimates needed in order to bound the various terms in (A.3) to establish (A.4). Proper care must be exercised in associating powers of $\varepsilon$ with derivatives of $a$ and $v$ so that only $\mathscr{O}(1)$ quantities appear. The term involving $D^{\alpha} f_{m}$ is bounded easily via the arithmetic-geometric mean inequality

$$
\varepsilon^{4 \alpha_{2}} \int_{0}^{t} \int_{0}^{1}\left|D^{\alpha} v_{t} D^{\alpha} f_{m}\right| d x d s \leqq \frac{1}{2} \int_{0}^{t} \int_{0}^{1}\left\{\varepsilon^{4 \alpha}\left|D^{\alpha} v_{t}\right|^{2}+\left|D^{\alpha} f_{m}\right|^{2}\right\} d x d s,
$$

and hence the sum over $\alpha$ of such terms is bounded by

$$
\begin{equation*}
\frac{1}{2}\left\{\left\|f_{m}\right\|_{H^{3}(Q)}^{2}+\sum_{0 \leqq|\alpha| \leqq 3} \varepsilon^{4 \alpha_{2}} \int_{0}^{t} \int_{0}^{1}\left|D^{\alpha} v_{t}\right|^{2} d x d s\right\} \tag{A.5}
\end{equation*}
$$

where we have used, and will repeatedly use, the fact that $0<\varepsilon \leqq \varepsilon_{0} \leqq 1$. Similarly, by means of

$$
\frac{1}{2} \varepsilon^{4 \alpha_{2}} \int_{0}^{t} \int_{0}^{1}\left|a_{t}\right|\left|D^{\alpha} v_{x}\right|^{2} d x d s \leqq \frac{1}{2} \varepsilon^{4 \alpha_{2}} \int_{0}^{t} \sup _{0 \leqq x \leqq 1}\left|a_{t}\right|\left\{\int_{0}^{1}\left|D^{\alpha} v_{x}\right|^{2} d x\right\} d s,
$$

the sum involving the last term in (A.3) is bounded by

$$
\begin{equation*}
\mu \int_{0}^{t} \sup _{0 \leqq x \leqq 1}\left|a_{t}(x, s)\right| E(s) d s, \tag{A.6}
\end{equation*}
$$

where $\mu \doteq \max \left\{1, a_{0}^{-1}\right\}$. For the term involving $a_{x} D^{\alpha} v_{x}$, we use

$$
\begin{align*}
& \varepsilon^{4 \alpha_{2}} \int_{0}^{t} \int_{0}^{1}\left|a_{x} D^{\alpha} v_{t} D^{\alpha} v_{x}\right| d x d s \\
& \quad \leqq \frac{1}{2} \int_{0}^{t} \sup _{0 \leqq x \leqq 1}\left|a_{x}(x, s)\right| \int_{0}^{1}\left\{\varepsilon^{4 \alpha_{2}+2}\left|D^{\alpha} v_{t}\right|^{2}+\varepsilon^{4 \alpha_{2}-2}\left|D^{\alpha} v_{x}\right|^{2}\right\} d x d s, \tag{A.7}
\end{align*}
$$

when $\alpha_{2}>0$, while for $\alpha_{2}=0$, we have, for any $\eta>0$,

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1}\left|a_{x} D^{\alpha} v_{t} D^{\alpha} v_{x}\right| d x d s \leqq \frac{1}{2} \int_{0}^{t} \int_{0}^{1}\left\{\eta a_{x}^{2}\left|D^{\alpha} v_{x}\right|^{2}+\eta^{-1}\left|D^{\alpha} v_{t}\right|^{2}\right\} d x d s \tag{A.8}
\end{equation*}
$$

Thus the sum over $\alpha$ of such terms is bounded above by

$$
\begin{equation*}
\int_{0}^{t}\left\{\sup _{0 \leqq x \leqq 1}\left|a_{x}(x, s)\right|+\eta \mu \sup _{0 \leqq x \leqq 1}\left|a_{x}(x, s)\right|^{2}\right\} E(s) d s+\frac{1}{2 \eta} \sum_{\alpha_{1}=0}^{3} \int_{0}^{t} \int_{0}^{1}\left|D_{x}^{\alpha_{1}} v_{t}\right|^{2} d x d s . \tag{A.9}
\end{equation*}
$$

The remaining terms involve $D^{\beta} a$ and are a bit more sensitive. When $\beta=(1,0)$ the estimates (A.7) and (A.8) apply with $D^{\alpha} v_{x}$ replaced by $D^{\alpha-\beta} v_{x x}$. For $\beta=(0,1)$ we may use (A.7) if we replace $a_{x}$ by $a_{t}$ and $D^{\alpha} v_{x}$ by $D^{\alpha-\beta} v_{x x}$. For $|\beta|>1, \beta_{2} \neq 0$, we have

$$
\begin{aligned}
& \varepsilon^{4 \alpha_{2}} \int_{0}^{t} \int_{0}^{1} D^{\alpha} v_{t} D^{\beta} a D^{\alpha-\beta} v_{x x} \mid d x d s \\
& \leqq \int_{0}^{t}\left[\int_{0}^{1} \varepsilon^{4 \beta_{2}-2}\left|D^{\beta} a\right|^{2} d x\right]^{1 / 2} \\
& \times\left[\int_{0}^{1} \varepsilon^{4 \alpha_{2}+2}\left|D^{\alpha} v_{t}\right|^{2} \varepsilon^{4\left(\alpha_{2}-\beta_{2}\right)}\left|D^{\alpha-\beta} v_{x x}\right|^{2} d x\right]^{1 / 2} d s \\
& \leqq \int_{0}^{t}\left[\int_{0}^{1} \varepsilon^{4 \beta_{2}-2}\left|D^{\beta} a\right|^{2} d x\right]^{1 / 2} \\
& \times \sup _{0 \leqq x \leqq 1}\left|\varepsilon^{2\left(\alpha_{2}-\beta_{2}\right)} D^{\alpha-\beta} v_{x x}\right|\left[\int_{0}^{1} \varepsilon^{4 \alpha_{2}+2}\left|D^{\alpha} v_{t}\right|^{2} d x\right]^{1 / 2} d s \\
& \leqq \frac{1}{2} \int_{0}^{t}\left[\int_{0}^{1} \varepsilon^{4 \beta_{2}-2}\left|D^{\beta} a\right|^{2} d x\right]\left[\int_{0}^{1} \varepsilon^{4\left(\alpha_{2}-\beta_{2}\right)}\left|D^{\alpha-\beta} v_{x x x}\right|^{2} d x\right] d s \\
&+\frac{1}{2} \int_{0}^{t} \int_{0}^{1} \varepsilon^{4 \alpha_{2}+2}\left|D^{\alpha} v_{t}\right|^{2} d x d s .
\end{aligned}
$$

It should be mentioned that in (A.10) we have used the elementary Sobolev inequality

$$
\left|D^{\alpha} v(x, t)\right|^{2} \leqq \int_{0}^{1}\left|D^{\alpha} v_{x}(\xi, t)\right|^{2} d \xi
$$

which is valid for the $C^{4}(\bar{Q})$ function $v=u_{m}$, in view of the fact that $D^{\alpha} v$ has a zero in $[0,1]$ for each $t$.

For $|\beta|>1, \alpha_{2}=0$, the same sort of estimation as in (A.10) yields

$$
\begin{aligned}
& \int_{0}^{t} \int_{0}^{1}\left|D^{\alpha} v_{t} D^{\beta} a D^{\alpha-\beta} v_{x x}\right|^{2} d x d s \\
& \quad \leqq \frac{\eta}{2} \int_{0}^{t}\left[\int_{0}^{1}\left|D_{x}^{\beta_{1}} a\right|^{2} d x\right] \int_{0}^{1}\left|D_{x}^{\alpha_{1}-\beta_{1}} v_{x x x}\right|^{2} d x d s+\frac{1}{2 \eta} \int_{0}^{t} \int_{0}^{1}\left|D_{x}^{\alpha_{1}} v_{t}\right|^{2} d x d s
\end{aligned}
$$

There is one additional case, when $\beta=(2,0), \alpha=(2,1)$, for which, proceeding as in (A.10),

$$
\begin{aligned}
& \varepsilon^{4} \int_{0}^{t} \int_{0}^{1}\left|D^{\alpha} v_{t} D^{\beta} a D^{\alpha-\beta} v_{x x}\right|^{2} d x d s \\
& \quad \leqq \frac{1}{2} \int_{0}^{t}\left[\int_{0}^{1}\left|D^{\beta} a\right|^{2} d x\right] \int_{0}^{1} \varepsilon^{2}\left|D^{\alpha-\beta} v_{x x x}\right|^{2} d x d s+\frac{1}{2} \int_{0}^{t} \int_{0}^{1} \varepsilon^{6}\left|D^{\alpha} v\right|^{2} d x d s .
\end{aligned}
$$

Merely collecting these estimates for the right-hand side and choosing $\eta$ appropriately to obtain the coefficient $\frac{1}{4}$ for the double integral on the left-hand side, we see that there is a constant $K_{0}$, independent of $\varepsilon, x$, and $t$ such that (A.1) holds with $K(s)$ given by (2.12). In simplifying the expression for $K$, we have used the elementary inequality

$$
\left|a_{x}\right| \leqq \frac{1}{2}\left(1+\left|a_{x}\right|^{2}\right)
$$

as well as the Sobolev inequality

$$
|\omega(x, t)|^{2} \leqq C_{0} \int_{0}^{1}\left(|\omega(\xi, t)|^{2}+\left|\omega_{x}(\xi, t)\right|^{2}\right) d \xi
$$

where $C_{0}$ is an absolute constant. With this, the proof of (A.1) is complete.
We now show that the right-hand side of (A.1) is bounded independently of $m$ and $\varepsilon$. Consider first obtaining a uniform bound for the norms $\left\{\left\|f_{\boldsymbol{m}}\right\|_{H^{3}(Q)}\right\}_{m=1}^{\infty}$. Note that $f \in H^{3}(Q)$ implies $D_{t}^{\alpha_{2}} f(\cdot, t) \in H^{3-\alpha_{2}}(0,1), \alpha_{2}=0,1,2,3$, for almost all $t$ in $\left(0, t_{0}\right)$ by Fubini's theorem. We have assumed that $f=f_{x x}=0$ when $x=0,1$, and it follows that $f_{t}=f_{t t}=0$ at $x=0,1$ as well. Since the family $\{\sin k \pi x\}_{k=1}^{\infty}$ is dense in $L^{2}(0,1)$ and each of the spaces

$$
S_{k}=\left\{v \in H^{k}(0,1) \mid v=D_{x}^{2[k / 3]} v=0 \text { at } x=0,1\right\}
$$

$k=1,2,3$, we find by means of Bessel's inequality that, for almost all $t$ in $\left(0, t_{0}\right)$,

$$
\begin{equation*}
\int_{0}^{1}\left|D^{\alpha} f_{m}\right|^{2} d x \leqq \int_{0}^{1}\left|D^{\alpha} f\right|^{2} d x, \quad|\alpha| \leqq 3 . \tag{A.11}
\end{equation*}
$$

Integrating over $\left(0, t_{0}\right)$ and adding, we find that $\left\|f_{m}\right\|_{H^{3}(Q)} \leqq\|f\|_{H^{3}(Q)}$. Next consider that

$$
\begin{aligned}
F(0)= & \frac{1}{2} \sum_{|\alpha| \leqslant 3} \varepsilon^{4 \alpha_{2}} \int_{0}^{1}\left\{\varepsilon^{2}\left|D^{\alpha} u_{m_{t}}(x, 0)\right|^{2}+a(x, 0 ; \varepsilon) \mid D^{\alpha} u_{m_{x}}(x, 0)^{2}\right\} d x \\
= & \frac{1}{2} \sum_{\alpha_{1}=0}^{3} \int_{0}^{1}\left\{\varepsilon^{2}\left|D^{\alpha} u_{m_{t}}(x, 0)\right|^{2}+a(x, 0 ; \varepsilon)\left|D^{\alpha} u_{m_{x}}(x, 0)\right|^{2}\right\} d x \\
& +\frac{1}{2} \sum_{\substack{\alpha \mid \leqslant \leq 3 \\
\alpha_{2}>0}} \varepsilon^{4 \alpha_{2}} \int_{0}^{1}\left\{\varepsilon^{2}\left|D^{\alpha} u_{m_{t}}(x, 0)\right|^{2}+a(x, 0 ; \varepsilon)\left|D^{\alpha} u_{m_{x}}(x, 0)\right|^{2}\right\} d x .
\end{aligned}
$$

From the initial conditions, for the first sum, we have

$$
\begin{aligned}
& \frac{1}{2} \sum_{\alpha_{1}=0}^{3} \int_{0}^{1}\left\{\varepsilon^{2}\left|D^{\alpha} u_{m_{t}}(x, 0)\right|^{2}+a(x, 0 ; \varepsilon)\left|D^{\alpha} u_{m_{x}}(x, 0)\right|^{2}\right\} d x \\
& \quad \leqq \frac{1}{2} \sum_{\alpha_{1}=0}^{3} \int_{0}^{1}\left\{\left|\psi^{\left(\alpha_{1}\right)}(x)\right|^{2}+a(x, 0 ; \varepsilon)\left|\phi^{\left(\alpha_{1}+1\right)}(x)\right|^{2}\right\} d x \\
& \quad \leqq \frac{1}{2}\left\{\|\psi\|_{H^{3}(0,1)}^{2}+\|a(x, 0 ; \varepsilon)\|_{L^{\infty}(0,1)}\|\phi\|_{H^{4}(0,1)}^{2}\right\} .
\end{aligned}
$$

Also, the orthogonal relations

$$
\left\langle D^{\alpha}\left(L u_{m}-f_{m}\right), D^{\alpha} u_{m_{u}}\right\rangle=0, \quad|\alpha| \leqq 2,
$$

can be used to get the bounds

$$
\begin{aligned}
& \int_{0}^{1} \varepsilon^{4 \alpha_{2}+6}\left|D^{\alpha} u_{m_{u}}(x, 0)\right|^{2} d x \\
& \quad \leqq C \int_{0}^{1}\left\{\sum_{0 \leqq \beta \leqq \alpha}\left|\left(\varepsilon^{2 \beta_{2}} D^{\beta} a(x, 0)\right)\left(\varepsilon^{2\left(\alpha_{2}-\beta_{2}\right)+1} D^{\alpha-\beta} u_{m_{x x}}(x, 0)\right)\right|^{2}\right. \\
& \\
& \left.\quad+\varepsilon^{4 \alpha_{2}+2}\left|D^{\alpha} u_{m_{t}}(x, 0)\right|^{2}+\left|D^{\alpha} f_{m}(x, 0)\right|^{2}\right\} d x,
\end{aligned}
$$

for $|\alpha| \leqq 2$, in which we have been careful to place the available powers of $\varepsilon$ so that only $\mathcal{O}(1)$ quantities appear on the right, in accordance with hypotheses (a.4) and (a.5), the initial conditions, and the results obtained for the $\alpha_{2}+1$ case from the previous cases. Projections of the initial data (2.2) are easily bounded independently of $m$ using Bessel's inequality, and an argument similar to that leading to (A.11) shows that

$$
\int_{0}^{1}\left|D^{\alpha} f_{m}(x, 0)\right|^{2} d x \leqq \int_{0}^{1}\left|D^{\alpha} f(x, 0)\right|^{2} d x
$$

holds for $|\alpha| \leqq 2$, with the traces existing at $t=0$ since $f \in H^{3}(Q)$. Note finally that the exponential factor in (A.1) is $\mathcal{O}(1)$ from the order $\varepsilon$ behavior of the derivatives of $a(x, t ; \varepsilon)$ assumed in (a.3) and (a.6).
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#### Abstract

Finite-element approximations of the wave equation with nonhomogenous and "nonsmooth" Dirichlet boundary data are considered. These approximations are based on a special variational regularization of the problem introduced by J. L. Lions. The convergence rates of the approximations with nonsmooth boundary data are derived.
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1. Introduction. Let $\Omega$ be an open bounded domain in $R^{n}$ with smooth boundary $\Gamma$. Let $A(x, \partial)$ be a second-order strongly elliptic operator of the form

$$
A(x, \partial) u=\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial}{\partial x_{j}} u\right)
$$

where $a_{i j}=a_{j i} \in C^{\infty}(\bar{\Omega})$ and

$$
\sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j} \geqq \alpha \sum_{i=1}^{n} \xi_{i}^{2}, \quad \alpha>0 \quad \forall \xi_{i} \in R, \quad \forall x \in \Omega .
$$

Consider the following second-order scalar hyperbolic equation:

$$
\begin{array}{ll}
\ddot{u}(x, t)=A(x, \partial) u(x, t) & \text { in } \Omega \times(0, T) \equiv Q, \\
u(x, 0)=\dot{u}(x, 0)=0 & \text { in } \Omega,  \tag{1.1}\\
u(\sigma, t)=g(\sigma, t) & \text { in } \Gamma \times(0, T) \equiv \Sigma .
\end{array}
$$

The main goal of this paper is as follows. Under minimal regularity assumptions imposed on the boundary term $g$, we introduce finite-element approximation of (1.1) and establish convergence and the rates of convergence of the algorithm in $L_{2}(\Omega)$ norms. Our motivation for studying approximations of second-order hyperbolic equations with nonsmooth boundary data comes from problems arising in numerical considerations related to a variety of boundary control problems where the solutions are definitely nonsmooth, for example, optimization problems with boundary controls, the time-optimal boundary control problem, and Riccati equations arising from boundary control problems. To construct and prove related convergence of numerical algorithms for these problems, a preliminary step is to establish appropriate approximation of problem (1.1) with nonsmooth boundary data $g$-say, $g \in L_{2}(\Sigma)$ or $g \in$ $H^{1}\left[0, T ; H^{-1 / 2}(\Gamma)\right]$. To the authors' knowledge, the literature on finite-element methods for the second-order hyperbolic equation with Dirichlet boundary conditions deals only with nonhomogenous boundary data, which are smooth. This is not surprising, also in view of the fact that the maximal regularity of problem (1.1) with nonhomogenous boundary data $m L_{2}(\Sigma)$ has been established only recently (see [LT1],

[^96][L2], [LLT]). The presence of the nonhomogenous and nonsmooth Dirichlet boundary data is responsible for two immediate difficulties: (i) Dirichlet problem (1.1) does not admit a natural variational formulation that could then be taken as a basis for a numerical approximation. (ii) Low regularity of the boundary data $g$ (hence of the solution) rules out the usual technique for proving stability and convergence of the numerical scheme based on $H^{1}(\Omega) \times L_{2}(\Omega)$ energy estimates. While the first difficulty can be handled by selecting an appropriate approximation of the elliptic operator that would take into account the nonhomogenous terms on the boundary (see, for example, [B2], [B7], [N1], [S1]), the second difficulty becomes crucial in relation to the derivation of stability estimates for the sought-after numerical algorithm. Let us elaborate more on this point. A standard finite-element approximation approach in the hyperbolic (as well as the parabolic) case is to define a semidiscrete algorithm by taking an appropriate space-approximation of the underlined elliptic operator. The estimates on the rate of convergence-which, of course, depend on the smoothness of the solutions-can be obtained by taking the difference of the two solutions and by using results on elliptic approximations. It is known, however [R1], that even if the elliptic approximations yield the optimal rates of convergence, nevertheless, the rates for hyperbolic problems are nonoptimal because they require one extra time-derivative of the solution. Since we cannot obtain optimal convergence rates, we would at least like to obtain convergence of the numerical algorithm in the "right topologies," i.e., where the maximal regularity of the map $g \rightarrow u$ takes place. To accomplish this we need to establish stability estimates for numerical schemes in precisely the same topologies (in fact, for the homogenous boundary data, this can be done by using the $H^{1}(\Omega) \times L_{2}(\Omega)$ energy methods mentioned earlier). This issue, however, raises another question: What is the maximal regularity of the map $g \rightarrow u$. As we have noted, this seemingly innocent question has only recently been answered in an optimal way (see [LT1], [L2], [LLT]). In the references above it is shown, in particular, that the map $g \rightarrow u$ is bounded from
\[

$$
\begin{equation*}
L_{2}(\Sigma) \rightarrow C\left[0, T ; L_{2}(\Omega)\right] \tag{1.2}
\end{equation*}
$$

\]

or more generally,

$$
\begin{equation*}
H^{s, s}(\Sigma) \rightarrow H^{s, s}(Q) \cap C\left[0, T ; H^{s}(\Omega)\right], \quad s \geqq 0 \tag{1.3}
\end{equation*}
$$

where in (1.3) we must assume that for $s>\frac{1}{2}, g$ satisfies some appropriate compatibility conditions at the origin. Results (1.2) and (1.3) improve by one-half derivative the previous results on regularity of solutions to (1.1) given in [LM]. Equipped with maximal regularity results for the original problem, we now wish to devise a numerical algorithm that can provide (i) the best possible rates of convergence (here we are resigned to "loosening" one derivative), and (ii) stability estimates reconstructing as much as possible the regularity properties of the original solution. Since our prime interest is to consider nonsmooth boundary data, it is precisely the second point mentioned above that limits our choices of elliptic approximations. The reason for this is twofold. First, the available elliptic estimates deal with more regular (in-space) boundary data-typically $g \in H^{p}(\Gamma)$; $p \geqq \frac{3}{2}$ (see [B2], [B7], [N1], [S1]). Second, standard techniques of proofs based on $H^{1}$-coercivity of elliptic problems are not applicable because we consider boundary data that do not yield $H^{1}(\Omega)$ solutions. Thus the sought-after elliptic approximation should allow for the treatment of nonsmooth boundary data $g$ and, moreover, should be suitable for yielding hyperbolic estimates in lower norms. What we propose here is based on the idea originally introduced by Lions in [L1], where the original Dirichlet problem is "approximated" by the following sequence of problems with natural variational boundary conditions. For every $\varepsilon>0$,
parameter tending to zero, let $u_{\varepsilon}$ be the solution of

$$
\begin{array}{ll}
\ddot{u}_{\varepsilon}(x, t)=A(x, \partial) u_{\varepsilon}(x, t) & \text { in } Q, \\
u_{\varepsilon}(x, 0)=\dot{u}_{\varepsilon}(x, 0)=0 & \text { in } \Omega,  \tag{1.4}\\
\varepsilon \frac{\partial u_{\varepsilon}(\sigma, t)}{\partial \eta}+\beta u_{\varepsilon}(\sigma, t)=\beta g(\sigma, t) & \text { in } \Sigma
\end{array}
$$

where $\partial / \partial \eta$ stands for the co-normal derivative with respect to the operator $\boldsymbol{A}$ and where $\beta$ is a second-order strongly elliptic self-adjoint operator defined on $\Gamma$ (we can take $\beta=-\Delta_{\Gamma}+I$, where $\Delta_{\Gamma}$ is Laplace's Beltrami operator). This implies, in particular,

$$
\begin{align*}
& \langle\beta u, v\rangle \leqq C|u|_{H^{1}(\Gamma)}|v|_{H^{1}(\Gamma)},  \tag{1.4a}\\
& \langle\beta u, u\rangle \leqq C_{0}|u|_{H^{1}(\Gamma)}^{2} \tag{1.4b}
\end{align*}
$$

where $c_{1} c_{0}>0$ and $\beta^{-1}: H^{s}(\Gamma) \rightarrow H^{s+2}(\Gamma)$ exists and it is bounded.
Note that if we take $\beta \equiv I$ in (1.4), then the projection of (1.4) onto finitedimensional subspaces of $H^{1}(\Omega)$ is a hyperbolic counterpart to the Penalty Method introduced by Babuška [B2] for elliptic problems. However, with $\beta=I$ in (1.4), the solution $u_{\varepsilon}(t)$ is not bounded in $L_{2}(\Omega)$ (uniformly with respect to the parameter $\varepsilon>0$ ) by $|g|_{L_{2}(\Sigma)}$. We recall that the same bound holds true for the original solution (1.1) (see (1.21)). This shows that (1.4) with $\beta=I$ is not a good "approximation" of the original hyperbolic problem because it does not reconstruct the regularity properties of the original solutions. The presence of the Laplace Beltrami operator on the boundary forces stronger convergence of the traces of $u_{\varepsilon}$ which, in turn, is necessary to obtain the appropriate stability of the solution (see [LS1], [L1]). In fact, it is shown in [LS1] (see also [L1]) that the following convergence result takes place.

Theorem 1.1 [LS1].
(i) For any $g \in L_{2}(\Sigma)$
(ii)

$$
\begin{gathered}
\left\|u_{\varepsilon}-u\right\|_{C\left[0, T ; L_{2}(\Omega)\right]} \rightarrow 0, \\
\left\|u_{\varepsilon}\right\|_{C\left[0, T ; L_{2}(\Omega)\right]} \leqq C|g|_{L_{2}(\Sigma)} ; \\
\left\|u_{\varepsilon}-u\right\|_{C\left[0, T ; L_{2}(\Omega)\right]} \leqq C \varepsilon\|g\|_{H^{1,1}(\mathcal{I})} ; \\
\left\|u_{\varepsilon}-u\right\|_{C\left[0, T ; H^{1}(\Omega)\right]} \leqq C \varepsilon\|g\|_{H^{2,2}(\Sigma) ;} ; \\
\left|u_{\varepsilon}\right|_{\Gamma}-\left.g\right|_{L_{2}\left[0, T ; H^{2}(\Gamma)\right]} \leqq C \varepsilon|g|_{H^{1,1}(\Sigma)} .
\end{gathered}
$$

In defining a semidiscrete approximation of the original problem (1.1), a natural idea is to "project" the variational form of (1.4) onto the finite-dimensional subspaces. To this end, let $h$ be the parameter of discretization tending to zero and let $V_{h}$ stand for the approximating space of $H^{1}(\Omega)$ with the usual approximation properties (to be specified later) and such that $\tilde{V}_{h} \equiv V_{h \mid \Gamma} \subset H^{1}(\Gamma)$. As an approximation of $u_{\varepsilon}(t)$ (solution to (1.4)) we take $u_{h, \varepsilon}(t) \in V_{h}$ such that

$$
\begin{align*}
& \left(\ddot{u}_{h, \varepsilon}(t), \phi_{h}\right)_{\Omega}+a\left(u_{h, \varepsilon}(t), \phi_{h}\right)+\frac{1}{\varepsilon}\left\langle\beta u_{h, \varepsilon}(t), \phi_{h}\right\rangle_{\Gamma}=\frac{1}{\varepsilon}\left\langle\tilde{P}_{h} g, \beta \phi_{h}\right\rangle_{\Gamma},  \tag{1.5}\\
& \phi_{h} \in V_{h}, \\
& u_{h, \varepsilon}(0)=\dot{u}_{h, \varepsilon}(0)=0
\end{align*}
$$

where $a(u, v)$ is the bilinear form associated with $A(x, \partial)$, i.e.,

$$
\begin{aligned}
a(u, v) & =\sum_{i j=1}^{n}\left(a_{i j}(x) \frac{\partial u}{\partial x_{j}}, \frac{\partial v}{\partial x_{i}}\right)_{\Omega} \\
& =\sum_{i, j=1}^{n} \int_{\Omega} a_{i j}(x) \frac{\partial u}{\partial x_{j}} \frac{\partial v}{\partial x_{j}} d x
\end{aligned}
$$

and $\tilde{P}_{h}$ is the orthogonal projection form $L_{2}(\Gamma)$ onto $\tilde{V}_{h}$. Later we will use (1.5) with $\varepsilon=\varepsilon(h)=h^{\gamma}$ for some $\gamma>0$. The corresponding solution will be denoted by $u_{h}$.

Remark 1.1. Note that the procedure described above (i) is well defined directly on $g \in L_{2}(\Sigma)$, and (ii) gives $V_{h}$ as subspaces of $H^{1}(\Omega)$ that are not required to satisfy boundary conditions.

The main goal of this paper is to establish stability and the rates of convergence of the approximation $u_{h}(t)$ to the original solution $u(t)$. In fact, our main results in the case when $V_{h}$ consists of piecewise linear functions (see Corollaries 3.1 and 3.2) establish, in particular, that with $\varepsilon=\varepsilon(h)=h$ in (1.5) we have
(1.6) (convergence)

$$
\begin{align*}
& \text { (i) }\left\|u-u_{h}\right\|_{C\left[0, T ; L_{2}(\Omega)\right]} \leqq C h\left[|\dot{g}|_{H^{1}(\Sigma)}+|g|_{L_{2}\left[0, T ; H^{1}(\Gamma)\right]}\right],  \tag{i}\\
& \text { (ii) }\left\|u-u_{h}\right\|_{C\left[0, T ; H^{1 / 2-\rho}(\Omega)\right]} \leqq C h\left[|\dot{g}|_{H^{3 / 2}(\Sigma)}+|\dot{g}|_{L_{2}\left[0, T ; H^{3 / 2}(\Gamma)\right]}\right]
\end{align*}
$$

where $\rho>0$ is arbitrarily small;

## (1.7) (stability)

(i)

$$
\begin{aligned}
& \text { (i) }\left\|u-u_{h}\right\|_{C\left[0, T ; L_{2}(\Omega)\right]} \leqq C\left[|g|_{H^{1}\left[0, T ; H^{-1 / 2+\rho}(\Gamma)\right]}+|g|_{L^{2}(\Sigma)}\right], \\
& \text { (ii) }\left\|u-u_{h}\right\|_{C\left[0, T ; H^{1 / 2-\rho}(\Omega)\right]}^{\leqq C\left[|g|_{H^{1}\left[0, T ; H^{\rho}(\Gamma)\right]}+|g|_{H^{1 / 2-\rho}(\Sigma)}\right]}
\end{aligned}
$$

where $C$ stands for a generic constant independent on $h>0$ and $g$. For boundary data that display more regularity properties and satisfy the appropriate compatibility conditions, higher-order rates of convergence are given in Corollary 3.2.

Remark 1.2. Note that-in view of the optimal convergence results for the wave equation with homogenous boundary conditions, where an extra derivative in the solution is necessary (see [R1] and also [B1], [D1], [B3]) and optimal regularity of the solutions to Dirichlet problems (see 1.2)—estimates (1.6) are optimal. Although the stability results in (1.7) improve "almost" by one-half derivative the stability estimates implied by the convergence result in (1.6), they are still nonoptimal with respect to the sharp regularity of the solution $u$. In fact, $g \in L_{2}(\Sigma)$ will produce the solution $u \in C\left[0 T ; L_{2}(\Omega)\right]$ (see [L1], [LT2], [LLT]); thus we would expect the stability estimate (1.7)(i) to hold for any $g \in L_{2}(\Sigma)$ (instead of $\left.\dot{g} \in L_{2}\left[0, T ; H^{-1 / 2+\rho}(\Gamma)\right]\right)$.

Remark 1.3. In the analysis of the approximation error, a crucial role is played by the very special behavior of the traces of hyperbolic solutions (see § 2 ). In fact, the solutions to wave equations are shown [LLT] to have better regularity on the boundary than interior regularity and the trace theorem would imply. This fact will be used in an essential way in the process of proving (1.6) and (1.7).

Remark 1.4. The results of numerical computations performed with linear splines on two-dimensional domain are given in [LS2]. In fact, the results of [LS2] confirm our theoretical findings presented in this paper.

The outline of the paper is as follows. In § 2 we discuss the properties and regularity of the continuous solution $u(t)$ as well as those of the regularized solution $u_{\varepsilon}(t)$. In $\S 3$, we define semidiscrete approximating subspaces and approximations of (1.1). The main results of the paper, Theorems 3.1 and 3.2 and Corollaries 3.1 and 3.2, are stated at the end of $\S 3$. The proofs of these results are relegated to $\S 5$, while $\S 4$ is devoted to a number of technical lemmas needed for those proofs.

The following notation will be used in the paper. $(\cdot$, ), (respectively, $\|\cdot\|)$ denotes the usual $L_{2}(\Omega)$ inner product (respectively, the norm in $L_{2}(\Omega)$ ). $\langle\cdot, \cdot\rangle$ (respectively, $|\cdot|)$ denotes the $L_{2}(\Gamma)$ inner product (respectively, the norm in $\left.L_{2}(\Gamma)\right) . H^{s}(\Omega), H^{r, s}(Q)$, for $r, s>0$, are the usual Sobolev spaces defined as in [LM]; if $r=s$ we use $H^{r}(Q) \equiv$ $H^{r, r}(Q), H^{-s}=\left(H^{s}\right)^{\prime}, s \geqq 0$, where $X^{\prime}$ stands for the dual (pivotal) space to $X$. $\mathscr{L}(X \rightarrow Y)$ denotes the space of linear transformations from $X$ to $Y . L_{p}[0, T ; X]$, $1 \leqq p \leqq \infty$, denotes the space of $u(t) \in X$ such that $L_{p}[0, T]$ norm of $\|u(t)\|_{x}$ is well
defined. $A^{\alpha}, 0 \leqq \alpha \leqq 1$, stands for fractional powers of operator $A$ ( $A^{\alpha}$ are well defined for positive and self-adjoint operators; see, e.g., [P1]).
2. Regularity properties of the continuous solutions and some background material. To give a proper foundation to our approximation results, we should first ask what is the optimal regularity of the solution $u$ for a given boundary data $g$. Until recently, the available regularity results (given in [LM]) were far from optimal. Only a few years ago, the issue of optimal regularity was settled. Below we collect some of these results.

Theorem 2.1 [L2], [LLT], [LT1], [LT2]. With $g \in L_{2}(\Sigma)$, let $u$ be the solution to (1.1). Then
(a) $u \in C\left[0, T ; L_{2}(\Omega)\right]$,
(b) $\dot{u} \in C\left[0, T ;\left(H_{0}^{1}(\Omega)\right)^{\prime}\right]$,
(c) $\quad \partial u / \partial \eta \in H^{-1,-1}(\Sigma)$.

If $g \in H^{r, r}(\Sigma), r>0$ and $g$ satisfies the appropriate compatibility conditions, then
(a') $u \in C\left[0, T ; H^{r}(\Omega)\right]$,
(b') $\quad \dot{u} \in C\left[0, T ; H^{r-1}(\Omega)\right]$,
(c') $\quad \partial u / \partial \eta \in H^{r-1, r-1}(\Sigma)$.
Remark 2.1. Note that the boundary regularity results given in Theorem 2.1(c) and ( $\mathrm{c}^{\prime}$ ) do not follow from the interior regularity of $u$. Solutions behave "better" on the boundary than should follow from the interior regularity (a), ( $a^{\prime}$ ) and the trace theory.

Regularity properties of the solutions $u_{\varepsilon}(t)$ to problem (1.4) will play a crucial role in establishing the error estimates for $u_{h, \varepsilon}-u_{\varepsilon}$. These properties have been studied recently in [L1] and [LS]. Below we collect some of these results.

Theorem 2.2 [L1], [LS]. Let $u_{\varepsilon}$ be the solution to (1.4). Then
(a) $\left\|u_{\varepsilon}\right\|_{C\left[0, T ; L_{2}(\Omega)\right]} \leqq^{1} C|g|_{L_{2}(\Sigma)}$.

Assuming additionally that $g(0)=0$, we have

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{H^{1,1}(Q)}+\left\|u_{\varepsilon}\right\|_{C\left[0, T ; H^{1}(\Omega)\right]} \leqq C|g|_{H^{1,1}(\mathcal{\Sigma})}, \tag{b}
\end{equation*}
$$

(c) $\left.\left|u_{\varepsilon}\right|_{\Gamma}\right|_{L_{2}\left[0, T ; H^{1}(\Gamma)\right]} \leqq C|g|_{H^{1,1}(\Sigma)}$,
(d) $\left.\quad\left|\dot{u}_{\varepsilon}\right|_{\Gamma}\right|_{L_{2}(\Sigma)}+\left|\frac{\partial u_{\varepsilon}}{\partial \eta_{A}}\right|_{L_{2}(\Sigma)} \leqq C|g|_{H^{1,1}(\Sigma)}$.

More generally, if $g$ satisfies the appropriate compatibility conditions guaranteeing that $u_{\varepsilon} \in C\left[0, T ; H^{s}(\Omega)\right]$ for $s>1$, then
(e) $\left\|u_{\varepsilon}\right\|_{H^{s, s}(Q)}+\left\|u_{\varepsilon}\right\|_{C\left[0, T ; H^{s}(\Omega)\right]} \leqq C|g|_{H^{s, s}(\mathcal{S})}$,
(f) $\left.\quad\left|u_{\varepsilon}\right|_{\Gamma}\right|_{L_{2}\left[0, T ; H^{s}(\Gamma)\right]} \leqq C|g|_{H^{s, s}(\mathcal{\Sigma})}$,
(g)

$$
\left.\left|\dot{u}_{\varepsilon}\right|_{\Gamma}\right|_{H^{s-1, s-1}(\Sigma)}+\left|\frac{\partial u_{\varepsilon}}{\partial \eta}\right|_{H^{s-1, s-1}(\Sigma)} \leqq C|g|_{H^{s, s}(\Sigma)}
$$

where the constant $C$ is uniform with respect to $\varepsilon>0$.

[^97]Remark 2.2. Note that the regularity properties of $u_{\varepsilon}(t)$ recover, uniformly in the parameter $\varepsilon>0$, the regularity properties of the solution $u(t)$ to (1.1). This fact, together with convergence results given by Theorem 2.1, shows that (1.4) is a "good" approximation of (1.1). As already mentioned, the "more natural" approach-scheme (1.4) with $\beta=I$-does not have the same properties.

Later we will also use the regularity properties at the solutions to the following "elliptic problem":

$$
\begin{array}{ll}
A(x, \partial) v_{\varepsilon}=f & \text { in } \Omega \\
\varepsilon \frac{\partial v_{\varepsilon}}{\partial \eta}+\beta v_{\varepsilon}=0 & \text { on } \Gamma . \tag{2.1}
\end{array}
$$

Define the operator $A_{\varepsilon}: L_{2}(\Omega) \rightarrow L_{2}(\Omega) \quad$ by $A_{\varepsilon} u \equiv A(x, \partial) u$ on $\mathscr{D}\left(A_{\varepsilon}\right)=$ $\left\{u \in L_{2}(\Omega): A(x, \partial) u \in L_{2}(\Omega) ; \varepsilon(\partial u / \partial \nu)+\beta u=0\right.$ on $\left.\Gamma\right\}$.

With the definition above, (2.1) is equivalent to

$$
\begin{equation*}
A_{\varepsilon} v_{\varepsilon}=f \tag{2.1'}
\end{equation*}
$$

It can be easily shown that $A_{\varepsilon}$ is self-adjoint on $L_{2}(\Omega)$. The bilinear form $a_{\varepsilon}(u, v)$ associated with $A_{\varepsilon}$ is given by

$$
\begin{align*}
& a_{\varepsilon}(u, v) \equiv-\left(A_{\varepsilon} u, v\right)=a(u, v)+1 / \varepsilon\langle\beta u, v\rangle \text { for all } u, v \in H^{1}(\Omega) ;\left.\left.\quad u\right|_{\Gamma} v\right|_{\Gamma} \in  \tag{2.2}\\
& H^{1}(\Gamma) .
\end{align*}
$$

The following regularity results for (2.1) have been established in [LS].
Lemma 2.3 [LS]. Let $v_{\varepsilon}=A_{\varepsilon}^{-1} f$, the solution of (2.1). Then

$$
\begin{gather*}
\left\|v_{\varepsilon}\right\|_{H^{1}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}\left|v_{\varepsilon}\right|_{H^{1}(\Gamma)}+\left|\frac{\partial v_{\varepsilon}}{\partial \eta}\right|_{H^{-1 / 2}(\Gamma)}+\frac{1}{\varepsilon}\left|\beta v_{\varepsilon}\right|_{H^{-1 / 2}(\Gamma)} \leqq C\|f\|_{H^{-1}(\Omega)},  \tag{2.3}\\
\left\|v_{\varepsilon}\right\|_{H^{2}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}\left|v_{\varepsilon}\right|_{H^{2}(\Gamma)} \leqq C\|f\|_{L_{2}(\Omega)},  \tag{2.4}\\
\left\|v_{\varepsilon}\right\|_{H^{s}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}\left|v_{\varepsilon}\right|_{H^{s}(\Gamma)} \leqq C\|f\|_{H^{s-2}(\Omega)}, \quad 1 \leqq s \leqq 2 . \tag{2.5}
\end{gather*}
$$

Later, we will find it convenient to represent the solution $u(t)$ of (1.1) as well as the solution $u_{\varepsilon}(t)$ of (1.4) in semigroup form. To accomplish this, let us define the operator $A: L_{2}(\Omega) \rightarrow L_{2}(\Omega)$ given by

$$
A u=A(x, \partial) u, \quad u \in \mathscr{D}(A) \equiv H_{0}^{1}(\Omega) \cap H^{2}(\Omega)
$$

It is well known that $A$ is the generator of an analytic semigroup on $L_{2}(\Omega)$ and it generates cosine $C(t)$ and $\operatorname{sine} S(t)$ operators in $L_{2}(\Omega)$ (see [F1]). Next we define the so-called "Dirichlet map":

$$
D: L_{2}(\Gamma) \rightarrow L_{2}(\Omega) \text { by }
$$

$$
\begin{cases}A(x, \partial) D g=0 & \text { in } \Omega,  \tag{2.6}\\ \left.D g\right|_{\Gamma}=g & \text { in } \Gamma .\end{cases}
$$

From elliptic theory [LM] we know that

$$
\begin{equation*}
D \in \mathscr{L}\left(H^{s}(\Gamma) \rightarrow H^{s+1 / 2}(\Omega)\right) \quad \text { for all real } s \tag{2.7}
\end{equation*}
$$

Using the definitions above, we are in a position to represent the solution $u(t)$ in the semigroup form as in [LT1]:

$$
\begin{equation*}
u(t)=A \int_{0}^{t} S(t-z) D g(z) d z \equiv(L g)(t) \tag{2.8}
\end{equation*}
$$

Theorem 2.1 gives

$$
\begin{equation*}
L \in \mathscr{L}\left(L_{2}(\Sigma) \rightarrow C\left[0, T ; L_{2}(\Omega)\right]\right) . \tag{2.9}
\end{equation*}
$$

Similarly, we will represent the solution $u_{\varepsilon}(t)$ of (1.4) via the semigroup formula. To accomplish this we introduce the map $N_{\varepsilon}: L_{2}(\Gamma) \rightarrow L_{2}(\Omega)$ defined by

$$
\begin{array}{ll}
A(x, \partial) N_{\varepsilon} g=0 & \text { in } \Omega, \\
\varepsilon \frac{\partial}{\partial \eta}\left(N_{\varepsilon} g\right)+\beta\left(N_{\varepsilon} g\right)=\beta g & \text { on } \Gamma . \tag{2.10}
\end{array}
$$

It can be shown [LS] that

$$
\begin{equation*}
N_{\varepsilon} \in \mathscr{L}\left(L_{2}(\Gamma) \rightarrow H^{1 / 2}(\Omega)\right) \text { with the norm independent on } \varepsilon>0 . \tag{2.11}
\end{equation*}
$$

The following identities are simple consequences of the Green formula (see [LS]):

$$
\begin{array}{ll}
N_{\varepsilon}^{*} A_{\varepsilon} u=\frac{\partial}{\partial \eta} u \quad \forall u \in \mathscr{D}\left(A_{\varepsilon}\right),  \tag{2.12}\\
N_{\varepsilon}^{*} A_{\varepsilon} u=\frac{1}{\varepsilon} \beta u \quad \forall u \in C^{\infty}(\Omega) .
\end{array}
$$

Since $A_{\varepsilon}$ is self-adjoint and the spectrum of $A_{\varepsilon}$ is on the real negative axis, $A_{\varepsilon}$ generates cosine $C_{\varepsilon}(t)$ and sine $S_{\varepsilon}(t)$ operators on $L_{2}(\Omega)$. Therefore, following the same arguments as in [LT1], we show that the solution $u_{\varepsilon}(t)$ of (1.4) can be written as

$$
\begin{equation*}
u_{\varepsilon}(t)=A_{\varepsilon} \int_{0}^{t} S_{\varepsilon}(t-z) N_{\varepsilon} g(z) d z \equiv\left(L_{\varepsilon} g\right)(t) \tag{2.13}
\end{equation*}
$$

From Theorem 2.2(a) it follows that

$$
\begin{equation*}
L_{\varepsilon} \in \mathscr{L}\left(L_{2}(\Sigma) \rightarrow C\left[0, T ; L_{2}(\Omega)\right]\right) \text { with the norm independent of } \varepsilon>0 \tag{2.14}
\end{equation*}
$$

Considering $L_{\varepsilon}$ as acting from $L_{2}(\Sigma)$ into $L_{2}(Q)$, we compute its adjoint $L_{\varepsilon}^{*}: L_{2}(Q) \rightarrow$ $L_{2}(\Sigma)$ :

$$
\begin{align*}
\left(L_{\varepsilon}^{*} f\right)(t) & =N_{\varepsilon}^{*} A_{\varepsilon} \int_{t}^{T} S_{\varepsilon}(z-t) f(z) d z \text { by (2.8) } \\
& =\frac{\partial}{\partial \eta} \int_{t}^{T} S_{\varepsilon}(z-t) f(z) d z . \tag{2.15}
\end{align*}
$$

As a consequence of (2.14), we have

$$
\begin{equation*}
L_{\varepsilon}^{*} \in \mathscr{L}\left(L_{1}\left[0, T ; L_{2}(\Omega)\right] \rightarrow L_{2}(\Sigma)\right) \text { with the norm independent of } \varepsilon>0 . \tag{2.16}
\end{equation*}
$$

The solution $u_{\varepsilon}(t)$ given by (2.13) (or equivalently by (1.4)) can also be represented as the solution of the following abstract ordinary differential equation problem:

$$
\begin{align*}
& \ddot{u}_{\varepsilon}(t)=A_{\varepsilon} u_{\varepsilon}(t)-A_{\varepsilon} N_{\varepsilon} g(t) \quad \text { on } \mathscr{D}\left(A_{\varepsilon}\right)^{\prime}, \\
& u_{\varepsilon}(0)=\dot{u}_{\varepsilon}(0)=0 . \tag{2.17}
\end{align*}
$$

Equations (2.17) together with (2.8) and (2.14) lead to the following variational formulation of problem (1.4) (see also [L1]):

$$
\begin{align*}
& \left(\ddot{u}_{\varepsilon}(t), \phi\right)+a\left(u_{\varepsilon}(t), \phi\right)+1 / \varepsilon\left\langle\beta u_{\varepsilon}(t), \phi\right\rangle=1 / \varepsilon\langle\beta g, \phi\rangle \text { for all } \phi \in \mathscr{D}\left(A_{\varepsilon}^{1 / 2}\right) \equiv  \tag{2.18}\\
& \left\{\phi \in H^{1}(\Omega), \phi_{\Gamma} \in H^{1}(\Gamma)\right\} .
\end{align*}
$$

Note that the semidiscrete scheme (1.5) can be obtained from (2.18) by restricting the test functions $\phi$ to lie in the finite-dimensional subspace $V_{h}$.
3. Approximating subspaces and semidiscrete approximations of (1.4) and (1.1), and statement of main results. Let $h>0$ be the parameter of discretization tending to zero. Let $V_{h}$ be a family of the finite-dimensional subspaces of $H^{1}(\Omega)$, of order $r \geqq 2$ satisfying local and inverse assumptions (see [B1, p. 98]) in addition to the following properties:
(a) $\left.V_{h}\right|_{\Gamma} \subset H^{1}(\Gamma) ;$
(b) $\forall u \in H^{s}(\Omega)$

$$
\begin{aligned}
& \quad \inf _{\phi_{h} \in V_{h}}\left[\left\|u-\phi_{h}\right\|+h\left\|u-\phi_{h}\right\|_{H^{1}(\Omega)}+h^{1 / 2}\left|u-\phi_{h}\right|+h^{3 / 2}\left|u-\phi_{h}\right|_{H^{1}(\Gamma)}\right] \\
& \quad \leqq C h^{s}\|u\|_{H^{s}(\Omega)}, \quad \quad \frac{3}{2} \leqq s \leqq r ; \\
& \\
& \text { (c) }\left\|u-P_{h} u\right\|_{H^{\prime}(\Omega)} \leqq C h^{s-l}\|u\|_{H^{s}(\Omega)}, \quad 0 \leqq s \leqq r, \quad 0 \leqq l<\frac{3}{2}, \quad s-l \leqq 0
\end{aligned}
$$

where $P_{h}$ is the orthogonal projection in $L_{2}(\Omega)$ (with respect to $L_{2}(\Omega)$ as inner product) onto $V_{h}$.
(d) For any $\left.\phi_{h} \in \tilde{V}_{h} \equiv V_{h}\right|_{\Gamma},{ }^{2}$ there exists $\phi_{h} \in V_{h}$ such that $\left.\phi_{h}\right|_{\Gamma}=\tilde{\phi}_{h}$ and $\left\|\phi_{h}\right\|_{H^{s}(\Omega)} \leqq C\left|\tilde{\phi}_{h}\right|_{H^{s-1 / 2}(\Gamma)}, 0<s \leqq 1$.

It is well known that properties are standard and are satisfied by piecewise polynomials defined on the uniform mesh. Property (3.1)(d) with $s=1$ has been shown to be true in [B4] for polynomials defined on triangles. Arguments similar to those in [B4] have been used in [LS2] to prove that the inequality in (3.1)(d) can be extended to negative norms (i.e., $0<s<1$ ).

Below we state our main results on stability and the rate of convergence of the solution $u_{h, \varepsilon}(t)$ to $u_{\varepsilon}(t)$ in $H^{s}(\Omega)$ topology $0 \leqq s<\frac{1}{2}$.

Theorem 3.1 (stability). Let $u_{\varepsilon}$ be the weak solution of problem (1.4) and let $u_{h, \varepsilon}$ be the approximate solution of problem (1.5). Then with $\rho>0$ arbitrarily small, we have:
(i) $\left\|u_{h, \varepsilon}\right\|_{C\left[0, T ; H^{(1 / 2)-\rho}(\Omega)\right]} \leqq C|g|_{H^{1}\left[0, T ; H^{\rho}(\Gamma)\right]}$.
(ii) $\left\|u_{h, \varepsilon}\right\|_{C\left[0, T ; L_{2}(\Omega)\right]} \leqq C\left[1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right]|g|_{H^{1}\left[0, T ; H^{-(1 / 2)+\rho}(\Gamma)\right]}$
where $\sigma \geqq 1$ and $r \geqq 1+(\sigma-1) / 2 \rho$.
(iii) If in addition we assume that $V_{h}^{0} \subset V_{h},{ }^{3}$ then

$$
\left\|u_{h, \varepsilon}\right\|_{C\left[0, T ; L_{2}(\Omega)\right]} \leqq C|g|_{H^{1}\left[0, T ; H^{-1 / 2+\rho}(\Gamma)\right]} .
$$

Here $C$ is independent on $h, \varepsilon$, and $g$.
Theorem 3.2 (convergence). Let $u_{\varepsilon}$ (respectively, $u_{h, \varepsilon}$ ) be the solution of (1.4) (respectively, (1.5)). Assume that $g$ satisfies the appropriate compatibility conditions at

[^98]the origin to guarantee that $\dot{u} \in C\left[0 T ; H^{s}(\Omega)\right]$. Then for any $\rho>0$ arbitrarily small, $\delta \geqq 1, s \geqq 1$ there exists a constant $C$ independent of $h, \varepsilon$, and $g$ such that:
(i) $\left\|u_{\varepsilon}-u_{h, \varepsilon}\right\|_{C\left[0, T ; L_{2}(\Omega)\right]} \leqq C h^{s-\rho}\left[1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right]^{2}\left[|\dot{g}|_{H^{s}(\Sigma)}+|g|_{L_{2}\left[0, T ; H^{s}(\Gamma)\right]}\right]$
where $r \geqq 1+(s-1)(\sigma-1) / \rho .{ }^{4}$
(ii) $\left\|u_{\varepsilon}-u_{h, \varepsilon}\right\|_{C\left[0, T ; H^{(1 / 2)-\rho}(\Omega)\right]} \leqq C h^{s-(1 / 2)-2 \rho} f(h)\left[|\dot{g}|_{H^{s}(\mathcal{\Sigma})}+|g|_{L_{2}\left[0, T ; H^{s}(\mathrm{~T})\right]}\right]$
where
\[

f(h) \equiv\left\{$$
\begin{array}{l}
h^{\rho} \quad \text { if } s<\frac{3}{2} \\
\left(1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right) \quad \text { if } r \geqq 1+\frac{(s-1)(\sigma-1)}{2 \rho}
\end{array}
$$\right\} .
\]

If in addition we assume that $V_{h}^{0} \subset V_{h}$, then for $1 \leqq s \leqq r-\frac{1}{2}$ we have:
(iii) $\left\|u_{\varepsilon}-u_{h, \varepsilon}\right\|_{C\left[0, T ; L_{2}(\Omega)\right]} \leqq C h^{s}\left[|\dot{g}|_{H^{s}(\mathcal{\Sigma})}+|g|_{L_{2}\left[0, T ; H^{s}(\Gamma)\right]}\right]$.
(iv) $\left\|u_{\varepsilon}-u_{h, \varepsilon}\right\|_{C\left[0, T ; H^{(1 / 2)-\rho}(\Omega)\right]} \leqq C h^{s-1 / 2}\left[|\dot{g}|_{H^{s}(\Sigma)}+|g|_{L_{2}\left[0, T ; H^{s}(\Gamma)\right]}\right]$.

Let us set in (1.5) $\varepsilon=\varepsilon(h)=h^{\gamma}$ for some $\gamma>1$, and let us denote the corresponding solution $u_{h, \varepsilon(h)}$ by $u_{h}$. After combining the results of Theorems 1.1, 3.1, and 3.2 we obtain the following corollary.

Corollary 3.1 (stability).
(i) $\left\|u_{h}-u\right\|_{C\left[0, T ; H^{(1 / 2)-\rho}(\Omega)\right]} \leqq C\left[|g|_{H^{1}\left[0, T ; H^{\rho}(\Gamma)\right]}+|g|_{\left.H^{(1 / 2)-\rho}(\Sigma)\right]}\right]$.
(ii) $\left\|u_{h}-u\right\|_{C\left[0, T ; L_{2}(\Omega)\right]} \leqq C\left[|g|_{H^{1}\left[0, T ; H^{-1 / 2+\rho}(\Gamma)\right]}+|g|_{L_{2}(\Sigma)}\right]$
where $r \geqq 1+(1+\gamma) / 2 \rho$.
(iii) If $V_{h}^{0} \subset V_{h}$ then

$$
\left\|u_{h}-u\right\|_{C\left[0, T ; L_{2}(\Omega)\right]} \leqq C\left[|g|_{H^{1}\left[0, T ; H^{-(1 / 2)+\rho}(\Gamma)\right]}+|g|_{L_{2}(\Sigma)}\right] .
$$

Corollary 3.2 (convergence). Let $u$ (respectively, $u_{h}$ ) be the solution of problem (1.1) (respectively, (1.5) with $\varepsilon(h)=h^{\gamma}$ for some $\gamma>0$ ). Then for any $\rho>0$ arbitrarily small, $s \geqq 1$ we have the following:
(i) $\left\|u-u_{h}\right\|_{C\left[0, T ; L_{2}(\Omega)\right]} \leqq C\left[h^{s-\rho}+h^{\gamma}\right]\left[|\dot{g}|_{H^{s}(\Sigma)}+|g|_{L_{2}\left[0, T ; H^{s}(\mathrm{~T})\right]}\right]$
where $r \geqq 1+(s-1)(1+\gamma) / \rho$.
(ii) $\left\|u-u_{h}\right\|_{C\left[0, T ; H^{(1 / 2)-\rho}(\Omega)\right]} \leqq C\left[h^{s-(1 / 2)-\rho}+h^{\gamma}\right]\left[|\dot{g}|_{H^{s}(\Sigma)}+|g|_{L_{2}\left[0, T ; H^{s}(\Gamma)\right]}\right]$
where $r \geqq 1+(s-1)(1+\gamma) / \rho$ if $s \geqq \frac{3}{2}$.
(iii) If in addition we assume that $V_{h}^{0} \subset V_{h}$, then (i) and (ii) hold for any $1 \leqq s \leqq r-\frac{1}{2}$ and $\rho=0$.

Remark 3.1. Note that the rates of convergence established in part (iii) (respectively, (i), (ii)) are optimal (respectively, quasi-optimal) in the following sense: they reconstruct the optimal regularity of the solution (compare Theorem 2.1) (modulo the usual loss of one derivative). The estimates of the error given in part (iii) under the additional assumption that $V_{h}^{0} \subset V_{h}$ reconstruct also the best approximation properties of the underlined approximating subspaces. If condition $V_{h}^{0} \subset V_{h}$ fails, then for $s>1$ we need to use higher-order polynomials to obtain the quasi-optimal error reflecting the optimal regularity of the solutions.

[^99]Remark 3.2. Stability estimates provided by Corollary 3.1 improve by one-half derivative the stability results "implied" by the convergence results. Nevertheless, the stability estimates are still nonoptimal, since we are loosening one-half derivative with respect to the optimal regularity of the solutions (see Theorem 2.1).

Remark 3.3. We can, of course, interpolate between the results of Corollaries 3.1 and 3.2. For example, interpolation between the $L_{2}(\Omega)$-estimates of Corollaries 3.1 and 3.2 applied with $s=\gamma=1$ yields

$$
\left\|u-u_{h}\right\|_{C\left[0, T ; L_{2}(\Omega)\right]} \leqq C h^{(1-Q)}\left[|\dot{g}|_{H^{1-3 / 2 Q+Q \rho, 1-Q}(\Sigma)}+|g|_{L_{2}\left[0, T ; H^{\left.1-3 / 2 Q+Q_{( }(\Gamma)\right]}\right.}\right]
$$

where $\rho>0$ is arbitrarily small and $0 \leqq Q \leqq 1$.
The rest of the paper is devoted to the proofs of the main results.
4. Lemmas needed for the proofs of Theorems 3.1 and 3.2. The proofs of Theorems 3.1 and 3.2 will follow through the sequence of lemmas.

Lemma 4.1. Let $y \in H^{1+s}(\Omega)$ and $\left.y\right|_{\Gamma} \in H^{1+s}(\Gamma)$. Then there exists $\hat{y}_{h} \in V_{h}$ such that

$$
\begin{equation*}
\left\|y-\hat{y}_{h}\right\|_{H^{1}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}\left|y-\hat{y}_{h}\right|_{H^{1}(\Gamma)} \leqq C h^{s}\left[\|y\|_{H^{1+s}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}|y|_{H^{1+s}(\Gamma)}\right], \quad 0 \leqq s<\frac{1}{2} . \tag{4.1}
\end{equation*}
$$

If in addition we assume that $V_{h}^{0} \subset V_{h}$, then (4.1) holds for $0 \leqq s \leqq r-\frac{3}{2}$.
Otherwise

$$
\begin{equation*}
\left\|y-\hat{y}_{h}\right\|_{H^{1}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}\left|y-\hat{y}_{h}\right|_{H^{1}(\Gamma)} \leqq C(\rho) h^{s-\rho}\left[\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}+1\right]\|y\|_{H^{s+1}(\Omega)}+\frac{C}{\sqrt{\varepsilon}} h^{s}|y|_{H^{1+s}(\Gamma)} \tag{4.3}
\end{equation*}
$$

where $\rho \geqq 0,0 \leqq s \leqq r-\frac{3}{2}, \sigma \geqq 1 ; r \geqq 1+s(\sigma-1) / 2 \rho$, and $C$ does not depend on $h, \varepsilon, y$.
Proof. Define $y^{*}=\left.D y\right|_{\Gamma}$, where $D: L_{2}(\Gamma) \rightarrow L_{2}(\Omega)$ is given by (2.6). From (2.7) it follows that

$$
\begin{equation*}
\left\|y^{*}\right\|_{H^{1+\alpha+1 / 2}(\Omega)} \leqq\left. C|y|_{\Gamma}\right|_{H^{1+\alpha}(\Gamma)} \quad \text { for all } \alpha \in R . \tag{4.4}
\end{equation*}
$$

Let $z \equiv y-y^{*}$. Then $\left.z\right|_{\Gamma}=0$ and from (4.4) (applied with $\alpha=s-\frac{1}{2}$ ) it follows

$$
\begin{equation*}
\|z\|_{H^{1+s}(\Omega)} \leqq C\left[\|y\|_{H^{1+s}(\Omega)}+\left|y_{\mid \Gamma}\right|_{H^{1 / 2+s}(\Gamma)}\right] \text { for all real } s . \tag{4.5}
\end{equation*}
$$

If $s<\frac{1}{2}$, by Theorem 4.2.2 of [B1], we can select $z_{h} \in V_{h}$ such that

$$
\begin{equation*}
\left\|z-z_{h}\right\|_{H^{1}(\Omega)} \leqq C h^{s}\|z\|_{H^{1+s}(\Omega)} \quad \text { and }\left.\quad z_{h}\right|_{\Gamma}=0 \tag{4.6a}
\end{equation*}
$$

If $V_{h}^{0} \subset V_{h}$, by the approximation properties of $V_{h}^{0}$ we can take $z_{h} \in V_{h}^{0}$ such that (4.6a) holds for all $0 \leqq s \leqq r-1$. Otherwise, by applying Theorem 4.4 of [B3], we can select $z_{h} \in V_{h}$ such that

$$
\begin{align*}
& \left\|z-z_{h}\right\|_{H^{1}(\Omega)} \leqq C(\rho) h^{s-\rho}\|z\|_{H^{s+1}(\Omega)} \\
& \left|z_{h}\right|_{H^{1}(\Gamma)} \leqq C(\rho) h^{s-\rho+\sigma / 2-1}\|z\|_{H^{s+1}(\Omega)} \tag{4.6b}
\end{align*}
$$

where $\rho>0$ is arbitrary, $\sigma \geqq 1$, and $r \geqq 1+s(\sigma-1) / 2 \rho$.
Next define $\hat{y}_{h} \equiv z_{h}+y_{h}^{*} \in V_{h}$, where $y_{h}^{*} \equiv P_{h} y^{*}$. From (3.1c) applied with $l=1$ and for $0 \leqq s \leqq r-1$ it follows that

$$
\begin{align*}
\left\|\hat{y}_{h}-y\right\|_{H^{1}(\Omega)} & \leqq\left\|z-z_{h}\right\|_{H^{1}(\Omega)}+\left\|y^{*}-y_{h}^{*}\right\|_{H^{1}(\Omega)} \leqq\left\|z-z_{h}\right\|_{H^{1}(\Omega)}+C h^{s}\left\|y^{*}\right\|_{H^{1+s}(\Omega)}  \tag{4.7}\\
& \leqq\left\|z-z_{h}\right\|_{H^{1}(\Omega)}+C h^{s}\left|y_{\mid \Gamma}\right|_{H^{s+(1 / 2)}(\Gamma)}, \\
& \frac{1}{\sqrt{\varepsilon}}\left|\hat{y}_{h}-y\right|_{H^{1}(\Gamma)} \leqq \frac{1}{\sqrt{\varepsilon}}\left|y^{*}-y_{h}^{*}\right|_{H^{1}(\Gamma)}+\frac{1}{\sqrt{\varepsilon}}\left|z_{h}\right|_{H^{1}(\Gamma)} . \tag{4.8}
\end{align*}
$$

On the other hand, by (3.1c), inverse approximation properties, and the approximating properties of $\tilde{V}_{h}$ it follows that

$$
\left|y^{*}-P_{h} y^{*}\right|_{H^{1}(\Gamma)} \leqq C h^{s}\left\|y^{*}\right\|_{H^{s+3 / 2}(\Omega)}, \quad 0 \leqq s \leqq r-\frac{3}{2}
$$

Thus, for $0 \leqq s \leqq r-\frac{3}{2}$

$$
\begin{equation*}
\left|y^{*}-y_{h}^{*}\right|_{H^{1}(\Gamma)} \leqq C h^{s}\left\|y^{*}\right\|_{H^{s+3 / 2}(\Omega)} \leqq C h^{s}\left[\left.y_{\mid \Gamma}\right|_{H^{s+1}(\Gamma)}\right] \tag{4.9}
\end{equation*}
$$

where in the last inequality we have used again (2.7).
After collecting the results given in (4.5), (4.6a), and (4.7)-(4.9) we arrive at the desired conclusion stated in (4.1) and (4.2). As for (4.3), this follows from (4.5), (4.6b), and (4.7)-(4.9).

Lemma 4.1'. Let $y \in H^{1+s}(\Omega), \partial y /\left.\partial \eta\right|_{\Gamma} \in H^{s-1}(\Gamma)$, and

$$
\varepsilon \frac{\partial y}{\partial \eta}+\beta y=\beta g_{h} \quad \text { on } \Gamma \quad \text { where } g_{h} \in \tilde{V}_{h} \text {. }
$$

Then there exists $\hat{y}_{h} \in V_{h}$ such that

$$
\left\|y-\hat{y}_{h}\right\|_{H^{1}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}\left|y-\hat{y}_{h}\right|_{H^{1}(\Gamma)}
$$

$$
\begin{equation*}
\leqq C h^{s}\left[\|y\|_{H^{1+s}(\Omega)}+\left|g_{h}\right|_{H^{s+1}(\Gamma)}+\sqrt{\varepsilon}\left|\frac{\partial y}{\partial \eta}\right|_{H^{s-1}(\Gamma)}\right], \quad 0 \leqq s<\frac{1}{2} . \tag{4.10}
\end{equation*}
$$

(4.11) If in addition $V_{h}^{0} \subset V_{h}$, then (4.10) holds for $0 \leqq s \leqq r-\frac{3}{2}$.
(4.12) Otherwise,

$$
\begin{aligned}
\left\|y-\hat{y}_{h}\right\|_{H^{1}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}\left|y-\hat{y}_{h}\right|_{H^{1}(\Gamma)} \leqq & C(\rho) h^{s-\rho}\left(1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right) \\
& \cdot\left[\|y\|_{H^{1+s}(\Omega)}+\left|g_{h}\right|_{H^{s+1}(\Gamma)}+\sqrt{\varepsilon}\left|\frac{\partial y}{\partial \nu}\right|_{H^{s-1}(\Gamma)}\right]
\end{aligned}
$$

where $\rho>0,0 \leqq s \leqq r-\frac{3}{2}, \delta \geqq 1$, and $r \geqq 1+s(\sigma-1) / 2 \rho$.
Proof. Since $g_{h} \in \tilde{V}_{h}$, there exists $\phi_{h} \in V_{h}$ such that $\left.\phi_{h}\right|_{\Gamma}=g_{h}$ and

$$
\begin{equation*}
\left\|\phi_{h}\right\|_{H^{s+1}(\Omega)} \leqq C\left|g_{h}\right|_{H^{s+1}(\Gamma)}, \quad 0 \leqq s \leqq r-1 . \tag{4.13}
\end{equation*}
$$

Let $\hat{y}_{h}^{1}$ be an approximation of $y-\phi_{h}$ selected according to Lemma 4.1.
Define $\hat{y}_{h} \equiv \hat{y}_{h}^{1}-\phi_{h}$. Then

$$
\begin{equation*}
\left\|y-\hat{y}_{h}\right\|_{H^{1}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}\left|y-\hat{y}_{h}\right|_{H^{1}(\Gamma)}=\left\|y-\phi_{h}-\hat{y}_{h}^{1}\right\|_{H^{1}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}\left|y-\phi_{h}-\hat{y}_{h}^{1}\right|_{H^{1}(\Gamma)} . \tag{4.14}
\end{equation*}
$$

Since $\left.\left(y-\phi_{h}\right)\right|_{\Gamma}=-\varepsilon \beta^{-1}(\partial y / \partial \eta)$, we obtain

$$
\begin{equation*}
\frac{1}{\sqrt{\varepsilon}}\left|y-\phi_{h}\right|_{H^{1+s}(\Gamma)} \leqq \sqrt{\varepsilon}\left|\beta^{-1} \frac{\partial y}{\partial \eta}\right|_{H^{1+s}(\Gamma)} \leqq C \sqrt{\varepsilon}\left|\frac{\partial y}{\partial \eta}\right|_{H^{s-1}(\Gamma)} \tag{4.15}
\end{equation*}
$$

where in the last inequality we have used the regularity of $\beta$ as stated in (1.4'). Now, the assessments (4.10)-(4.12) of Lemma (4.1') follow directly from Lemma 4.1 applied to $y-\phi_{h}$ and from the regularity properties (4.13) and (4.15).

Next let us introduce the operator $P_{h, \varepsilon}: \mathscr{D}\left(A_{\varepsilon}^{1 / 2}\right) \rightarrow V_{h}$ defined as the projection onto $V_{h}$ with respect to the norm generated by the bilinear form $a_{\varepsilon}(u, v)$. More precisely, $y_{h} \equiv P_{h, \varepsilon} y$ if and only if

$$
\begin{equation*}
a_{\varepsilon}\left(y_{h}-y, \phi_{h}\right)=0 \quad \text { for all } \phi_{h} \in V_{h} . \tag{4.16}
\end{equation*}
$$

The following lemma gives the estimates for the rate of convergence of $P_{h, \varepsilon} y$ to $y$.
Lemma 4.2. Let $y \in H^{1+s}(\Omega)$. Then

$$
\begin{align*}
& \left\|P_{h, \varepsilon} y-y\right\|_{H^{1}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}\left|P_{h, \varepsilon} y-y\right|_{H^{1}(\Gamma)} \leqq C h^{s}\left[\|y\|_{H^{s+1}(\Omega)}+\left.\frac{1}{\sqrt{\varepsilon}}|y|_{\Gamma}\right|_{H^{1+s}(\Gamma)}\right],  \tag{4.17a}\\
& \left\|P_{h, \varepsilon} y-y\right\|_{H^{1-s}(\Omega)} \leqq C h^{2 s}\left[\|y\|_{H^{1+s}(\Omega)}+\left.\frac{1}{\sqrt{\varepsilon}}|y|_{\Gamma}\right|_{H^{1+s}(\Gamma)}\right], \quad 0 \leqq s<\frac{1}{2}, \tag{4.17b}
\end{align*}
$$

$$
\text { If } V_{h}^{0} \subset V_{h} \text { then (4.17a) remains valid for all } 0 \leqq s \leqq r-\frac{3}{2} \text {, }
$$

$$
\begin{equation*}
\left\|P_{h, \varepsilon} y-y\right\| \leqq C h^{s+1}\left[\|y\|_{H^{1+s}(\Omega)}+\left.\frac{1}{\sqrt{\varepsilon}}|y|_{\Gamma}\right|_{H^{1+s}(\Gamma)}\right], \quad 0 \leqq s \leqq r-\frac{3}{2}, \tag{4.18b}
\end{equation*}
$$

in the general case where $r \geqq 1+s(\sigma-1) / 2 \rho, 0 \leqq s \leqq r-\frac{3}{2}, \sigma>1, \rho \geqq 0$ arbitrary, we have

$$
\left\|P_{h, \varepsilon} y-y\right\|_{H^{1}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}\left|P_{h, \varepsilon} y-y\right|_{H^{1}(\Gamma)}
$$

$$
\begin{equation*}
\leqq C(\rho) h^{s-\rho}\left[1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right]\left[\|y\|_{H^{1+s}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}|y|_{H^{s+1}(\Gamma)}\right] \tag{4.19a}
\end{equation*}
$$

$$
\begin{equation*}
\left\|P_{h, \varepsilon} y-y\right\| \leqq C(\rho) h^{s+1-2 \rho}\left(1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right)^{2}\left[\|y\|_{H^{1+s}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}|y|_{H^{s+1}(\Gamma)}\right] . \tag{4.19b}
\end{equation*}
$$

Proof. For a given $y \in H^{1+s}(\Omega)$ let $\hat{y}_{h}$ be the element in $V_{h}$ chosen according to Lemma 4.1. Then with $y_{h} \equiv P_{h, \varepsilon} y$ we have

$$
a_{\varepsilon}\left(y_{h}-\hat{y}_{h}, v_{h}\right)=a_{\varepsilon}\left(y-\hat{y}_{h}, v_{h}\right), \quad v_{h} \in V_{h} .
$$

Setting $v_{h}=y_{h}-\hat{y}_{h}$ yields

$$
\left\|y_{h}-\hat{y}_{h}\right\|_{H^{1}(\Omega)}^{2}+\frac{1}{\varepsilon} \left\lvert\, \beta^{1 / 2}\left(y_{h}-\left.\hat{y}_{h}\right|^{2} \leqq C\left[\left\|\hat{y}_{h}-y\right\|_{H^{1}(\Omega)}^{2}+\frac{1}{\varepsilon}\left|\hat{y}_{h}-y\right|_{H^{1}(\Gamma)}^{2}\right] .\right.\right.
$$

Statements (4.17a), (4.18a), and (4.19a) are now direct consequences of Lemma 4.1 and triangle inequality.

As for (4.17b), (4.18b), and (4.19b) we use the "duality argument." Indeed, let $p \in L_{2}(\Omega)$. Define $v_{\varepsilon}$ as the solution of

$$
\begin{equation*}
A_{\varepsilon} v_{\varepsilon}=p \tag{4.20}
\end{equation*}
$$

With the notation above we have

$$
\left(y-P_{h, \varepsilon} y, P\right)=\left(y-P_{h, \varepsilon} y, A_{\varepsilon} v_{\varepsilon}\right)=a_{\varepsilon}\left(y-P_{h, \varepsilon} y, v_{\varepsilon}\right)=a_{\varepsilon}\left(y-P_{h, \varepsilon} y, v_{\varepsilon}-\hat{v}_{h \varepsilon}\right)
$$

where in the last step we have used (4.16) with $\hat{v}_{h \varepsilon}$-an approximation of $v_{\varepsilon}$ chosen
according to Lemma 4.1. Hence

$$
\begin{align*}
& \left|\left(y-P_{h, \varepsilon} y, p\right)\right| \leqq C\left\|y-P_{h, \varepsilon} y\right\|_{H^{1}(\Omega)}\left\|v_{\varepsilon}-\hat{v}_{h, \varepsilon}\right\|_{H^{1}(\Omega)}+\frac{1}{\varepsilon}\left|y-P_{h, \varepsilon} y\right|_{H^{1}(\Gamma)}\left|v_{\varepsilon}-\hat{v}_{h, \varepsilon}\right|_{H^{1}(\Gamma)} \\
& \leqq C h^{s}\left[\|y\|_{H^{1+s}(\Omega)}+\left.\frac{1}{\sqrt{\varepsilon}}|y|_{\Gamma}\right|_{H^{1+s}(\Gamma)}\right] \\
& \left\{\begin{array}{lcc}
h^{s}\left[\left\|v_{\varepsilon}\right\|_{H^{1+s}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}\left|v_{\varepsilon}\right|_{H^{1+s}(\Gamma)}\right], & 0 \leqq s<\frac{1}{2} \\
h\left[\left\|v_{\varepsilon}\right\|_{H^{2}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}\left|v_{\varepsilon}\right|_{H^{2}(\Gamma)}\right], & 0 \leqq s \leqq r-1 & \text { if } V_{h}^{0} C V_{h}
\end{array}\right\} \tag{4.21}
\end{align*}
$$

(by Lemma 2.3, (2.4), and (2.5))

$$
\leqq C h^{s}\left[\left.\|y\|_{H^{1+s}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}|y|_{\Gamma} \right\rvert\,\right]_{H^{1+s}(\Omega)} \cdot\left\{\begin{array}{lc}
h^{s}\|p\|_{H^{s-1}(\Omega)}, & 0 \leqq s<\frac{1}{2} \\
h\|p\| 0 \leqq s \leqq r-\frac{3}{2} & \text { if } V_{h}^{0} C V_{h}
\end{array}\right\}
$$

which completes the proof of (4.17b) and (4.18b).
As for (4.19b), we use (4.3) in Lemma 4.1 to obtain

$$
\begin{aligned}
&\left|\left(y-P_{h, \varepsilon} y, p\right)\right| \leqq C(\rho) h^{(s-\rho)}\left(1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right)\left[\|y\|_{H^{s+1}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}|y|_{H^{s+1}(\Gamma)}\right] \\
& \cdot h^{1-\rho}\left(1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right)\left[\left\|v_{\varepsilon}\right\|_{H^{2}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}\left|v_{\varepsilon}\right|_{H^{2}(\Gamma)}\right] \\
& \leqq C(\rho) h^{s+1-2 \rho}\left(1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right)^{2}\|p\|\left[\|y\|_{H^{s+1}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}|y|_{H^{s+1}(\Gamma)}\right]
\end{aligned}
$$

which completes the proof of Lemma 4.2.
Lemma 4.2'. Let $y \in H^{1+s}(\Omega)$ and $\varepsilon(\partial y / \partial \eta)+\beta y=\beta g_{h}$ on $\Gamma$ with $g_{h} \in \tilde{V}_{h}$. Denote

$$
\|y\|_{s, \varepsilon} \equiv\|y\|_{H^{1+s}(\Omega)}+\left|g_{h}\right|_{H^{1+s}(\Gamma)}+\sqrt{\varepsilon}\left|\frac{\partial y}{\partial \eta}\right|_{H^{s-1}(\Gamma)}
$$

With the notation above we have

$$
\begin{align*}
& \left\|P_{h, \varepsilon} y-y\right\|_{H^{1}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}\left|P_{h, \varepsilon} y-y\right|_{H^{1}(\Gamma)} \leqq C h^{s}\|y\|_{s, \varepsilon},  \tag{4.22a}\\
& \left\|P_{h, \varepsilon} y-y\right\|_{H^{1-s}(\Omega)} \leqq C h^{2 s}\|y\|_{s, \varepsilon} \quad \text { if } 0 \leqq s<\frac{1}{2} . \tag{4.22b}
\end{align*}
$$

If $V_{h}^{0} \subset V_{h}$ and $0 \leqq s \leqq r-\frac{3}{2}$, then
(4.23a) (4.22a) holds for all $0 \leqq s \leqq r-\frac{3}{2}$,
(4.23b) $\quad\left\|P_{h, \varepsilon} y-y\right\| \leqq C h^{s+1}\|y\|_{s, \varepsilon}$,
(4.23c) $\quad\left\|P_{h, \varepsilon} y-y\right\|_{H^{1-s_{1}}(\Omega)} \leqq C h^{s_{1}+s}\|y\|_{s, \varepsilon} \quad$ where $0 \leqq s_{1} \leqq \frac{1}{2}$.

If $\rho>0,0 \leqq s \leqq r-\frac{3}{2}, \delta \geqq 1$, and $r \geqq 1+s(\sigma-1) / 2 \rho$, then

$$
\begin{align*}
& \left\|P_{h, \varepsilon} y-y\right\|_{H^{1}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}\left|P_{h, \varepsilon} y-y\right|_{H^{1}(\Gamma)} \leqq C(\rho) h^{s-\rho}\left(1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right)\|y\|_{s, \varepsilon},  \tag{4.24a}\\
& \left\|P_{h, y} y-y\right\| \leqq C(\rho) h^{s+1-2 \rho}\left(1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right)^{2}\|y\|_{s, \varepsilon} \\
& \left\|P_{h, \varepsilon} y-y\right\|_{H^{1-s_{1}(\Omega)}} \leqq C(\rho) h^{s_{1}+s-\rho}\left(1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right)\|y\|_{s, \varepsilon}
\end{align*}
$$

where $0 \leqq s_{1}<\frac{1}{2}$.
The proof of Lemma 4.2' follows the same conceptual arguments as those used for the proof of Lemma 4.2. The only difference is that to estimate the terms in (4.21) we use Lemma 4.1' instead of Lemma 4.1.

The following statements are the corollaries of Lemma 4.2.
Corollary 4.3. Let $A_{h, \varepsilon}: V_{h} \rightarrow V_{h}$ be defined as the Galerkin approximation of $A_{\varepsilon}$, i.e.,

$$
\left(A_{h, \varepsilon} u_{h}, v_{h}\right)=\left(A_{\varepsilon} u_{h}, V_{h}\right)=a_{\varepsilon}\left(u_{h}, v_{h}\right), \quad u_{h}, v_{h} \in V_{h}
$$

For any $f_{h} \in V_{h}$ we have

$$
\begin{align*}
& \left\|\left(A_{\varepsilon}^{-1}-A_{h, \varepsilon}^{-1}\right) f_{h}\right\|_{H^{1-s}(\Omega)} \leqq C h^{2 s}\left\|f_{h}\right\|_{H^{s-1}(\Omega)}, \quad 0 \leqq s<\frac{1}{2}, \\
& \left\|\left(A_{\varepsilon}^{-1}-A_{h, \varepsilon}^{-1}\right) f_{h}\right\|_{H^{1}(\Omega)}+\frac{1}{\sqrt{\varepsilon}}\left|\left(A_{\varepsilon}^{-1}-A_{h, \varepsilon}^{-1}\right) f_{h}\right|_{H^{1}(\Gamma)} \\
& \quad \leqq \begin{cases}C h\left\|f_{h}\right\| & \text { if } V_{h}^{0} \subset V_{h}, \\
C(\rho) h^{1-\rho}\left[1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right]\left\|f_{h}\right\| & \text { where } r \geqq 1+\frac{\sigma-1}{2 \rho}, \quad \sigma>1, \quad \rho>0 .\end{cases} \tag{4.25}
\end{align*}
$$

Indeed, Corollary 4.3 follows directly from Lemma 4.2 after we set

$$
v_{\varepsilon} \equiv A_{\varepsilon}^{-1} f_{h}, \quad v_{h, \varepsilon} \equiv A_{h, \varepsilon}^{-1} f_{h},
$$

noting that

$$
a_{\varepsilon}\left(v_{\varepsilon}-v_{h, \varepsilon}, \phi_{h}\right)=0 \quad \text { for all } \phi_{h} \in V_{h},
$$

and using the regularity of $v_{\varepsilon}$ as stated in Lemma 2.3.
From Corollary 4.3 we also obtain Lemma 4.4.
Lemma 4.4.

$$
\left\|A_{h, \varepsilon}^{-1} f_{h}\right\|_{H^{s+1}(\Omega)} \leqq C\left\|f_{h}\right\|_{H^{s-1}(\Omega)}, \quad 0 \leqq s<\frac{1}{2}
$$

Proof. By using the inverse approximation property, (2.5), and (4.25), we obtain

$$
\begin{aligned}
\left\|A_{h, \varepsilon}^{-1} f_{h}\right\|_{h^{s+1}(\Omega)} & \leqq\left\|\left(A_{h, \varepsilon}^{-1}-P_{h} A_{\varepsilon}^{-1}\right) f_{h}\right\|_{H^{s+1}(\Omega)}+\left\|P_{h} A_{\varepsilon}^{-1} f_{h}\right\|_{H^{s+1}(\Omega)} \\
& \leqq C h^{-2 s}\left\|\left(A_{h, \varepsilon}^{-1}-P_{h} A_{\varepsilon}^{-1}\right) f_{h}\right\|_{H^{1-s}(\Omega)}+\left\|A_{\varepsilon}^{-1} f_{h}\right\|_{H^{s+1}(\Omega)} \\
& \leqq C\left\|f_{h}\right\|_{H^{s-1}(\Omega)} .
\end{aligned}
$$

Remark. Note that the estimate of Lemma 4.4 is a discrete counterpart of the regularity result stated in (2.5).

Next we prove Lemma 4.5.
Lemma 4.5.

$$
\begin{gather*}
\left|\tilde{P}_{h} \beta A_{h, \varepsilon}^{-1} f_{h}\right|_{H^{s-1 / 2}(\Gamma)} \leqq C \varepsilon\left\|f_{h}\right\|_{H^{s-1}(\Omega)}, \quad 0 \leqq s<\frac{1}{2},  \tag{4.26}\\
\left|\tilde{P}_{h} \beta A_{h, \varepsilon}^{-1} f_{h}\right|_{H^{(1 / 2)-\rho}(\Gamma)} \leqq C \varepsilon\left\{\begin{array}{l}
\left\|f_{h}\right\| \quad \text { if } V_{h}^{0} \subset V_{h}, \\
\left(1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right)\left\|f_{h}\right\| \quad \text { where } \rho>0 \text { arbitrarily small, } \\
\delta \geqq 1 \text { and } r \geqq 1+\frac{\sigma-1}{2 \rho} .
\end{array}\right. \tag{4.27}
\end{gather*}
$$

Proof of Lemma 4.5. Let $v_{h} \equiv A_{h, \varepsilon}^{-1} f_{h}$ or, equivalently, $A_{h, \varepsilon} v_{h}=f_{h}$. Then

$$
\begin{equation*}
\frac{1}{\varepsilon}\left\langle\beta v_{h}, \phi_{h}\right\rangle=-\left(f_{h}, \phi_{h}\right)-a\left(v_{h}, \phi_{h}\right) \quad \text { for all } \phi_{h} \in V_{h}, \tag{4.28}
\end{equation*}
$$

or after using the Green formula

$$
\begin{equation*}
\frac{1}{\varepsilon}\left(\beta v_{h}, \phi_{h}\right)=-\left(f_{h}, \phi_{h}\right)+\left(A(x, \partial) v_{h}, \phi_{h}\right)-\left\langle\frac{\partial}{\partial \eta} v_{h}, \phi_{h}\right\rangle, \quad \phi_{h} \in V_{h} . \tag{4.29}
\end{equation*}
$$

Now we will use the property (3.1d). For any $\tilde{\phi}_{h} \in \tilde{V}_{h}$ we take $\phi_{h} \in V_{h}$ such that $\left.\phi_{h}\right|_{\Gamma}=\tilde{\phi}_{h}$ and for $0<\alpha \leqq 1,\left\|\phi_{h}\right\|_{H^{\alpha}(\Omega)} \leqq C\left|\tilde{\phi}_{h}\right|_{H^{\alpha-(1 / 2)}(\Gamma)}$. Thus we can write

$$
\begin{equation*}
\frac{1}{\varepsilon}\left\langle\tilde{P}_{h} \beta v_{h}, \tilde{\phi}_{h}\right\rangle=\frac{1}{\varepsilon}\left\langle\beta v_{h}, \tilde{\phi}_{h}\right\rangle=-\left(f_{h}, \phi_{h}\right)-a\left(v_{h}, \phi_{h}\right) . \tag{4.30}
\end{equation*}
$$

Hence for $0 \leqq s<\frac{1}{2}$

$$
\frac{1}{\varepsilon}\left\langle\tilde{P}_{h} \beta v_{h}, \tilde{\phi}_{h}\right\rangle \leqq C\left[\left\|f_{h}\right\|_{H^{s-1}(\Omega)}\left\|\phi_{h}\right\|_{H^{1-s}(\Omega)}+\left\|v_{h}\right\|_{H^{1+s}(\Omega)}\left\|\phi_{h}\right\|_{H^{1-s}(\Omega)}\right]
$$

(by Lemma 4.4 applied to the second term above)

$$
\begin{align*}
& \leqq C\left[\left\|f_{h}\right\|_{H^{s-1}(\Omega)}\left\|\phi_{h}\right\|_{H^{1-s}(\Omega)}\right]  \tag{4.31}\\
& \leqq C\left\|f_{h}\right\|_{H^{s-1}(\Omega)}\left|\tilde{\phi}_{h}\right|_{H^{(1 / 2)-s}(\Gamma)}
\end{align*}
$$

where in the last step we used (3.1d). Since (4.31) holds for all $\tilde{\phi}_{h} \in H^{(1 / 2)-s}(\Gamma)$, (4.26) follows via duality.

As for (4.27) we write

$$
\begin{align*}
\frac{1}{\varepsilon}\left|\tilde{P}_{h} \beta A_{h, \varepsilon}^{-1} f_{h}\right|_{H^{(1 / 2)-\rho}(\Gamma)} \leqq & \frac{1}{\varepsilon}\left|\tilde{P}_{h} \beta\left(A_{h, \varepsilon}^{-1}-A_{\varepsilon}^{-1}\right) f_{h}\right|_{H^{(1 / 2)-\rho}(\Gamma)} \\
& +\frac{1}{\varepsilon}\left|\beta A_{\varepsilon}^{-1} f_{h}\right|_{H^{(1 / 2)-\rho}(\Gamma)} . \tag{4.32}
\end{align*}
$$

We will prove that

$$
\begin{equation*}
\frac{1}{\varepsilon}\left|\beta A_{\varepsilon}^{-1} f\right|_{H^{1 / 2}(\Gamma)} \leqq C\|f\| . \tag{4.33}
\end{equation*}
$$

Indeed, let $v_{\varepsilon} \equiv A_{\varepsilon}^{-1} f$. Then

$$
\begin{align*}
\frac{1}{\varepsilon}\left\langle\beta v_{\varepsilon}, \phi\right\rangle= & -a\left(v_{\varepsilon}, \phi\right)+(f, \phi)=\left(A(x, \partial) v_{\varepsilon}, \phi\right) \\
& -\left\langle\frac{\partial v_{\varepsilon}}{\partial \eta}, \phi\right\rangle+(f, \phi), \phi \in D\left(A_{\varepsilon}^{1 / 2}\right) \tag{4.34}
\end{align*}
$$

Let $\tilde{\phi} \in H^{-1 / 2}(\Gamma)$. By (2.7), $\phi \equiv D \tilde{\phi} \in L_{2}(\Omega)$ and from (4.34) we obtain

$$
\begin{align*}
& \frac{1}{\varepsilon}\left\langle\beta v_{\varepsilon}, \tilde{\phi}\right\rangle \leqq C\left[\left\|v_{\varepsilon}\right\|_{H^{2}(\Omega)}\|D \tilde{\phi}\|\right. \\
& \left.\quad+\left|\frac{\partial v_{\varepsilon}}{\partial \eta}\right|_{H^{1 / 2}(\Gamma)}|\tilde{\phi}|_{H^{-1 / 2}(\Gamma)}+\|f\|\|\phi\|\right] \text { for all } \tilde{\phi} \in H^{-1 / 2}(\Gamma) \tag{4.35}
\end{align*}
$$

Hence by virtue of (2.7) and (2.4) in Lemma 2.3,

$$
\frac{1}{\varepsilon}\left\langle\beta v_{\varepsilon}, \tilde{\phi}\right\rangle \leqq C\|f\||\tilde{\phi}|_{H^{-1 / 2}(\Gamma)}
$$

which via duality proves (4.33).
To complete the proof of (4.27), in view of (4.33), it is enough to estimate $1 / \varepsilon\left|\tilde{P}_{h} \beta\left(A_{h, \varepsilon}^{-1}-A_{\varepsilon}^{-1}\right) f_{h}\right|_{H^{1 / 2-\rho}(\Gamma)}$.

With $v_{h, \varepsilon} \equiv A_{h, \varepsilon}^{-1} f_{h}$ and $v_{\varepsilon} \equiv A_{\varepsilon}^{-1} f_{h}$ it is straightforward to show that

$$
a\left(v_{h, \varepsilon}-v, \phi_{h}\right)+\frac{1}{\varepsilon}\left\langle\beta\left(v_{h, \varepsilon}-v\right), \phi_{h}\right\rangle=0 \quad \text { for } \phi_{h} \in V_{h} .
$$

Thus for any $\tilde{\phi}_{h} \in \tilde{V}_{h}$ we have

$$
\begin{equation*}
\frac{1}{\varepsilon}\left\langle\tilde{P}_{h} \beta\left(v_{h, \varepsilon}-v\right), \tilde{\phi}_{h}\right\rangle=-a\left(v_{h}-v, \phi_{h}\right) \tag{4.36}
\end{equation*}
$$

where $\phi_{h}$ is selected according to (3.1d), i.e., $\left.\phi_{h}\right|_{\Gamma}=\tilde{\phi}_{h}$ and

$$
\begin{equation*}
\left\|\phi_{h}\right\|_{H^{\rho}(\Omega)} \leqq C\left|\tilde{\phi}_{h}\right|_{H^{-1 / 2+\rho}(\mathrm{\Gamma})} \tag{4.37}
\end{equation*}
$$

where $\rho>0$ arbitrarily small.
From (4.36) and Corollary 4.3 we obtain

$$
\begin{align*}
\frac{1}{\varepsilon}\left\langle\tilde{P}_{h} \beta\left(v_{h, \varepsilon}-v\right), \tilde{\phi}_{h}\right\rangle & \leqq C\left\|v_{h, \varepsilon}-v\right\|_{H^{1}(\Omega)}\left\|\phi_{h}\right\|_{H^{1}(\Omega)} \\
& \leqq\left\{\begin{array}{l}
C\left\|f_{h}\right\|\left\|\phi_{h}\right\| \text { if } V_{h}^{0} \subset V_{h}, \\
C\left(1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right)\left\|f_{h}\right\|\left\|\phi_{h}\right\|_{H^{\rho}(\Omega)}
\end{array}\right. \tag{4.38}
\end{align*}
$$

where in the last inequality we have used the inverse approximation property. Combining (4.37) with (4.38) and using duality yields

$$
\frac{1}{\varepsilon}\left|\tilde{P}_{h} \beta\left(v_{h, \varepsilon}-v\right)\right|_{H^{(1 / 2)-\rho}(\Gamma)} \leqq C\left\{\begin{array}{l}
\left\|f_{h}\right\| \quad \text { if } V_{h}^{0} \subset V_{h},  \tag{4.39}\\
\left(1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right)\left\|f_{h}\right\| \quad \text { otherwise. }
\end{array}\right.
$$

Formulas (4.39) and (4.33) inserted into (4.32) complete the proof of (4.27), and, hence, of the lemma.

In the sequel, we will find it convenient to use semigroup representations of the solution to (1.5), $u_{h, \varepsilon}(t)$. To this end let $S_{h, \varepsilon}(t)$ (respectively, $C_{h, \varepsilon}(t)$ ): $V_{h} \rightarrow V_{h}$ be the sine (respectively, cosine) operators associated with $A_{h, \varepsilon}$, where $A_{h, \varepsilon}$ is defined in Corollary 4.3. This means

$$
\begin{array}{ll}
\ddot{C}_{h, \varepsilon}(t) x_{h}=A_{h, \varepsilon} x_{h}, & C_{h, \varepsilon}(0) x_{h}=x_{h}, \\
\dot{C}_{h, \varepsilon}(0) x_{h}=0, & \dot{C}_{h, \varepsilon}(t)=A_{h, \varepsilon} S_{h, \varepsilon}(t) . \tag{4.40}
\end{array}
$$

Using the notation above it can be easily verified that with $g_{h} \equiv \tilde{P}_{h} g, u_{h, \varepsilon}(t)$, the solution to (1.5) can be represented as

$$
\begin{equation*}
u_{h, \varepsilon}(t)=\int_{0}^{t} S_{h, \varepsilon}(t-z) P_{h} A_{\varepsilon} N_{\varepsilon} g_{h}(z) d z \equiv\left(L_{h, \varepsilon} g\right)(t) \tag{4.41}
\end{equation*}
$$

or in the differential form as

$$
\begin{align*}
& \ddot{u}_{h, \varepsilon}(t)=A_{h} u_{h, \varepsilon}(t)-P_{h} A_{\varepsilon} N_{\varepsilon} g_{h}(t), \\
& u_{h, \varepsilon}(0)=\dot{u}_{h, \varepsilon}(0)=0 . \tag{4.42}
\end{align*}
$$

Remark. Note that although $A_{\varepsilon} N_{\varepsilon}$ is unbounded (even more so $\mathscr{D}\left(A_{\varepsilon} N_{\varepsilon}\right) \equiv 0$ ), $P_{h} A_{\varepsilon} N_{\varepsilon} g_{h}$ is well defined for any $g \in L_{2}(\Sigma)$. Indeed, by (2.17), $\left(P_{h} A_{\varepsilon} N_{\varepsilon} g_{h}, \phi_{h}\right)=$ $\left\langle g_{h}, N_{\varepsilon}^{*} A_{\varepsilon} \phi_{h}\right\rangle=1 / \varepsilon\left\langle g_{h}, \beta \phi_{h}\right\rangle$ for all $\phi_{h} \in V_{h}$.

The next lemma deals with the approximation properties of sine $S_{h, \varepsilon}(t)$ and cosine $C_{h, \varepsilon}(t)$ operators.

Lemma 4.6.

$$
\begin{equation*}
\left\|C_{h, \varepsilon} v_{h}\right\|_{L^{\infty}\left[0, T ; L_{2}(\Omega)\right]}+\left\|S_{h, \varepsilon} v_{h}\right\|_{L^{\infty}\left[0, T ; H^{1}(\Omega)\right]} \leqq C\left\|v_{h}\right\|, \tag{4.43}
\end{equation*}
$$

$$
\begin{align*}
& \left\|C_{h, \varepsilon} v_{h}\right\|_{L^{\infty}\left[0, T ; \mathscr{D}\left(A_{\varepsilon}^{1 / 2}\right)\right]} \leqq C\left\|v_{h}\right\|_{\mathscr{D}\left(A_{\varepsilon}^{1 / 2}\right)},  \tag{4.44}\\
& \left\|C_{h, \varepsilon} v_{h}\right\|_{L^{\infty}\left[0, T ; \mathscr{D}\left(A_{\varepsilon}^{\alpha}\right)\right]} \leqq C\left\|v_{h}\right\|_{\mathscr{D}\left(A_{\varepsilon}^{\alpha}\right)}, \quad 0 \leqq \alpha \leqq \frac{1}{2} . \tag{4.45}
\end{align*}
$$

Proof. Define $y_{h}(t) \equiv S_{h, \varepsilon}(t) v_{h}$ with $v_{h} \in V_{h}$. Then

$$
\ddot{y}_{h}(t)=A_{h, \varepsilon} y_{h}(t), \quad y_{h}(0)=0, \quad \dot{y}_{h}(0)=v_{h},
$$

or equivalently,

$$
\begin{equation*}
\left(\ddot{y}_{h}(t), \phi_{h}\right)+a\left(y_{h}(t), \phi_{h}\right)+\frac{1}{\varepsilon}\left\langle\beta y_{h}(t), \phi_{h}\right\rangle=0, \quad \phi_{h} \in V_{h} . \tag{4.46}
\end{equation*}
$$

Setting $\phi_{h}=\dot{y}_{h}(t)$ yields

$$
\frac{d}{d t}\left[\left\|\dot{y}_{h}(t)\right\|^{2}+\left\|y_{h}(t)\right\|_{H^{1}(\Omega)}^{2}+\frac{1}{\varepsilon}\left|\beta^{1 / 2} y_{h}(t)\right|^{2}\right]=0
$$

Hence

$$
\left\|C_{h, \varepsilon}(t) v_{h}\right\|^{2}+\left\|S_{h, \varepsilon}(t) v_{h}\right\|_{H^{1}(\Omega)}^{2}+\frac{1}{\varepsilon}\left|\beta^{1 / 2} S_{h, \varepsilon}(t) v_{h}\right|^{2} \leqq C\left\|v_{h}\right\|
$$

which gives (4.43).

To prove (4.44) we take $y_{h}(t) \equiv C_{h, \varepsilon}(t) v_{h}$. The same argument as above yields

$$
\begin{align*}
& {\left[\left\|A_{h} S_{h, \varepsilon}(t) v_{h}\right\|^{2}+\left\|C_{h, \varepsilon}(t) v_{h}\right\|_{H^{1}(\Omega)}^{2}+\frac{1}{\varepsilon}\left|\beta^{1 / 2} C_{h, \varepsilon}(t) v_{h}\right|^{2}\right]} \\
& \quad \leqq C\left[\left\|v_{h}\right\|_{H^{1}(\Omega)}^{2}+\frac{1}{\varepsilon}\left|\beta^{1 / 2} v_{h}\right|^{2}\right] . \tag{4.47}
\end{align*}
$$

Formula (4.44) follows from (4.47) after we note that

$$
\|x\|_{D\left(A_{\varepsilon}^{1 / 2}\right)}^{2} \sim\|x\|_{H^{1}(\Omega)}^{2}+\frac{1}{\varepsilon}\left|\beta^{1 / 2} x\right|^{2}
$$

Formula (4.45) is the result of interpolation between (4.43) and (4.45).

## 5. Proofs of Theorems 3.1 and 3.2.

Proof of Theorem 3.1. Using the semigroup representation of $u_{h, \varepsilon}(t)$ given by (4.41) and integrating (4.41) by parts, we obtain

$$
\begin{align*}
& u_{h, \varepsilon}(t)=\left(L_{h, \varepsilon} g\right)(t)=\int_{0}^{t} \frac{d}{d z} C_{h, \varepsilon}(t-z) A_{h, \varepsilon}^{-1} P_{h} A_{\varepsilon} N_{\varepsilon} g_{h}(z) d z \\
&= A_{h, \varepsilon}^{-1} P_{h} A_{\varepsilon} N_{\varepsilon} g_{h}(t)-C_{h, \varepsilon}(t) A_{h, \varepsilon}^{-1} P_{h} A_{\varepsilon} N_{\varepsilon} g_{h}(0)  \tag{5.1}\\
&-\int_{0}^{t} C_{h, \varepsilon}(t-z) A_{h, \varepsilon}^{-1} P_{h} A_{\varepsilon} N_{\varepsilon} \dot{g}_{h}(z) d r
\end{align*}
$$

where we have used the properties of $S_{h, \varepsilon}(t)$ and $C_{h, \varepsilon}(t)$, the operators given in (4.40).
From $g_{h}=\tilde{P}_{h} g \in H^{1}\left[0, T ; H^{-1 / 2}(\Gamma)\right]$ it follows, in particular, that

$$
\begin{equation*}
\left|g_{h}\right|_{C\left[0, T ; H^{-1 / 2+\rho}(\Gamma)\right]} \leqq C\left|g_{h}\right|_{H^{1}\left[0, T ; H^{-1 / 2+\rho}(\Gamma)\right]} \leqq C|g|_{H^{1}\left[0, T ; H^{-1 / 2+\rho}(\Gamma)\right]} . \tag{5.2}
\end{equation*}
$$

Thus, in view of (5.2) and (4.43) in Lemma 4.6, parts (ii) and (iii) of Theorem 3.1 will be proved as soon as we establish the following inequality:

$$
\left\|A_{h, \varepsilon}^{-1} P_{h} A_{\varepsilon} N_{\varepsilon} \tilde{P}_{h} g\right\| \leqq C|g|_{\bar{H}^{1 / 2+\rho}(\Gamma)} \cdot\left\{\begin{array}{l}
1 \quad \text { if } V_{h}^{0} \subset V_{h},  \tag{5.3}\\
\left(1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right), \quad r \geqq 1+\frac{\sigma-1}{2 \rho} .
\end{array}\right.
$$

To verify (5.3) we define

$$
\begin{equation*}
T_{h, \varepsilon} g \equiv A_{h, \varepsilon}^{-1} P_{h} A_{\varepsilon} N_{\varepsilon} \tilde{P}_{h} g \tag{5.4}
\end{equation*}
$$

where $T_{h, \varepsilon}: L_{2}(\Gamma) \rightarrow V_{h} \subset L_{2}(\Omega)$. Then it is easy to verify that

$$
\left(T_{h, \varepsilon}^{*} f_{h}, g\right)=\left(f_{h}, T_{h, \varepsilon} g\right), f_{h} \in V_{h}, g \in L_{2}(\Gamma)
$$

is given by

$$
T_{h, \varepsilon}^{*} f_{h}=\tilde{P}_{h} N_{\varepsilon}^{*} A_{\varepsilon} A_{h, \varepsilon}^{-1} f_{h}=\frac{1}{\varepsilon} \tilde{P}_{h} \beta A_{h, \varepsilon}^{-1} f_{h}
$$

where in the last equality we used (2.8).

Now we recall (4.27) in Lemma 4.5 to claim that

$$
\left\|T_{h, \varepsilon}^{*} f_{h}\right\|_{H^{1 / 2-\rho}(\Gamma)} \leqq C\left\|f_{h}\right\|\left\{\begin{array}{l}
1 \quad \text { if } V_{h}^{0} \subset V_{h}, \\
\left(1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right), \quad r \geqq 1+\frac{\sigma-1}{2 \rho},
\end{array}\right.
$$

and hence by the duality

$$
\left\|T_{h, \varepsilon} g\right\| \leqq C|g|_{H^{-1 / 2+\rho}(\Gamma)}\left\{\begin{array}{l}
1 \quad \text { if } V_{h}^{0} \subset V_{h}, \\
\left(1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right), \quad r \geqq 1+\frac{\sigma-1}{2 \rho}
\end{array}\right.
$$

which in view of (5.4) is exactly (5.3).
The proof of parts (ii) and (iii) of Theorem 3.1 is thus completed. For the proof of part (i) we use similar arguments. Indeed, first note that

$$
\begin{equation*}
D\left(A_{\varepsilon}^{\alpha}\right)=H^{2 \alpha}(\Omega) \alpha<\frac{1}{4} . \tag{5.5}
\end{equation*}
$$

In fact,

$$
D\left(A^{1 / 2}\right) \subset D\left(A_{\varepsilon}^{1 / 2}\right)
$$

Hence

$$
\begin{equation*}
H^{2 \alpha}(\Omega)=D\left(A^{\alpha}\right) \subset D\left(A_{\varepsilon}^{\alpha}\right), \quad \alpha<\frac{1}{4} . \tag{5.6}
\end{equation*}
$$

On the other hand,

$$
D\left(A_{\varepsilon}^{1 / 2}\right) \subset H^{1}(\Omega) ;
$$

consequently,

$$
\begin{equation*}
D\left(A_{\varepsilon}^{\alpha}\right) \subset H^{2 \alpha}(\Omega), \quad \alpha<\frac{1}{2} . \tag{5.7}
\end{equation*}
$$

Formula (5.7) combined with (5.6) yields (5.5).
By (5.5) and (4.45) in Lemma 4.6 applied with $\alpha<\frac{1}{4}$, we obtain

$$
\left\|C_{h, \varepsilon}(t) v_{h}\right\|_{H^{2 \alpha}(\Omega)} \leqq C\left\|v_{h}\right\|_{H^{2 \alpha}(\Omega)}, \quad \alpha<\frac{1}{4} .
$$

Thus, to prove part (i) of Theorem 3.1 (recall (5.1)), it is enough to show that

$$
\begin{equation*}
\left\|A_{h, \varepsilon}^{-1} P_{h} A_{\varepsilon} N_{\varepsilon} \tilde{P}_{h} g\right\|_{H^{1 / 2}(\Omega)} \leqq C|g|_{H^{\rho}(\mathrm{\Gamma})} . \tag{5.8}
\end{equation*}
$$

On the other hand, (5.8) follows easily from a dual version of (4.26) in Lemma 4.5 applied with $s=\frac{1}{2}-\rho$. The proof of Theorem 3.1 is thus completed.

Next we prove Theorem 3.2.
Proof of Theorem 3.2. Let $\bar{u}_{\varepsilon}$ (respectively, $u_{h, \varepsilon}$ ) be the solution to (1.4) with $g \equiv \tilde{P}_{h} g$ (respectively, (1.5)). Then

$$
\left(\left(\ddot{u}_{\varepsilon}-\ddot{u}_{h, \varepsilon}\right)(t), \phi_{h}\right)+a_{\varepsilon}\left(\bar{u}_{\varepsilon}(t)-u_{h, \varepsilon}(t), \phi_{h}\right)=0, \quad \phi_{h} \in V_{h} .
$$

Let $e_{h, \varepsilon}(t) \equiv P_{h, \varepsilon} \bar{u}_{\varepsilon}(t)-u_{h, \varepsilon}(t) \in V_{h}$. Then

$$
\begin{align*}
& \left(\ddot{e}_{h, \varepsilon}(t), \phi_{h}\right)+a_{\varepsilon}\left(e_{h, \varepsilon}(t), \phi_{h}\right)=\left(P_{h, \varepsilon} \ddot{u}_{\varepsilon}(t)-\ddot{u}_{\varepsilon}(t), \phi_{h}\right), \\
& e_{h, \varepsilon}(0)=\dot{e}_{h, \varepsilon}(0)=0 . \tag{5.9}
\end{align*}
$$

Equations (5.9) can be equivalently rewritten as

$$
\begin{aligned}
& \ddot{e}_{h, \varepsilon}(t)+A_{h, \varepsilon} e_{h, \varepsilon}(t)=P_{h}\left(P_{h, \varepsilon}-I\right) \ddot{u}_{\varepsilon}(t), \\
& e_{h, \varepsilon}(0)=\dot{e}_{h, \varepsilon}(0)=0,
\end{aligned}
$$

or in the semigroup form as

$$
e_{h, \varepsilon}(t)=\int_{0}^{t} S_{h, \varepsilon}(t-z) P_{h}\left(P_{h, \varepsilon}-I\right) \ddot{u}_{\varepsilon}(z) d z .
$$

After integrating the above expression by parts and using $S_{h, \varepsilon}(0)=0$, we obtain

$$
\begin{equation*}
e_{h, \varepsilon}(t)=-S_{h, \varepsilon}(t) P_{h}\left(P_{h, \varepsilon}-I\right) \dot{u}_{\varepsilon}(0)-\int_{0}^{t} C_{h, \varepsilon}(t-z) P_{h}\left(P_{h, \varepsilon}-I\right) \dot{u}_{\varepsilon}(z) d z . \tag{5.10}
\end{equation*}
$$

Since $\vec{u}_{\varepsilon}(0)=0$, (4.43) in Lemma 4.6 implies

$$
\left\|e_{h, \varepsilon}(t)\right\| \leqq C\left\|P_{h}\left(P_{h, \varepsilon}-I\right) \dot{u}_{\varepsilon}\right\|_{L_{1}\left[0, T ; L_{2}(\Omega)\right]}
$$

(by the stability of orthogonal projection $P_{h}$ )

$$
\leqq C\left\|\left(P_{h, \varepsilon}-I\right) \hat{u}_{\varepsilon}\right\|_{L_{1}\left[0, T ; L_{2}(\Omega)\right]} .
$$

Now we will apply Lemma $4.2^{\prime}$. In fact, (4.23b) and (4.24b) in Lemma 4.2' give

$$
\left.\begin{array}{rl}
\left\|e_{h, \varepsilon}(t)\right\| \leqq & C h^{s+1}\left\{\begin{array}{l}
1 \quad \text { if } V_{h}^{0} \subset V_{h}, s+1 \leqq r \\
h^{-2 \rho}\left(1+\frac{h^{\sigma / 2-1}}{2 \rho}\right)^{2},
\end{array} \quad r \leqq 1+\frac{s(\sigma-1)}{2 \rho}, \quad 0 \leqq s \leqq r-1\right. \tag{5.11}
\end{array}\right\} .
$$

On the other hand, if we set

$$
z_{\varepsilon} \equiv \dot{u}_{\varepsilon}(t),
$$

then

$$
\begin{gather*}
\ddot{z}_{\varepsilon}(t)=A(x, \partial) z \text { in } Q, \\
\left\{\begin{array}{l}
z_{\varepsilon}(0)=\dot{u}_{\varepsilon}(0)=0 \\
\dot{z}_{\varepsilon}(0)=A(x, \partial) \tilde{u}_{\varepsilon}(0)=0
\end{array} \text { in } Q,\right.  \tag{5.12}\\
\frac{\varepsilon \partial z_{\varepsilon}}{\partial \eta}+\beta z_{\varepsilon}=\beta \dot{g} \text { in } \Sigma .
\end{gather*}
$$

Theorem 2.2(e) and (g) applied to (5.12) yield, in particular (provided $\dot{g}$ satisfies the appropriate compatibility conditions), that

$$
\begin{equation*}
\left\|z_{\varepsilon}\right\|_{L^{\infty}\left[0, T ; H^{s+1}(\Omega)\right]}+\left|\frac{\partial z_{\varepsilon}}{\partial \eta}\right|_{L_{2}\left[0, T ; H^{s}(\mathrm{I})\right]} \leqq C\left|\dot{g}_{h}\right|_{H^{s+1, s+1}(\mathcal{\Sigma})} \leqq C|\dot{\boldsymbol{g}}|_{H^{s+1, s+1}(\mathcal{\Sigma})} . \tag{5.13}
\end{equation*}
$$

Formula (5.13) together with (5.11), applied with $s \equiv s-1$, gives

$$
\begin{equation*}
\left\|e_{h, \varepsilon}(t)\right\|_{L_{2}(\Omega)} \leqq C h^{s}|\dot{g}|_{H^{, s, s}(\Sigma)} f(h, \rho, \sigma, \varepsilon) \tag{5.14}
\end{equation*}
$$

where

$$
f(h, \rho, \sigma, \varepsilon) \equiv\left\{\begin{array}{l}
1 \quad \text { if } V_{h}^{0} \subset V_{h}, \quad 1 \leqq s \leqq r \\
h^{-2 \rho}\left[1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right]^{2}, \quad r \leqq 1+\frac{(s-1)(\sigma-1)}{2 \rho}, \quad 1 \leqq s .
\end{array}\right.
$$

Writing

$$
\begin{equation*}
u_{\varepsilon}-u_{h, \varepsilon}=u_{\varepsilon}-\bar{u}_{\varepsilon}+\left(I-P_{h, \varepsilon}\right) \bar{u}_{\varepsilon}+e_{h, \varepsilon} \tag{5.15}
\end{equation*}
$$

and applying part (a) of Theorem 2.2 together with the approximation properties for $\tilde{P}_{h}$ to the first term in (5.15), (4.23b) and (4.24b) to the second term, and (5.14) to the third term gives parts (i) and (iii) of Theorem 3.2. Finally, we will prove parts (ii) and (iv) of Theorem 3.2.

Recalling (5.10) and (4.45), and applying (5.5) with $\alpha=\frac{1}{2}-\rho$ yields

$$
\begin{equation*}
\left\|e_{h, \varepsilon}(t)\right\|_{H^{1 / 2-\rho}(\Omega)} \leqq C\left\|\left(P_{h, \varepsilon}-I\right) \dot{u}_{\varepsilon}\right\|_{L_{1}\left[0, T ; H^{1 / 2-\rho}(\Omega)\right]} \tag{5.16}
\end{equation*}
$$

From (4.22b), (4.23c), and (4.24c) applied to the right-hand side of (5.16), we obtain $\left\|e_{h, \varepsilon}(t)\right\|_{H^{1 / 2-\rho}(\Omega)} \leqq C h^{1 / 2+s} \cdot k(h, \rho, \sigma, \varepsilon)$

$$
\begin{equation*}
\cdot\left[\left\|\dot{u}_{\varepsilon}\right\|_{L_{1}\left[0, T ; H^{s+1}(\Omega)\right]}+\left|\dot{g}_{h}\right|_{L_{1}\left[0, T ; H^{s+1}(\Gamma)\right]}+\sqrt{\varepsilon}\left|\frac{\partial \dot{u}_{\varepsilon}}{\partial \eta}\right|_{L_{1}\left[0, T ; H^{s-1}(\Gamma)\right]}\right] \tag{5.17a}
\end{equation*}
$$

where

$$
k(h, \rho, \sigma, \varepsilon) \equiv\left\{\begin{array}{l}
h^{-\rho} \text { if } s<\frac{1}{2}  \tag{5.17b}\\
1 \quad \text { if } V_{h}^{0} \subset V_{h}, \quad s \leqq r-\frac{3}{2} \\
h^{-2 \rho}\left(1+\frac{h^{\sigma / 2-1}}{\sqrt{\varepsilon}}\right), \quad r \geqq 1+\frac{s(\sigma-1)}{2 \rho} .
\end{array}\right.
$$

Theorem 2.2(e)-(g) applied to (5.12) (recall $z_{\varepsilon} \equiv \dot{u}_{\varepsilon}$ ) gives

$$
\begin{equation*}
\left\|\dot{u}_{\varepsilon}\right\|_{L_{1}\left[0, T ; H^{s+1}(\Omega)\right]}+\sqrt{\varepsilon}\left|\frac{\partial \dot{u}_{\varepsilon}}{\partial \eta}\right|_{L_{1}\left[0, T ; H^{s-1}(\Gamma)\right]} \leqq C\left|\dot{g}_{h}\right|_{H^{s+1}(\mathcal{\Sigma})} \leqq C|\dot{\boldsymbol{g}}|_{H^{s+1}(\mathcal{\Sigma})} . \tag{5.18}
\end{equation*}
$$

Combining (5.17) and (5.18) yields

$$
\begin{equation*}
\left\|e_{h, \varepsilon}(t)\right\|_{H^{1 / 2-\rho}(\Omega)} \leqq C h^{1 / 2+s}|\dot{g}|_{H^{s+1}(\Sigma)} \cdot k(h, \rho, \sigma, \varepsilon) \tag{5.19}
\end{equation*}
$$

where $k(h, \rho, \sigma, \varepsilon)$ is given by (5.17b).
To complete the proof of parts (ii) and (iv) of Theorem 3.2, we apply the triangle inequality to (5.15). To estimate the first term on the right-hand side of (5.15) we interpolate between parts (a) and (b) of Theorem 2.2. This gives

$$
\begin{align*}
\left\|u_{\varepsilon}-\bar{u}_{\varepsilon}\right\|_{C\left[0, T ; H^{1 / 2-\rho}(\Omega)\right]} & \leqq\left\|L_{\varepsilon}\left(g-\tilde{P}_{h} g\right)\right\|_{C\left[0, T ; H^{1 / 2-\rho}(\Omega)\right]} \\
& \leqq C\left|g-\tilde{P}_{h} g\right|_{H^{1 / 2-\rho}(\mathcal{\Sigma})}  \tag{5.20}\\
& \leqq C h^{1 / 2+s-\rho}|g|_{H^{s+1-2 \rho}(\Sigma) .}
\end{align*}
$$

To estimate the second term on the right-hand side of (5.15) we again use (4.22b), (4.23c), (4.24c) together with the regularity properties of $\bar{u}_{\varepsilon}$ as stated in Theorem 2.2. This gives

$$
\begin{equation*}
\left\|\left(I-P_{h, \varepsilon}\right) \bar{u}_{\varepsilon}(t)\right\|_{H^{1 / 2-\rho}(\Omega)} \leqq C h^{1 / 2+s} \cdot k(h, \rho, \sigma, \varepsilon) \cdot\left[|g|_{H^{s+1}(\Sigma)}+|\dot{g}|_{H^{s+1}(\Sigma)}\right] . \tag{5.21}
\end{equation*}
$$

Collecting the results of (5.19), (5.20), (5.21) and (5.15) completes the proof of parts (ii) and (iv) of Theorem 3.2.
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# UNIQUENESS OF SOLUTIONS FOR THE GENERALIZED KORTEWEG-DE VRIES EQUATION* 
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#### Abstract

The uniqueness of $L^{2}$ and $H^{1}$ solutions of the Cauchy problem for the generalized Kortewegde Vries (KdV) equation $$
\partial_{t} u+D^{3} u+a(u) D u=0
$$


with $a \in \mathscr{C}(\mathbb{R}, \mathbb{R})$ and with initial data $u_{0}$ in weighted $L^{2}$ or $H^{1}$ spaces according to

$$
\left(1+x_{+}\right)^{\beta / 2} u_{0} \in L^{2}, \quad\left(1+x_{+}\right)^{\gamma / 2} D u_{0} \in L^{2}
$$

is studied for some $\beta, \gamma \geqq 0$. Several uniqueness classes are exhibited, and the a priori estimates are derived for the corresponding norms of smooth solutions in terms of the initial data required to implement compactness existence proofs of solutions in those classes. For (weighted) $L^{2}$ solutions, the results given here cover the case where $|a(\rho)| \leqq C|\rho|^{p}$ with $0<p<\frac{7}{2}, \beta=1 / p-\frac{1}{4}$ if $p \leqq 2$ and $\beta=\frac{1}{4}$ if $p \geqq 2$. For the ordinary KdV equation with $p=1$, the result $\beta=\frac{3}{4}$ improves over previously known results by a factor of 2. For $H^{1}$ solutions, uniqueness and a priori estimates with initial data $u_{0} \in H^{1}$ (namely, $\beta=\gamma=0$ ) are proved provided $p>\frac{3}{2}$. For the ordinary KdV equation with $p=1$, the results given here yield uniqueness and a priori estimates for $\beta+\gamma \geqq \frac{1}{2}, \beta \geqq 3 \gamma / 5$ (for instance, $\beta=\frac{1}{2}, \gamma=0$, or $\beta=(3 / 16), \gamma=(5 / 16)$ ).
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1. Introduction. In this paper we study the uniqueness of solutions of the Cauchy problem for the generalized Korteweg-de Vries (GKdV) equation

$$
\begin{equation*}
\partial_{t} u+D^{3} u=D V^{\prime}(u) \tag{1.1}
\end{equation*}
$$

for $t \geqq 0, x \in \mathbb{R}$, with initial data

$$
\begin{equation*}
u(0, x)=u_{0}(x) \quad(x \in \mathbb{R}) \tag{1.2}
\end{equation*}
$$

Here $D=d / d x$, the prime denotes the derivative, and $V \in \mathscr{C}^{2}(\mathbb{R}, \mathbb{R})$ with $V(0)=V^{\prime}(0)=$ 0 . The function $V$ is the potential that appears in the (formally conserved) energy for (1.1) (see (4.1) below). In the notation of [10], (1.1) is written equivalently as

$$
\begin{equation*}
\partial_{t} u+D^{3} u+a(u) D u=0 \tag{1.1'}
\end{equation*}
$$

with $a=-V^{\prime \prime}$. For $a(\rho)=\rho,\left(1.1^{\prime}\right)$ is the (ordinary) Korteweg-de Vries equation, and for $a(\rho)=\rho^{2},\left(1.1^{\prime}\right)$ is the modified Korteweg-de Vries equation.

A large amount of work has been devoted to the existence problem for solutions of (1.1), (1.2). It concerns either the ordinary $\operatorname{KdV}$ equation with $a(\rho)=\rho$ [2]-[5], [12], [16]-[18] or the generalized equation (1.1') with a monomial or a smooth function [1], [9], [10], [15], [19]-[21]. The available results include, in particular, the existence of global weak solutions in $L^{\infty}\left(\mathbb{R}, L^{2}\right)$ for initial data $u_{0} \in L^{2}$ and in $L^{\infty}\left(\mathbb{R}, H^{1}\right)$ for initial data $u_{0} \in H^{1}$. They require suitable growth restrictions on the function $a$ at

[^100]infinity. There also exists a wealth of results concerning more regular solutions, for instance, solutions that are continuous functions of time with values in Sobolev spaces $H^{s}$ for $s>\frac{3}{2}$ corresponding to initial data in $H^{s}$. We refer to [10] and [14] for a general survey.

The problem of the uniqueness of the solutions of (1.1), (1.2), on the other hand, is still largely open. There exists a well-known result according to which the solution is unique if $u_{0} \in H^{s}$ with $s>\frac{3}{2}$ (see [2], [9], [16]), but that result does not cover the case of $H^{1}$ solutions. More recently, new uniqueness results were proved in the special case $a(\rho)=\rho$ of the ordinary KdV equation for initial data $u_{0}$ in weighted $L^{2}$ spaces with either exponential [10] or polynomial [12] weight. The method of proof uses the smoothing properties of the KdV equation, and propagation in time of space decay. It is not, however, directly applicable to cases other than $a(\rho)=\rho$.

In the present paper, we study the uniqueness problem for $L^{2}$ or $H^{1}$ solutions of (1.1), (1.2)—more precisely, solutions in $L_{\text {loc }}^{\infty}\left([0, T), L^{2}\right)$ or in $L_{\text {loc }}^{\infty}\left([0, T), H^{1}\right)$ for some $T>0$ (possibly $T=\infty$ ), for initial data $u_{0}$ in (possibly weighted) $L^{2}$ or $H^{1}$ spaces, more precisely, for $u_{0}$ satisfying

$$
\begin{gather*}
\left(1+x_{+}\right)^{\beta / 2} u_{0} \in L^{2},  \tag{1.3}\\
\left(1+x_{+}\right)^{\gamma / 2} D u_{0} \in L^{2}, \tag{1.4}
\end{gather*}
$$

for some $\beta, \gamma \geqq 0$, where $x_{+}=\max (x, 0)$. In particular, we obtain several uniqueness classes for solutions of (1.1), (1.2) under suitable assumptions of $\beta, \gamma$, and $V$ (or $a$ ). Of course, uniqueness results of this kind are of interest only insofar as the uniqueness classes thereby obtained are suitable for proving the existence of solutions. One possible method for proving existence consists of first constructing smooth solutions of a regularized version of problem (1.1), (1.2), then deriving a priori estimates of the solutions in terms of the initial data, and finally exploiting those estimates to remove the regularization by a limiting procedure based on compactness arguments. The limiting procedure, in general, takes a weak-star limit in a space $X^{*}$ that is the dual of some Banach space $X$; the a priori estimates, which hold for the $X^{*}$ norm of the regularized solutions, carry over to the limit, so that $X^{*}$ turns out to be an adequate space for the existence of solutions.

In the present paper we do not consider the problem of existence. However, we provide the technical material required to implement the previous type of existence proof, by deriving a priori estimates of sufficiently smooth solutions of (1.1), (1.2), in the norms that define the previous uniqueness classes, in terms of the available norms of the initial data. Those estimates strongly indicate that the previous uniqueness classes are in fact suitable for existence and uniqueness insofar as they are duals of Banach spaces. That indication can be made into a proof with little additional work by combining our results with many of the available existence results. However, we refrain from making any formal statement to that effect in this paper, because the smoothness assumptions that we make on $V$ (or $a$ ) are weaker than the assumptions made in the existence proofs available in the literature. In a subsequent paper, we will prove the existence of solutions of (1.1) under weaker assumptions on $V$ than those of the present paper, and extend the uniqueness proofs of this paper into existence and uniqueness proofs in the uniqueness classes obtained here.

We now give a rough outline of our results, namely, uniqueness and a priori estimates, as just explained, concentrating on the assumptions on $V$ (or $a$ ) and on $u_{0}$. More precise statements, in particular, the description of the uniqueness classes, will be found in the main body of the paper, whose contents are described below.

In the case of $L^{2}$ solutions, the assumption on $V$ (or $\left.a\right)$ reduces to

$$
\begin{equation*}
|a(\rho)| \leqq C|\rho|^{p} \tag{1.5}
\end{equation*}
$$

for all $\rho \in \mathbb{R}$ and some $p>0$, and the assumption on $u_{0}$ reduces to (1.3). Our results cover the case $0<p \leqq 2$ with $\beta=1 / p-\frac{1}{4}$, and, by the use of two different methods, either $2 \leqq p<3$ with $\beta=\frac{1}{2}-1 /(2 p)$ with the simpler one, or $2 \leqq p<\frac{7}{2}$ with $\beta=\frac{1}{4}$ with the more elaborate one. In particular, for the ordinary KdV equation with $p=1$, we obtain $\beta=\frac{3}{4}$, thereby improving the corresponding result of [12] by a factor of 2 . For the modified $K d V$ equation, we obtain the lower value $\beta=\frac{1}{4}$.

In the case of $H^{1}$ solutions, the assumptions on $V$ (or $a$ ) reduce to condition (1.5), but now only for small $\rho$ (say for $|\rho| \leqq 1$ ), to the condition that $a$ be absolutely continuous with locally bounded derivative, and to a lower semiboundedness condition on $V$ (see (4.22) below). The assumptions on $u_{0}$ include (1.3) and (1.4). Our results cover the cases where $p \geqq 1, \beta \geqq \gamma(4-p)_{+} /(4+p)$ with either of the two conditions

$$
\begin{equation*}
(p+1)(\beta+\gamma) \geqq 1, \tag{1.6}
\end{equation*}
$$

In particular by (1.7) we prove uniqueness for $u_{0} \in H^{1}$ provided $p>\frac{3}{2}$, thereby recovering a result previously obtained by Tsutsumi [22]. That result covers, in particular, the case of the modified KdV equation corresponding to $p=2$. For the ordinary KdV equation with $p=1$, we cannot prove uniqueness for $u_{0} \in H^{1}$ only, but we obtain uniqueness (for instance) for $\beta=\frac{1}{2}, \gamma=0$ or for $\beta=3 /(16), \gamma=5 /(16)$, by using (1.6).

The proofs of our results rely on two sets of estimates. The first set consists of the well-known weighted $L^{2}, H^{1}$, and $H^{2}$ estimates that have been widely used by many previous authors. Those estimates can in part be viewed as weighted space time integrability properties associated with the free evolution group $U(t)=\exp \left(-t D^{3}\right)$ that solves the linear equation obtained from (1.1) when $V=0$. By interpolation, they can be combined with similar weighted $L^{\infty}$ estimates coming from known estimates of the propagator of $U(t)$, which is the classical Airy function. The second set of estimates consists of space time integrability properties that stand in close analogy with similar properties of other equations, and in particular of the Schrödinger equation [7], [11], [23].

This paper is organized as follows. In § 2, we derive the linear estimates of $U(t)$ just described. The Schrödinger-like estimates are contained in Lemmas 2.1 and 2.2, the weighted $L^{\infty}$ estimates in Lemmas 2.3 and 2.4, the weighted $L^{2}$ and $H^{1}$ estimates in Lemma 2.5, and the interpolation between the last two estimates in Lemma 2.6.

In $\S 3$ we derive our results on $L^{2}$ solutions. We first obtain the basic uniqueness classes that are suitable for $p \leqq 2$ and $p \geqq 2$ in Propositions 3.1 and 3.2 , respectively. We then set out to derive a priori estimates for the norms that appear in their definition. In both cases, one of those norms plays only an auxiliary role and can be estimated in terms of the others (Propositions 3.3 and 3.4, respectively). To proceed further, we use a well-known weighted $L^{2}$ identity (I.1) to derive weighted $L^{2}$ and other estimates (Proposition 3.5), following previous authors (see especially [10] and [12]). That step completes the proof of a priori estimates for $p \leqq 2$. For $p \geqq 2$, more work is needed and we offer two methods. One of them is based on Sobolev inequalities and covers the case $2 \leqq p<3$ with $\beta=\frac{1}{2}-1 /(2 p)$, yielding as a byproduct a new uniqueness class (Proposition 3.6). The second (more elaborate) method covers the case $2 \leqq p<\frac{7}{2}$ with $\beta=\frac{1}{4}$, and also yields a new uniqueness class (Proposition 3.7). We then address the problem of deriving the basic identity (I.1) under minimal smoothness assumptions and analyze that condition in some detail (Proposition 3.8). When combined with

Proposition 3.5, that study makes it possible to exhibit new uniqueness classes both for $p \leqq 2$ (Proposition 3.9) and for $p \geqq 2$ (Proposition 3.10), but those classes are probably not suitable for a treatment of the existence problem (see Remark 3.8).

In §4, we derive our results on $H^{1}$ solutions. We first remark that weighted $L^{2}$ estimates can be obtained from (I.1) more simply and in stronger form than for $L^{2}$ solutions (Proposition 4.1). We then obtain the basic uniqueness class in Proposition 4.2, which is a mild generalization of a known result. To proceed further, we need a second, well-known, weighted $H^{1}$ identity (I.2). As it turns out, it is easier to derive that identity under natural smoothness assumptions than to derive (I.1) for $L^{2}$ solutions, and we analyze it in some detail (Proposition 4.3). Following previous authors, we derive therefrom weighted $H^{1}$ and other estimates (Proposition 4.4). Using those preliminaries, we turn to the derivation of a priori estimates of the norms that define the uniqueness class of Proposition 4.2. That can be done again by two methods. The first method leads to condition (1.6) (under assumptions (1.3), (1.4)) and yields as a byproduct a new uniqueness class (Proposition 4.5). The second (more elaborate) method leads to condition (1.7) and also yields a new uniqueness class (Proposition 4.6), slightly smaller than the previous one. Combining those results with Propositions 4.3 and 4.4 makes it possible to exhibit still another uniqueness class (Proposition 4.7), which, in contrast with the previous ones, is probably not suitable for a treatment of the existence problem if $p<2$. We conclude that section with some comments on the assumptions of Propositions 4.5 and 4.6.

We conclude this Introduction by giving some notation that will be used without further explanation throughout this paper. We denote by $\|\cdot\|_{r}$ the norm in $L^{r} \equiv L^{r}(\mathbb{R})$, and by $\langle.,$.$\rangle the scalar product in L^{2}$. Pairs of conjugate indices are written as $r, \bar{r}$, with $1 / r+1 / \bar{r}=1$. For any interval $I \subset \mathbb{R}$, for any Banach space $X$, we denote by $\mathscr{C}_{w}(I, X)$ the space of weakly continuous functions from $I$ to $X$, and by $L^{q}(I, X)$ (respectively, $L_{\text {loc }}^{q}(I, X)$ ) the space of measurable functions $v$ from $I$ to $X$ such that $\|v(\cdot) ; X\| \in L^{q}(I)$ (respectively, $L_{\text {loc }}^{q}(I)$ ). We will make extensive use of the following spaces. Let $1 \leqq q, r, s \leqq \infty$. For any $j \in \mathbb{Z}$, let $\chi_{j}$ be the characteristic function of the interval $\left[j-\frac{1}{2}, j+\frac{1}{2}\right]$. We define $l^{s}\left(L^{q}\left(I, L^{r}\right)\right)$ as the space of functions $v$ of space time defined for ( $x, t) \in \mathbb{R} \times I$ for which the following quantity (taken as the norm) is finite:

$$
\left\|v ; l^{s}\left(L^{q}\left(I, L^{r}\right)\right)\right\|=\left\{\sum_{j \in \mathbb{Z}}\left[\int_{I} d t\left(\int d x\left|\chi_{j} v\right|^{r}\right)^{q / r}\right]^{s / q}\right\}^{1 / s}<\infty .
$$

We also define the local spaces $l^{s}\left(L_{\mathrm{loc}}^{q}\left(I, L^{r}\right)\right)$ as the spaces of functions $v$ defined in $\mathbb{R} \times I$ and such that for any compact interval $J \subseteq I$, the restriction $\left.v\right|_{J}$ belongs to $l^{s}\left(L^{q}\left(J, L^{r}\right)\right)$. Similarly, we define the spaces $L^{q}\left(I, l^{s}\left(L^{r}\right)\right)$ with norm

$$
\left\|v ; L^{q}\left(I, l^{s}\left(L^{r}\right)\right)\right\|=\left\{\int_{I} d t\left[\left(\sum_{j \in \mathbb{Z}} \int d x\left|\chi_{j} v\right|^{r}\right)^{s / r}\right]^{q / s}\right\}^{1 / q}<\infty
$$

and the corresponding local spaces $L_{\mathrm{loc}}^{q}\left(I, l^{s}\left(L^{r}\right)\right)$. Clearly $L^{q}\left(I, l^{s}\left(L^{r}\right)\right) \equiv L^{q}\left(I, L^{r}\right)$ if $s=r$. By the Minkowski inequality the continuous embedding $l^{s}\left(L^{q}\left(I, L^{r}\right)\right) \subset$ $L^{q}\left(I, l^{s}\left(L^{r}\right)\right)$ holds if $s \leqq q$ and the converse embedding holds if $s \geqq q$. The Hölder and Young inequalities hold in all those spaces, as a consequence of the corresponding inequalities applied independently in each of the three component spaces.

In all the estimates performed in this paper, we use $C$ to denote various constants, possibly depending on various indices ( $\alpha, \beta, \gamma, p, q, r, s$ ), but not on the functions to be estimated, and possibly different from one line to the next. In the entire paper, we assume without further repetition that the function $V$ in (1.1) satisfies $V \in \mathscr{C}^{2}(\mathbb{R}, \mathbb{R})$, $V(0)=V^{\prime}(0)=0$. Additional assumptions, if any, will be stated where needed. Finally,
we denote by $\chi_{+}$and $\chi_{-}$the characteristic functions of $\mathbb{R}^{+}$and $\mathbb{R}^{-}$, respectively, and for any $\lambda \in \mathbb{R}$, we define $\lambda_{ \pm}=\max ( \pm \lambda, 0)$.
2. Linear estimates. In this section, we derive a number of preliminary estimates on the free evolution group

$$
\begin{equation*}
U(t)=\exp \left(-t D^{3}\right) \tag{2.1}
\end{equation*}
$$

that will be essential in the rest of this paper. The group $U(\cdot)$ solves the Cauchy problem for the linear equation

$$
\begin{equation*}
\partial_{t} u+D^{3} u=f \tag{2.2}
\end{equation*}
$$

with initial condition $u(0)=u_{0}$ through the formula

$$
\begin{equation*}
u(t)=U(t) u_{0}+\int_{0}^{t} d \tau U(t-\tau) f(\tau) \tag{2.3}
\end{equation*}
$$

Since all the estimates considered here are linear, it suffices to derive them for smooth functions. They can then be extended by continuity to all functions for which they make sense.

The group $U(\cdot)$ is unitary in $L^{2}$. For each $t, U(t)$ can be represented as the convolution with the function

$$
\begin{equation*}
S_{t}(x)=(3 t)^{-1 / 3} \mathrm{Ai}\left(x(3 t)^{-1 / 3}\right) \tag{2.4}
\end{equation*}
$$

where Ai is the classical Airy function

$$
\begin{equation*}
\operatorname{Ai}(x)=(2 \pi)^{-1} \int d \xi \exp \left(i \xi^{3} / 3+i x \xi\right) \tag{2.5}
\end{equation*}
$$

It satisfies the estimates [8, p. 213]

$$
\begin{align*}
& |\mathrm{Ai}(x)| \leqq C\left(1+x_{-}\right)^{-1 / 4} \exp \left(-c x_{+}^{3 / 2}\right),  \tag{2.6}\\
& \left|\mathrm{Ai}^{\prime}(x)\right| \leqq C\left(1+x_{-}\right)^{1 / 4} \exp \left(-c x_{+}^{3 / 2}\right) \tag{2.7}
\end{align*}
$$

From (2.4) and (2.6) we obtain an estimate

$$
\begin{equation*}
\left|S_{t}(x)\right| \leqq t^{-1 / 3} A(x)+C t^{-1 / 4} \chi_{-}(1+|x|)^{-1 / 4} \tag{2.8}
\end{equation*}
$$

for some smooth bounded function $A$ with support in $[-1, \infty$ ) and (faster than) exponential decrease at $+\infty$, uniformly for $t$ in bounded intervals. Furthermore,

$$
\begin{equation*}
\left\|S_{t}\right\|_{\infty}=C t^{-1 / 3} . \tag{2.9}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\left|D S_{t}(x)\right| \leqq t^{-2 / 3} A(x)+C t^{-3 / 4} \chi_{-}(1+|x|)^{1 / 4} . \tag{2.10}
\end{equation*}
$$

From the unitarity of $U$ and from (2.9), we can derive the following properties.
Lemma 2.1. The following estimates hold:

$$
\begin{equation*}
\|U(t) f\|_{r} \leqq C t^{-(1 / 3-2 /(3 r))}\|f\|_{\bar{r}} \tag{2.11}
\end{equation*}
$$

for all $t \neq 0$ and all $r, 2 \leqq r \leqq \infty$,

$$
\begin{equation*}
\left\|U(\cdot) f: L^{q}\left(\mathbb{R}, L^{r}\right)\right\| \leqq C\|f\|_{2} \tag{2.12}
\end{equation*}
$$

for all $r, 2 \leqq r \leqq \infty$, with $2 / q=\frac{1}{3}-2 /(3 r)$,

$$
\begin{equation*}
\left\|\int_{I} d \tau U(\cdot-\tau) f(\tau) ; L^{q_{1}}\left(\mathbb{R}, L^{r_{1}}\right)\right\| \leqq C\left\|f ; L^{\bar{q}_{2}}\left(I, L^{\bar{p}_{2}}\right)\right\| \tag{2.13}
\end{equation*}
$$

for all $r_{i}, 2 \leqq r_{i} \leqq \infty, i=1,2$, with $2 / q_{i}=\frac{1}{3}-2 /\left(3 r_{i}\right)$ and for any interval $I$.

Summary proof. Estimates (2.11)-(2.13) are the analogues of well-known estimates for the Schrödinger equation, and are proved in exactly the same manner. The estimate (2.11) follows by interpolation from the cases $r=2$ (unitarity of $U$ ) and $r=\infty$, where it follows from (2.9) through the Young inequality. We refer to [7, Prop. 4.4] for (2.12) and to [11] and [23] for (2.13).

For later reference, we state explicitly the special cases $r=\infty, q=6$ of (2.12) and $r_{1}=\infty, q_{1}=6, r_{2}=2, q_{2}=\infty$ of (2.13):

$$
\begin{gather*}
\left\|U(\cdot) f ; L^{6}\left(\mathbb{R}, L^{\infty}\right)\right\| \leqq C\|f\|_{2}  \tag{2.14}\\
\left\|\int_{I} d \tau U(\cdot-\tau) f(\tau) ; L^{6}\left(\mathbb{R}, L^{\infty}\right)\right\| \leqq C\left\|f ; L^{1}\left(I, L^{2}\right)\right\| \tag{2.15}
\end{gather*}
$$

We also remark that the integration interval on the left-hand side of (2.13), (2.15) may also depend on the time variable. In that case, the interval on the right-hand side must be replaced by the union of the intervals that occur in the left-hand side.

We now turn to a similar set of estimates satisfied by the operator

$$
\begin{equation*}
e^{x} U(t) e^{-x}=\exp \left[-t(D-1)^{3}\right] \tag{2.16}
\end{equation*}
$$

Lemma 2.2. Let $T>0$. Then the following estimates hold:

$$
\begin{equation*}
\left\|\exp \left[-t(D-1)^{3}\right] f\right\|_{r} \leqq C e^{t} t^{-((1 / 3)-(2 /(3 r))}\|f\|_{\bar{r}} \tag{2.17}
\end{equation*}
$$

for all $t>0$ and all $r, 2 \leqq r \leqq \infty$ (with the same $C$ as in (2.11)),

$$
\begin{equation*}
\left\|\exp \left[-\cdot(D-1)^{3}\right] f ; L^{q}\left([0, T], L^{r}\right]\right\| \leqq C e^{T}\|f\|_{2} \tag{2.18}
\end{equation*}
$$

for all $r, 2 \leqq r \leqq \infty$, with $2 / q=\frac{1}{3}-2 /(3 r)$ (with the same $C$ as in (2.12)),

$$
\begin{equation*}
\left\|\int_{0}^{\cdot} d \tau \exp \left[-(\cdot-\tau)(D-1)^{3}\right] f ; L^{q_{1}}\left([0, T], L^{r_{1}}\right)\right\| \leqq C e^{T}\left\|f ; L^{\bar{q}_{2}}\left([0, T], L^{\bar{r}_{2}}\right)\right\| \tag{2.19}
\end{equation*}
$$

for all $r_{i}, 2 \leqq r_{i} \leqq \infty, i=1,2$, with $2 / q_{i}=\frac{1}{3}-2 /\left(3 r_{i}\right)$ (with the same $C$ as in (2.13)),

$$
\begin{gather*}
\left\|\int_{0}^{\cdot} d \tau \exp \left[-(\cdot-\tau)(D-1)^{3}\right] D f ; L^{q}\left([0, T], L^{\infty}\right)\right\|  \tag{2.20}\\
\leqq C_{q} e^{T} T^{1 / q-1 / 6}\left\|f ; L^{2}\left([0, T], L^{2}\right)\right\|
\end{gather*}
$$

for all $q, 2 \leqq q<6\left(C_{q}\right.$ blows up as $q$ increases to 6$)$.
Proof. Estimates (2.17)-(2.19) follow immediately from estimates (2.11)-(2.13) if we expand $(D-1)^{3}$ in the exponential and note that the operator $\exp (-3 t D)$ is the operator of translation by $3 t$ and is therefore isometric in $L^{r}$ for all $r$, while the diffusion operator $\exp \left(3 t D^{2}\right)$ is a contraction in $L^{r}$ for all $r, 1 \leqq r \leqq \infty$, and all $t \geqq 0$.

We now turn to the proof of $(2.20)$. To prove that the operator $K$ defined by

$$
\begin{equation*}
K f(t)=\int_{0}^{t} d \tau \exp \left[-(t-\tau)(D-1)^{3}\right] D f(\tau) \tag{2.21}
\end{equation*}
$$

is bounded from $L^{2}\left([0, T], L^{2}\right)$ to $L^{q}\left([0, T], L^{\infty}\right)$, it suffices to prove that the adjoint operator in $L^{2}\left([0, T], L^{2}\right)$, namely, the operator $K^{*}$ defined by

$$
\begin{equation*}
K^{*} f(t)=-\int_{t}^{T} d \tau \exp \left[(\tau-t)(D+1)^{3}\right] D f(\tau) \tag{2.22}
\end{equation*}
$$

is bounded from $L^{\bar{q}}\left([0, T], L^{1}\right)$ to $L^{2}\left([0, T], L^{2}\right)$. For that purpose we compute

$$
\begin{align*}
& \left\|K^{*} f ; L^{2}\left([0, T], L^{2}\right)\right\|^{2} \\
& =\int_{0}^{T} d t \int_{t}^{T} d \tau d \tau^{\prime}\left\langle D f(\tau), \exp \left[\left(\tau^{\prime}-\tau\right)\left(D^{3}+3 D\right)\right.\right.  \tag{2.23}\\
& \\
& \left.\left.\quad+\left(\tau+\tau^{\prime}-2 t\right)\left(3 D^{2}+1\right)\right] D f\left(\tau^{\prime}\right)\right\rangle .
\end{align*}
$$

Now the operator $D \exp \left(3 t D^{2}\right)$ is represented by the convolution with the function

$$
(-x / 6 t)(12 \pi t)^{-1 / 2} \exp \left(-x^{2} /(12 t)\right)
$$

and is therefore bounded in $L^{r}$ for all $r, 1 \leqq r \leqq \infty$, by the Young inequality, with

$$
\begin{equation*}
\left\|\exp \left(3 t D^{2}\right) D f\right\|_{r} \leqq(3 \pi t)^{-1 / 2}\|f\|_{r} . \tag{2.24}
\end{equation*}
$$

Using (2.11) with $r=\infty$ and (2.24), we estimate
$\left\|K^{*} f ; L^{2}\left([0, T], L^{2}\right)\right\|^{2}$

$$
\begin{align*}
& \leqq C \int_{0}^{T} d t \int_{t}^{T} d \tau d \tau^{\prime}\left|\tau-\tau^{\prime}\right|^{-1 / 3}\left(\frac{\tau+\tau^{\prime}}{2-t}\right)^{-1} \exp \left(\tau+\tau^{\prime}-2 t\right)\|f(\tau)\|_{1}\left\|f\left(\tau^{\prime}\right)\right\|_{1}  \tag{2.25}\\
& \leqq C e^{2 T} \int_{0}^{T} d \tau d \tau^{\prime}\left|\tau-\tau^{\prime}\right|^{-1 / 3}\|f(\tau)\|_{1}\left\|f\left(\tau^{\prime}\right)\right\|_{1} \int_{0}^{\min \left(\tau, \tau^{\prime}\right)} d t\left(\frac{\tau+\tau^{\prime}}{2-t}\right)^{-1} .
\end{align*}
$$

We perform the last integral and continue (2.25) as

$$
\begin{align*}
\cdots & \leqq C e^{2 T} \int_{0}^{T} d \tau d \tau^{\prime}\left|\tau-\tau^{\prime}\right|^{-1 / 3} \log \left(2 T\left|\tau-\tau^{\prime}\right|^{-1}\right)\|f(\tau)\|_{1}\left\|f\left(\tau^{\prime}\right)\right\|_{1} \\
& \leqq C e^{2 T} T^{2 / q-1 / 3}\left\||\cdot|^{-1 / 3} \log \left(2|\cdot|^{-1}\right) ; L^{q / 2}([-1,1])\right\| f ; L^{\bar{q}}\left([0, T], L^{1}\right) \|^{2} \tag{2.26}
\end{align*}
$$

for all $q, 2 \leqq q<6$, by the Young inequality and an elementary homogeneity argument. The estimate (2.20) follows from (2.26) by duality, as explained above, and the constant $C_{q}$ can be read off from (2.26).

We now turn to the derivation of a set of weighted estimates for the operator $U(\cdot)$. The first estimates of this type are in $L^{\infty}$ and rely on a direct use of (2.7).

Lemma 2.3. Let h be a continuous nonnegative function satisfying

$$
\begin{align*}
& h(x)=\exp (\alpha x) \quad \text { for some } \alpha>0 \text { and all } x \leqq 0,  \tag{2.27}\\
& 0 \leqq h(y) \leqq h(x) \leqq \exp [\alpha(x-y)] h(y) \quad \text { for all } x \geqq y .
\end{align*}
$$

Then the following estimate holds:

$$
h^{1 / 2}(x)\left|D S_{t}(x-y)\right| h^{-1 / 2}(y) \leqq \begin{cases}C(t) t^{-3 / 4}(1+y)^{1 / 4} & \text { for } y \geqq x_{+},  \tag{2.28}\\ C(t) t^{-3 / 4} \exp (-\gamma|x-y| / 2) & \text { for } y \leqq x_{+}\end{cases}
$$

for $0 \leqq \gamma<\alpha$, where $C(t)$ is uniformly bounded in $t$ on bounded intervals and in $\gamma$ for $0 \leqq \gamma \leqq \gamma_{0}<\alpha$.

Proof. ( $C$ and $c$ in this proof denote absolute constants, possibly different from one line to the next.) From (2.4), (2.7) we obtain

$$
\begin{equation*}
\left|D S_{t}(x-y)\right| \leqq C t^{-3 / 4}\left(t^{1 / 12}+(y-x)_{+}^{1 / 4}\right) \exp \left[-c t^{-1 / 2}(x-y)_{+}^{3 / 2}\right] . \tag{2.29}
\end{equation*}
$$

We consider different cases. For $y \geqq x \geqq 0$, we use the fact that $h(x) \leqq h(y)$ to obtain

$$
\begin{equation*}
h^{1 / 2}(x)\left|D S_{t}(x-y)\right| h^{-1 / 2}(y) \leqq C t^{-3 / 4}\left(t^{1 / 2}+y^{1 / 4}\right) \tag{2.30}
\end{equation*}
$$

For $y \geqq 0 \geqq x$, we use the fact that $h(y) \geqq 1, h(x)=\exp (\alpha x)$ to obtain

$$
\begin{align*}
h^{1 / 2}(x)\left|D S_{t}(x-y)\right| h^{-1 / 2}(y) & \leqq C t^{-3 / 4}\left(t^{1 / 12}+y^{1 / 4}+\sup _{x \leq 0}|x|^{1 / 4} e^{\alpha x / 2}\right) \\
& =C t^{-3 / 4}\left(t^{1 / 12}+y^{1 / 4}+(2 \alpha e)^{-1 / 4}\right) \tag{2.31}
\end{align*}
$$

by an elementary computation. For $y \leqq x$ or $x \leqq y \leqq 0$, we use the fact that $h(x) h^{-1}(y) \leqq$ $\exp [\alpha(x-y)]$. Combining that estimate with (2.29), we obtain for $y \leqq x$

$$
\begin{align*}
h^{1 / 2}(x)\left|D S_{t}(x-y)\right| h^{-1 / 2}(y) \leqq & C t^{-2 / 3} \exp (-\gamma|x-y| / 2) \\
& \cdot \sup _{x \geqq y} \exp \left[(\alpha+\gamma)(x-y) / 2-c t^{-1 / 2}(x-y)^{3 / 2}\right]  \tag{2.32}\\
= & C t^{-2 / 3} \exp \left[-\gamma|x-y| / 2+c t(\alpha+\gamma)^{3}\right] .
\end{align*}
$$

Finally, for $x \leqq y \leqq 0$ and $\gamma<\alpha$,

$$
h^{1 / 2}(x)\left|D S_{t}(x-y)\right| h^{-1 / 2}(y) \leqq C t^{-3 / 4} \exp (\gamma(x-y) / 2)
$$

$$
\begin{align*}
& \cdot\left\{t^{1 / 12}+\sup _{x \leq y}(y-x)^{1 / 4} \exp [(\alpha-\gamma)(x-y) / 2]\right\}  \tag{2.33}\\
= & C t^{-3 / 4} \exp (\gamma(x-y) / 2)\left[t^{1 / 12}+(2(\alpha-\gamma) e)^{-1 / 4}\right]
\end{align*}
$$

Collecting (2.30)-(2.33) yields (2.28) with

$$
\begin{equation*}
C(t)=C\left\{1+t^{1 / 12} \exp \left[c t(\alpha+\gamma)^{3}\right]+(\alpha-\gamma)^{-1 / 4}\right\} . \tag{2.34}
\end{equation*}
$$

This proves the lemma.
As an immediate consequence of Lemma 2.3, we obtain the following weighted $L^{1}-L^{\infty}$ estimates for the operator $U$.

Lemma 2.4. Let $h$ be a continuous function satisfying (2.27). Then the following estimates hold:

$$
\begin{align*}
& \left\|h^{1 / 2} U(t) D v\right\|_{\infty} \leqq C(t) t^{-3 / 4}\left\|h^{1 / 2}\left(1+x_{+}\right)^{1 / 4} v\right\|_{1}  \tag{2.35}\\
& \left\|h^{1 / 2} \int_{0} d \tau U(\cdot-\tau) D f(\tau) ; L^{q}\left([0, T], L^{\infty}\right)\right\|  \tag{2.36}\\
& \quad \leqq C(T)\left\|h^{1 / 2}\left(1+x_{+}\right)^{1 / 4} f ; L^{l}\left([0, T], L^{1}\right)\right\|,
\end{align*}
$$

for all $q, l$ with $0<1 / q=1 / l-\frac{1}{4}<\frac{3}{4}$ or for $q=\infty, l>4$, and with $C(\cdot)$ uniformly bounded on the compact subsets of $\mathbb{R}^{+}$.

Proof. Inequalities (2.35) and (2.36) follow from (2.28) with $\gamma=0$. Inequality (2.36) requires in addition the use of the Hardy-Littlewood-Sobolev inequality [8, p. 117] or of the Hölder inequality in time, depending on whether $q<\infty$ or $q=\infty$.

We now turn to the derivation of weighted $L^{2}$-estimates. The basic result is the following.

Lemma 2.5. Let either $h \in \mathscr{C}^{3}\left(\mathbb{R}, \mathbb{R}^{+}\right)$satisfy $h^{\prime} \geqq 0$ and $h^{\prime \prime \prime} \leqq c h$ or $h \in \mathscr{C}\left(\mathbb{R}, \mathbb{R}^{+}\right)$ satisfy $h^{\prime} \geqq 0$ and $h^{\prime \prime 2} \leqq c^{2} h h^{\prime}$. For all $f$ such that $h^{1 / 2} f \in L_{\mathrm{loc}}^{1}\left([0, T), L^{2}\right)$ and all $t, 0 \leqq t<T$, define

$$
\begin{equation*}
g(t)=\int_{0}^{t} d \tau \exp [c(t-\tau) / 2]\left\|h^{1 / 2} f(\tau)\right\|_{2} \tag{2.37}
\end{equation*}
$$

Then the following estimates hold for all $t \geqq 0, t>0$ :

$$
\begin{gather*}
\left\|h^{1 / 2} U(t) u_{0}\right\|_{2} \leqq e^{c t / 2}\left\|h^{1 / 2} u_{0}\right\|_{2}  \tag{2.38}\\
\left\|h^{1 / 2} \int_{0}^{t} d \tau U(t-\tau) f(\tau)\right\|_{2} \leqq g(t) \tag{2.39}
\end{gather*}
$$

$$
\begin{align*}
&\left\|h^{1 / 2} \int_{0} d \tau U(\cdot-\tau) f(\tau) ; L^{\infty}\left([0, T], L^{2}\right)\right\| \leqq e^{c T / 2}\left\|h^{1 / 2} f ; L^{1}\left([0, T], L^{2}\right)\right\|  \tag{2.40}\\
&\left\|h^{\prime 1 / 2} U(\cdot) D u_{0} ; L^{2}\left([0, T], L^{2}\right)\right\| \leqq 2^{-1 / 2} e^{c T / 2}\left\|h^{1 / 2} u_{0}\right\|_{2}  \tag{2.41}\\
&\left\|h^{\prime 1 / 2} \int_{0}^{\cdot} d \tau U(\cdot-\tau) D f(\tau) ; L^{2}\left([0, T], L^{2}\right)\right\| \leqq 2^{-1 / 2} g(T)  \tag{2.42}\\
& \leqq 2^{-1 / 2} e^{c T / 2}\left\|h^{1 / 2} f ; L^{1}\left([0, T], L^{2}\right)\right\| .
\end{align*}
$$

Proof. Let $u$ be defined by (2.3) for smooth $u_{0}$ and $f$. From the differential equation (2.2) and the commutation relation

$$
\begin{equation*}
\left[D^{3}, h\right]=3 D h^{\prime} D+\left[D, h^{\prime \prime}\right]=3 D h^{\prime} D+h^{\prime \prime \prime}, \tag{2.43}
\end{equation*}
$$

possibly followed by the Schwarz inequality in the form

$$
\begin{aligned}
\left\langle u,\left[D, h^{\prime \prime}\right] u\right\rangle & \leqq 2 c^{1 / 2}\left\|h^{1 / 2} u\right\|\left\|h^{\prime 1 / 2} D u\right\| \\
& \leqq\left\langle D u, h^{\prime} D u\right\rangle+c\langle u, h u\rangle,
\end{aligned}
$$

we obtain the identity

$$
\begin{equation*}
\partial_{t}\langle u, h u\rangle+3\left\langle D u, h^{\prime} D u\right\rangle=\left\langle u, h^{\prime \prime \prime} u\right\rangle+2\langle u, h f\rangle \tag{2.44}
\end{equation*}
$$

and from that estimate

$$
\begin{equation*}
\partial_{t}\langle u, h u\rangle+2\left\langle D u, h^{\prime} D u\right\rangle \leqq c\langle u, h u\rangle+2|\langle u, h f\rangle| . \tag{2.45}
\end{equation*}
$$

Omitting the term with $D u$, we obtain

$$
\begin{equation*}
\partial_{t}\left\|h^{1 / 2} u\right\|_{2} \leqq(c / 2)\left\|h^{1 / 2} u\right\|_{2}+\left\|h^{1 / 2} f\right\|_{2} \tag{2.46}
\end{equation*}
$$

and by integration

$$
\begin{equation*}
\left\|h^{1 / 2} u(t)\right\|_{2} \leqq e^{c t / 2}\left\|h^{1 / 2} u_{0}\right\|_{2}+g(t), \tag{2.47}
\end{equation*}
$$

from which we get (2.38) and (2.39) by taking successively $f=0$ and $u_{0}=0$. Inequality (2.40) follows immediately from (2.39) and the definition of $g$. Next we integrate (2.45) in the interval $[0, T]$ to obtain

$$
\begin{align*}
& \left\|h^{1 / 2} u(T)\right\|_{2}^{2}+2\left\|h^{\prime 1 / 2} D u ; L^{2}\left([0, T], L^{2}\right)\right\|^{2} \\
& \quad \leqq\left\|h^{1 / 2} u_{0}\right\|_{2}^{2}+\int_{0}^{T} d t\left\{c\left\|h^{1 / 2} u(t)\right\|_{2}^{2}+2\left\|h^{1 / 2} u(t)\right\|_{2}\left\|h^{1 / 2} f(t)\right\|_{2}\right\} . \tag{2.48}
\end{align*}
$$

We omit the first term in the left-hand side of (2.48) and apply the resulting inequality successively with $f=0$ and with $u_{0}=0$. For $f=0$, we estimate the right-hand side by substituting (2.47) with $g=0$ and obtain

$$
\begin{equation*}
\cdots \leqq\left\|h^{1 / 2} u_{0}\right\|_{2}^{2}\left[1+c \int_{0}^{T} d t e^{c t}\right]=e^{c T}\left\|h^{1 / 2} u_{0}\right\|_{2}^{2} \tag{2.49}
\end{equation*}
$$

This proves (2.41). For $u_{0}=0$, we estimate the right-hand side of (2.48) by substituting (2.47) with $u_{0}=0$ and obtain

$$
\begin{equation*}
\cdots \leqq \int_{0}^{T} d t\left\{c g(t)^{2}+2 g(t)\left\|h^{1 / 2} f(t)\right\|_{2}\right\}=\int_{0}^{T} d t 2 g(t) g^{\prime}(t)=g(T)^{2} \tag{2.50}
\end{equation*}
$$

after noting that

$$
g^{\prime}(t)=\left\|h^{1 / 2} f(t)\right\|_{2}+(c / 2) g(t)
$$

Formula (2.42) then follows from (2.48) continued by (2.50).
We finally obtain a set of useful estimates by interpolation between those of Lemma 2.4 and those of Lemma 2.5.

Lemma 2.6. Let $h_{0}$ be a continuous function satisfying (2.27) and let $h_{1}$ satisfy the assumptions made on $h$ in Lemma 2.5. Then the following estimate holds:

$$
\begin{align*}
& \left\|h_{0}^{1 / 2-1 / r} h_{1}^{1 / r} \int_{0}^{\cdot} d \tau U(\cdot-\tau) D f(\tau) ; L^{q}\left([0, T], L^{r}\right)\right\|  \tag{2.51}\\
& \quad \leqq C(T)\left\|h_{0}^{1 / 2-1 / r} h_{1}^{1 / r}\left(1+x_{+}\right)^{1 / 4-(1 / 2 r)} f ; L^{l}\left([0, T], L^{\bar{r}}\right)\right\|
\end{align*}
$$

for all $T>0$ and all $r, 2 \leqq r \leqq \infty$, with

$$
\begin{equation*}
\frac{1}{r}<\frac{1}{q}=\frac{1}{l}-\frac{1}{4}-\frac{1}{2 r}<\frac{3}{4}-\frac{1}{2 r} \tag{2.52}
\end{equation*}
$$

for $r>2$, and equality everywhere for $r=2$.
Proof. The result follows by interpolation between (2.36) written with $h, q, r$ replaced by $h_{0}, q_{0}, r_{0}$, and (2.42) with $h$ replaced by $h_{1}$. In particular $q, l$, and $r$ are related to $q_{0}, l_{0}$, and $r_{0}$ by the convexity relations

$$
\frac{1}{l}=\frac{1-2 / r}{l_{0}}+\frac{2}{r}, \quad \frac{1}{q}=\frac{1-2 / r}{q_{0}}+\frac{1}{r}
$$

and condition (2.52) simply expresses the condition $0<1 / q_{0}=1 / l_{0}-\frac{1}{4}<\frac{3}{4}$ from Lemma 2.4.

In the applications, we will often use smooth weighting factors that satisfy in particular the assumptions of Lemmas 2.4 and 2.5 , decreasing exponentially when $x$ tends to $-\infty$ and increasing as a power when $x$ tends to $+\infty$. We will use a two-parameter family $\left\{h_{\alpha \beta}\right\}, \alpha>0, \beta \geqq 0$, satisfying the following properties: $h_{\alpha \beta} \in \mathscr{C}^{\infty}, h_{\alpha \beta}(x)=$ $\exp (\alpha x)$ for $x \leqq 0, h_{\alpha \beta}(x) \sim C x^{\beta}$ when $x \rightarrow+\infty, 0 \leqq h_{\alpha \beta}^{\prime} \leqq \alpha h_{\alpha \beta}$, and additional estimates for higher derivatives. For definiteness, we choose a nonnegative $\mathscr{C}^{\infty}$ function $\varphi$ with compact support contained in $[-1,1]$ and with $\|\varphi\|_{1}=1$, and we define for $\alpha>0, \beta \geqq 0$

$$
\begin{aligned}
& \omega_{\alpha \beta}(x)=\alpha \quad \text { for } x \leqq 1, \\
& \omega_{\alpha \beta}(x)=\beta(x-1+\beta / \alpha)^{-1} \quad \text { for } x \geqq 1, \\
& \tilde{\omega}_{\alpha \beta}=\omega_{\alpha \beta} * \varphi, \quad h_{\alpha \beta}(x)=\exp \left\{\int d y \tilde{\omega}_{\alpha \beta}(y)\right\} .
\end{aligned}
$$

This family of functions meets all our requirements and will be used without further comments.
3. Uniqueness of $\boldsymbol{L}^{\mathbf{2}}$ solutions. In this section we derive our results on the uniqueness of $L^{2}$ solutions of the GKdV equation (1.1), more precisely of solutions in $\left(L_{\text {loc }}^{\infty} \cap \mathscr{C}_{W}\right)\left([0, T], L^{2}\right)$ for some $T>0$, and we discuss the uniqueness classes that emerge naturally from them. The method is standard and consists of showing that a suitable norm of the difference of two solutions with the same initial data satisfies a linear inequality that compels it to be zero. Since the problem is local, it is sufficient to consider small time intervals, and since the equation is time-translation invariant, we can take the initial time to be zero. We first proceed formally and consider two solutions $u_{1}, u_{2}$ of (1.1) with common initial data $u_{1}(0)=u_{2}(0)=u_{0}$, defined in a time interval $[0, T)$. The difference $w=u_{1}-u_{2}$ satisfies the equation

$$
\begin{equation*}
\partial_{t} w+D^{3} w=D V^{\prime}\left(u_{1}\right)-D V^{\prime}\left(u_{2}\right)=D\left(\tilde{V}^{\prime \prime} w\right) \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{V}^{\prime \prime}=\int_{0}^{1} d \lambda V^{\prime \prime}\left(\lambda u_{1}+(1-\lambda) u_{2}\right) . \tag{3.2}
\end{equation*}
$$

Since $w(0)=0, w$ satisfies the integral equation

$$
\begin{equation*}
w(t)=\int_{0}^{t} d \tau U(t-\tau) D\left(\tilde{V}^{\prime \prime} w(\tau)\right) \tag{3.3}
\end{equation*}
$$

Under suitable mild assumptions on $V, u_{1}$, and $u_{2}$, (3.1) and (3.3) make sense and are equivalent (under the initial condition $w(0)=0$ ) in a weak (distributional) sense. We will often assume that $V$ satisfies the condition (1.5) or equivalently

$$
\begin{equation*}
\left|V^{\prime \prime}(\rho)\right| \leqq C|\rho|^{p} \tag{3.4}
\end{equation*}
$$

for some $p>0$ and all $\rho \in \mathbb{R}$. We consider successively the cases $p \leqq 2$ and $p \geqq 2$. Our basic uniqueness result in the case $p \leqq 2$ is the following proposition.

Proposition 3.1. Let $V$ satisfy (3.4) with $0<p \leqq 2$, let $u_{0} \in L^{2}$, and let $T>0$ ( possibly $T=\infty$ ). Then (1.1) with initial data $u(0)=u_{0}$ has at most one solution satisfying

$$
\begin{align*}
& u \in\left(L_{\mathrm{loc}}^{\infty} \cap \mathscr{C}_{w}\right)\left([0, T), L^{2}\right),  \tag{3.5}\\
& \left(1+x_{+}\right)^{\beta / 2} u \in L_{\mathrm{loc}}^{q_{1}}\left([0, T), L^{2}\right),  \tag{3.6}\\
& h_{\alpha 0}^{1 / 2} u \in L_{\mathrm{loc}}^{q_{1}}\left([0, T), L^{r}\right) \text { for some } \alpha>0 \tag{3.7}
\end{align*}
$$

where

$$
\begin{align*}
& \frac{2}{q_{1}}=\beta=\frac{1}{p}-\frac{1}{4},  \tag{3.8}\\
& \frac{1}{r}=\frac{1}{2}-\frac{p}{4},  \tag{3.9}\\
& \frac{1}{q}<\frac{3}{4}-\frac{1}{2 r} \equiv \frac{1}{2}+\frac{p}{8} . \tag{3.10}
\end{align*}
$$

Proof. Let $u_{1}$ and $u_{2}$ be two solutions satisfying (3.5)-(3.7) with common initial data $u_{1}(0)=u_{2}(0)=u_{0}$ and let $h=h_{\alpha 0}$. By (3.7), $h^{1 / 2} w \in L_{\text {loc }}^{q}\left([0, T), L^{r}\right)$. Without loss of generality, we can assume that $q<r$. We estimate $h^{1 / 2} w$ by Lemma 2.6 with $h_{1}=h_{\alpha 1}$ and $h_{0}=h=h_{\alpha 0}$ and obtain for any $t \in[0, T)$

$$
\begin{equation*}
\left\|h^{1 / 2} w ; L^{q}\left([0, T], L^{r}\right)\right\| \leqq C\left\|h^{1 / 2}\left(1+x_{+}\right)^{1 / 4+1 /(2 r)} \tilde{V}^{\prime \prime} w ; L^{l}\left([0, t], L^{\bar{r}}\right)\right\| \tag{3.11}
\end{equation*}
$$

with $q, r$, and $l$ satisfying (2.52). We next estimate the right-hand side by the Hölder inequality as

$$
\begin{equation*}
\cdots \leqq C\left\|h^{1 / 2} w ; L^{q}\left([0, t], L^{r}\right)\right\|\left\|\left(1+x_{+}\right)^{1 / 4+1 /(2 r)} \tilde{V}^{\prime \prime} ; L^{m}\left([0, t], L^{s}\right)\right\| \tag{3.12}
\end{equation*}
$$

with $1 / s=1-2 / r$ and $1 / m=1 / l-1 / q=\frac{1}{4}+1 /(2 r)$. The last norm is then estimated by using (3.6) as

$$
\begin{equation*}
\cdots \leqq C \sum_{i=1,2}\left\|\left(1+x_{+}\right)^{\beta / 2} u_{i} ; L^{q_{1}}\left([0, t], L^{r_{1}}\right)\right\|^{p} \tag{3.13}
\end{equation*}
$$

with

$$
\begin{equation*}
\beta=\frac{2}{q_{1}}=\frac{1}{2 p}+\frac{1}{r p}, \quad \frac{1}{r_{1}}=\frac{1}{p s}=\frac{1}{p}-\frac{2}{r p}, \tag{3.14}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\beta=\frac{2}{q_{1}}=\frac{1}{p}-\frac{1}{2 r_{1}}, \quad \frac{1}{r}=\frac{1}{2}-\frac{p}{2 r_{1}} . \tag{3.15}
\end{equation*}
$$

For $0<p \leqq 2$, we can choose $r_{1}=2$, so that (3.15) reduces to (3.8), (3.9), while the second inequality in (2.52) reduces to (3.10). Recalling (3.11)-(3.13), using the assumption (3.6), and taking $t$ sufficiently small, we obtain $h^{1 / 2} w=0$ and therefore $w=0$ in [ $0, t$ ].

Remark 3.1. For low values of $p$, (3.8) yields unpleasant values $q_{1}<1$. This is seen to arise from a natural assumption on $|u|^{p}$ and to create no trouble.

Remark 3.2. The values of $q, r$, and $q_{1}$ ensure in particular that $|u|^{p+1} \in L^{l}\left(L^{\bar{r}}\right)$ with $l>1, \bar{r} \geqq 1$, so that the equation (1.1) makes sense in $\mathscr{D}^{\prime}$.

Next we turn to the case $p \geqq 2$. The basic uniqueness result follows.
Proposition 3.2. Let V satisfy (3.4) with $p \geqq 2$, let $u_{0} \in L^{2}$, and let $T>0$ (possibly $T=\infty$ ). Then (1.1) with initial data $u(0)=u_{0}$ has at most one solution satisfying (3.5) and

$$
\begin{array}{ll}
\chi_{+}(1+x)^{1 / 4}|u|^{p} \in L_{\mathrm{loc}}^{q_{1}}\left([0, T), L^{1}\right) & \text { for some } q_{1}>4, \\
\chi_{-}|u|^{p} \in l^{\infty}\left(L_{\mathrm{loc}}^{q_{1}}\left([0, T), L^{1}\right)\right) & \text { for some } q_{1}>4, \\
\chi_{+} u \in L_{\mathrm{loc}}^{q}\left([0, T), L^{\infty}\right) & \text { for some } q>\frac{4}{3}, \\
\chi_{-} e^{\alpha x / 2} u \in l^{\infty}\left(L_{\mathrm{loc}}^{q}\left([0, T), L^{\infty}\right)\right) & \text { for some } q>\frac{4}{3} \text { and some } \alpha>0 . \tag{3.17}
\end{array}
$$

Proof. Let $u_{1}$ and $u_{2}$ be two solutions satisfying (3.5), (3.16) ${ }_{ \pm}$, and (3.17) ${ }_{ \pm}$with initial data $u_{1}(0)=u_{2}(0)=u_{0}$. Let $h=h_{\alpha 0}$. By (3.17) $\pm, \chi_{+} h^{1 / 2} w \in L_{\text {loc }}^{q}\left([0, T), L^{\infty}\right)$ and $\chi_{+} h^{1 / 2} w \in l^{\infty}\left(L_{\text {loc }}^{q}\left([0, T), L^{\infty}\right)\right)$. We estimate $h^{1 / 2} w$ by inserting the estimate (2.28) of Lemma 2.3 into the integral equation (3.3) and obtain

$$
\left|h^{1 / 2} w(t, x)\right| \leqq C(t) \int_{0}^{t} d \tau|t-\tau|^{-3 / 4}
$$

$$
\begin{equation*}
\cdot\left\{\int_{y \geqq 0} d y(1+y)^{1 / 4}\left|\tilde{V}^{\prime \prime}(\tau, y)\right|\left|h^{1 / 2} w(\tau, y)\right|\right. \tag{3.18}
\end{equation*}
$$

$$
\left.+\int_{y \leqq 0} d y \exp (-\gamma|x-y| / 2)\left|\tilde{V}^{\prime \prime}(\tau, y)\right|\left|h^{1 / 2} w(\tau, y)\right|\right\}
$$

$$
\equiv J_{+}(x)+J_{-}(x)
$$

The contribution $J_{+}(x)$ of the region $y \geqq 0$ is estimated in $L^{q}([0, t])$ by the Hardy-Littlewood-Sobolev inequality [8, p. 117] as

$$
\begin{align*}
\left\|J_{+} ; L^{q}\left([0, t], L^{\infty}\right)\right\| \leqq C(t)\left\|\chi_{+} h^{1 / 2} w ; L^{q}\left([0, t], L^{\infty}\right)\right\| \\
\cdot\left\|\chi_{+}(1+\cdot)^{1 / 4} \tilde{V}^{\prime \prime} ; L^{4}\left([0, t], L^{1}\right)\right\| \tag{3.19}
\end{align*}
$$

and the last norm is estimated by the use of (3.4) and (3.16) $)_{+}$as

$$
\begin{equation*}
C \sum_{i=1,2} t^{1 / 4-1 / q_{1}}\left\|\chi_{+}(1+\cdot)^{1 / 4}\left|u_{i}\right|^{p} ; L^{q_{1}}\left([0, t], L^{1}\right)\right\| . \tag{3.20}
\end{equation*}
$$

The contribution $J_{-}(x)$ of the region $y \leqq 0$ is decomposed into the sum of the contributions of unit intervals:

$$
J_{-}(x) \leqq C(t) \sum_{j \in \mathbb{Z}^{-}} \exp (-\gamma|x-j| / 2) \int_{0}^{t} d \tau|t-\tau|^{-3 / 4}\left\|\chi_{j} \chi_{-} h^{1 / 2} w(\tau)\right\|_{\infty}\left\|\chi_{j} \chi_{-} \tilde{V}^{\prime \prime}(\tau)\right\|_{1}
$$

For $x \geqq 0$ we omit $x$ in the exponential and estimate the time integral as before to obtain

$$
\begin{align*}
& \left\|\chi_{+} J_{-} ; L^{q}\left([0, t], L^{\infty}\right)\right\| \leqq C(t) \sum_{j \leqq 0} e^{\gamma j / 2}\left\|\chi_{j} \chi_{-} h^{1 / 2} w ; L^{q}\left([0, t], L^{\infty}\right)\right\| \\
& \cdot\left\|\chi_{j} \chi_{-} \tilde{V}^{\prime \prime} ; L^{4}\left([0, t], L^{1}\right)\right\| \\
& \leqq C(t) t^{1 / 4-1 / q_{1}}\left\|\chi-h^{1 / 2} w ; l^{\infty}\left(L^{q}\left([0, t], L^{\infty}\right)\right)\right\|  \tag{3.21}\\
& \cdot \sum_{i=1,2}\left\|\chi-\left|u_{i}\right|^{p} ; l^{\infty}\left(L^{q_{1}}\left([0, t], L^{1}\right)\right)\right\|
\end{align*}
$$

by taking the sup over $j$ of the last two norms in the middle member and using (3.16)_. For $x \leqq 0$, we estimate similarly (with $k \leqq 0$ )

$$
\begin{aligned}
\left\|\chi_{k} J_{-} ; L^{q}\left([0, t], L^{\infty}\right)\right\| \leqq C(t) & \sum_{j \leqq 0} \exp (-\gamma|j-k| / 2) \\
& \cdot\left\|\chi_{j} \chi_{-} h^{1 / 2} w ; L^{q}\left([0, t], L^{\infty}\right)\right\|\left\|\chi_{j} \chi_{-} \tilde{V}^{\prime \prime} ; L^{4}\left([0, t], L^{1}\right)\right\|
\end{aligned}
$$

so that by the Young inequality in $l^{\prime}$ spaces and (3.16)_ again

$$
\begin{align*}
&\left\|\chi_{-} J_{-} ; l^{\infty}\left(L^{q}\left([0, t], L^{\infty}\right)\right)\right\| \leqq C(t) t^{1 / 4-1 / q_{1}}\left\|\chi_{-} h^{1 / 2} w ; l^{\infty}\left(L^{q}\left([0, t], L^{\infty}\right)\right)\right\|  \tag{3.22}\\
& \times \sum_{i=1,2}\left\|\chi_{-}\left|u_{i}\right|^{p} ; l^{\infty}\left(L^{q_{1}}\left([0, t], L^{1}\right)\right)\right\| .
\end{align*}
$$

Collecting the estimates (3.19)-(3.22) and defining

$$
\begin{equation*}
\|w\|=\left\|\chi_{+} h^{1 / 2} w ; L^{q}\left([0, t], L^{\infty}\right)\right\|+\left\|\chi_{-} h^{1 / 2} w ; l^{\infty}\left(L^{q}\left([0, t], L^{\infty}\right)\right)\right\|, \tag{3.23}
\end{equation*}
$$

we obtain a linear inequality

$$
\begin{equation*}
\|w\| \leqq C(t) t^{1 / 4-1 / q_{1}} M\|w\| \tag{3.24}
\end{equation*}
$$

with

$$
\begin{equation*}
M=\sum_{i=1,2}\left\{\left\|\chi_{+}(1+\cdot)^{1 / 4}\left|u_{i}\right|^{p} ; L^{q_{1}}\left([0, t], L^{1}\right)\right\|+\left\|\left.\chi_{-} \gamma u_{i}\right|^{p} ; l^{\infty}\left(L^{q_{1}}\left([0, t], L^{1}\right)\right)\right\|\right\} \tag{3.25}
\end{equation*}
$$

It follows from (3.24) by taking $t$ sufficiently small that $\|w\|=0$ and therefore that $w=0$ in $[0, t]$.

Remark 3.3. We could have stated (3.16) ${ }_{ \pm}$in a slightly weaker form by taking $q_{1}=4$ and assuming in addition that for any fixed $s \in[0, T)$

$$
\lim _{t>s, t \downarrow s}\left\|\chi_{-}|u|^{p} ; l^{\infty}\left(L^{4}\left([s, t], L^{1}\right)\right)\right\|=0
$$

However, the only practical way to enforce that condition is through (3.16)_ as stated with $q_{1}>4$. The condition $q_{1}>4$ is not really needed in (3.16) ${ }_{+}$, where $q_{1}=4$ would be sufficient, and has been imposed for consistency.

We now turn to analyzing (3.5)-(3.7) and (3.5), (3.16) $)_{ \pm}$, (3.17) $)_{ \pm}$that appear in Propositions 3.1 and 3.2, respectively, and in particular to deriving a priori estimates of the corresponding norms in terms of the initial data for smooth solutions of the equation (1.1). The degree of smoothness required in the following arguments is actually rather low. Aside from the decay at $+\infty$ in space that occurs, for instance, in (3.6) and (3.16) $+{ }_{+}$and will have to be assumed explicitly in some form, it will be sufficient that the solutions satisfy $u \in\left(L_{\text {loc }}^{\infty} \cap \mathscr{C}_{w}\right)\left([0, T), H^{1}\right)$ for all the other conditions to be satisfied and all subsequent calculations to make sense (see in particular Remark 3.7 below).

The first task is to dispose of the harmless assumptions (3.7) in Proposition 3.1 and (3.17) $)_{ \pm}$in Proposition 3.2. This is done in Propositions 3.3 and 3.4 below.

Proposition 3.3. Let V satisfy

$$
\begin{equation*}
\left|V^{\prime}(\rho)\right| \leqq C|\rho|^{p+1} \tag{3.26}
\end{equation*}
$$

with $0<p \leqq 2$, let $u_{0} \in L^{2}$, let $T>0$ (possibly $T=\infty$ ), and let $u$ be a solution of (1.1) with initial data $u(0)=u_{0}$ satisfying (3.5)-(3.7) with (3.9), (3.10), and

$$
\begin{gather*}
\frac{2}{q_{1}}<\beta=\frac{1}{p}-\frac{1}{4},  \tag{3.27}\\
\max \left(\frac{1}{2}-\frac{p}{4}, \frac{p}{12}\right) \equiv \max \left(\frac{1}{r}, \frac{1}{6}-\frac{1}{3 r}\right)<\frac{1}{q} . \tag{3.28}
\end{gather*}
$$

Then, for any $t \in[0, T)$ the norm of $h_{\alpha 0}^{1 / 2} u$ in $L^{q}\left([0, t], L^{r}\right)$ is estimated a priori in terms of $t$, of the norm of $u$ in $L^{\infty}\left([0, t], L^{2}\right)$ and of the norm of $\left(1+x_{+}\right)^{\beta / 2} u$ in $L^{q_{1}}\left([0, t], L^{2}\right)$.

Proof. The proof is a slight variant of that of Proposition 3.1. We prove the result in successive intervals $\left[s_{j}, s_{j+1}\right]$ covering the interval $[0, t]$, with $s_{0}=0$. In each such interval, $u$ satisfies the integral equation

$$
\begin{equation*}
u(t)=U(t-s) u(s)+\int_{s}^{t} d \tau U(t-\tau) D V^{\prime}(u(\tau)) \tag{3.29}
\end{equation*}
$$

with $s=s_{j}$. The free term in (3.29) is estimated by the use of (2.12) and the Hölder inequality as

$$
\begin{equation*}
\left\|h_{\alpha 0}^{1 / 2} U(\cdot-s) u(s) ; L^{q}\left(I, L^{r}\right)\right\| \leqq C|I|^{1 / q-1 / 6+(1 / 3 r)}\|u(s)\|_{2} \tag{3.30}
\end{equation*}
$$

with $I=\left[s_{j}, s_{j+1}\right]$. The integral in (3.29) is estimated in $L^{q}\left(I, L^{r}\right)$ by the same method as in the proof of Proposition 3.1 as

$$
\begin{equation*}
C\left\|h_{\alpha 0}^{1 / 2} u ; L^{q}\left(I, L^{r}\right)\right\|\left\|\left(1+x_{+}\right)^{\beta / 2} u ; L^{q_{1}}\left(I, L^{r_{1}}\right)\right\|^{p}|I|^{\varepsilon} \tag{3.31}
\end{equation*}
$$

with $\varepsilon=\frac{1}{2}-p / 8-p / q_{1}>0$. Now the right-hand side of (3.30) is obviously estimated in terms of the norm of $u$ in $L^{\infty}\left(\cdot, L^{2}\right)$, while the coefficient of the first norm in (3.31) can be made less than or equal to $\frac{1}{2}$ (for instance) by taking $I$ sufficiently small, depending only on the norm of $\left(1+x_{+}\right)^{\beta / 2} u$ in $L^{q_{1}}\left(\cdot, L^{r_{1}}\right)$, thereby providing an a priori estimate of the norm of $h_{\alpha 0}^{1 / 2} u$ in $L^{q}\left(I, L^{r}\right)$ in terms of the relevant quantities.

Proposition 3.4. Let $V$ satisfy (3.26) with $p \geqq 2$, let $u_{0} \in L^{2}$, let $T>0$ (possibly $T=\infty$ ), and let $u$ be a solution of (1.1) with initial data $u(0)=u_{0}$ satisfying (3.5), (3.16) $)_{ \pm}$, and (3.17) $\pm$ with $\frac{4}{3}<q<6$.

Then, for any $t \in[0, T)$, the norms of $\chi_{+} u$ in $L^{q}\left([0, t], L^{\infty}\right)$ and of $\chi_{-} h_{\alpha 0}^{1 / 2} u$ in $l^{\infty}\left(L^{q}\left([0, t], L^{\infty}\right)\right)$ are estimated a priori in terms of t and of the norms of $u$ in $L^{\infty}\left([0, t], L^{2}\right)$, of $\chi_{+}(1+x)^{1 / 4}|u|^{p}$ in $L^{q_{1}}\left([0, t], L^{1}\right)$, and of $\chi_{-}|u|^{p}$ in $l^{\infty}\left(L^{q_{1}}\left([0, t], L^{1}\right)\right)$.

Proof. The proof proceeds along the same lines as that of Proposition 3.3 by using the estimates of the proof of Proposition 3.2 instead of those of the proof of Proposition 3.1. We again prove the result in successive intervals $\left[s_{j}, s_{j+1}\right.$ ] covering [ $0, t$ ], with $s_{0}=0$. In each such interval $I$, $u$ satisfies the integral equation (3.29) with $s=s_{j}$. The free term is now estimated by the use of (2.14) and with $h=h_{\alpha 0}$ as

$$
\begin{equation*}
\left\|h^{1 / 2} U(\cdot-s) u(s) ; L^{q}\left(I, L^{\infty}\right)\right\| \leqq C|I|^{1 / q-1 / 6}\|u(s)\|_{2} . \tag{3.32}
\end{equation*}
$$

The integral in (3.29) is estimated by the use of (2.28) and (3.26) as

$$
\begin{align*}
& h^{1 / 2} \int_{s}^{t} d \tau U(t-\tau) D V^{\prime}(u(\tau)) \leqq C(|I|) \int_{s}^{t} d \tau|t-\tau|^{-3 / 4} \\
& \quad \cdot\left\{\int_{y \geqq 0} d y(1+y)^{1 / 4} h^{1 / 2}|u(\tau, y)|^{p+1}\right.  \tag{3.33}\\
& \left.\quad \quad+\int_{y \leqq 0} d y \exp (-\gamma|x-y| / 2) h^{1 / 2}|u(\tau, y)|^{p+1}\right\} \\
& \quad \equiv J_{+}(x)+J_{-}(x) .
\end{align*}
$$

We estimate $J_{+}$and $J_{-}$as in the proof of Proposition 3.2 and obtain

$$
\begin{align*}
& \left\|J_{+} ; L^{q}\left(I, L^{\infty}\right)\right\| \\
& \quad \leqq C(|I|)|I|^{1 / 4-1 / q_{1}}\left\|\chi_{+} h^{1 / 2} u ; L^{q}\left(I, L^{\infty}\right)\right\|\left\|\chi_{+}(1+\cdot)^{1 / 4}|u|^{p} ; L^{q_{1}}\left(I, L^{1}\right)\right\|,  \tag{3.34}\\
& \left\|\chi_{+} J_{-} ; L^{q}\left(I, L^{\infty}\right)\right\|+\left\|\chi_{-} J_{-} ; l^{\infty}\left(L^{q}\left(I, L^{\infty}\right)\right)\right\|  \tag{3.35}\\
& \quad \leqq C(|I|)|I|^{1 / 4-1 / q_{1}}\left\|\chi_{-} h^{1 / 2} u ; l^{\infty}\left(L^{q}\left(I, L^{\infty}\right)\right)\right\|\left\|\chi_{-}|u|^{p} ; l^{\infty}\left(L^{q_{1}}\left(I, L^{1}\right)\right)\right\| .
\end{align*}
$$

From (3.32), (3.33), and (3.35), we obtain an inequality of the form

$$
\begin{equation*}
\|u\| \leqq \leqq|I|^{1 / q-1 / 6}\left\|u: L^{\infty}\left(I, L^{2}\right)\right\|+C(|I|)|I|^{1 / 4-1 / q_{1}} M\|u\| \tag{3.36}
\end{equation*}
$$

where $\|\|u\|$ is defined as in (3.23) and $M$ as in (3.25), but with one single function $u$. The coefficient of $\|u\| \|$ in the right-hand side of (3.36) can be made less than or equal to $\frac{1}{2}$ (for instance) by taking $I$ sufficiently small, depending only on the norms of $u$ contained in $M$ that correspond to (3.16) ${ }_{ \pm}$, thereby providing an a priori estimate of $\|\|u\|$ in terms of the latter norms.

We now turn to the analysis of the main conditions (3.5), (3.6) of Proposition 3.1 and (3.5), (3.16) $)_{ \pm}$of Proposition 3.2. An essential tool will be the following identity [10], [12] satisfied by the solutions of (1.1), a preliminary version of which has already been used in § 2:

$$
\begin{equation*}
\partial_{t}\langle u, h u\rangle+3\left\langle D u, h^{\prime} D u\right\rangle=\left\langle u, h^{\prime \prime \prime} u\right\rangle-2 \int h^{\prime}\left(u V^{\prime}(u)-V(u)\right) \tag{3.37}
\end{equation*}
$$

or in integral form

$$
\begin{align*}
& \langle u, h u\rangle(t)+3 \int_{0}^{t} d \tau\left\langle D u, h^{\prime} D u\right\rangle(\tau) \\
& \quad=\left\langle u_{0}, h u_{0}\right\rangle+\int_{0}^{t} d \tau\left\{\left\langle u, h^{\prime \prime \prime} u\right\rangle(\tau)-2 \int h^{\prime}\left(u V^{\prime}(u)-V(u)\right)(\tau)\right\} . \tag{I.1}
\end{align*}
$$

We will henceforth refer to this identity as (I.1). Clearly it makes sense, for all $t \in[0, T)$, for $h \in \mathscr{C}^{3}(\mathbb{R}, \mathbb{R})$ with compactly supported $h^{\prime}$, provided

$$
\begin{gather*}
u \in\left(L_{\mathrm{loc}}^{\infty} \cap \mathscr{C}_{w}\right)\left([0, T), L^{2}\right) \cap L_{\mathrm{loc}}^{2}\left([0, T), H_{\mathrm{loc}}^{1}\right)  \tag{3.38}\\
u V^{\prime}(u)-V(u) \in L_{\mathrm{loc}}^{1}\left([0, T), L_{\mathrm{loc}}^{1}\right) . \tag{3.39}
\end{gather*}
$$

It is known that under suitable assumptions, (I.1) for positive increasing $h$ implies that $h^{1 / 2} u \in L_{\text {loc }}^{\infty}\left(L^{2}\right)$ as soon as $h^{1 / 2} u_{0} \in L^{2}$ [10], [12]. Since we will make repeated use of that fact in various contexts, we prove it under assumptions that seem reasonably optimal. For that purpose we need some auxiliary estimates, which will arise as part of Lemma 3.2 below. We state that lemma here for convenience, although we will not need it in its full generality until the proof of Proposition 4.4 below. We begin with an elementary inequality that we give without proof.

Lemma 3.1. Let $0 \leqq \delta<1$. Then for any $\varepsilon>0$ and any $x, y \in \mathbb{R}^{+}$, the following estimate holds:

$$
\begin{equation*}
x^{\delta} y^{1-\delta} \leqq \varepsilon x+b_{\varepsilon} y \tag{3.40}
\end{equation*}
$$

where

$$
b_{\varepsilon}=(1-\delta)(\delta / \varepsilon)^{\delta /(1-\delta)}
$$

Lemma 3.2. Let $W \in \mathscr{C}\left(\mathbb{R}, \mathbb{R}^{+}\right)$satisfy

$$
0 \leqq W(\rho) \leqq \varepsilon \rho^{6}+a_{\varepsilon}|\rho|^{p+2}
$$

for some $p, 0 \leqq p<4$ and all $\rho \in \mathbb{R}$. Let $h \in \mathscr{C}^{1}\left(\mathbb{R}, \mathbb{R}^{+}\right), h>0$. Then for any $\varepsilon^{\prime}>0$, the following estimate holds:

$$
\begin{align*}
& \|h W(u)\|_{1} \leqq 5\left\{\left(\varepsilon\|u\|_{2}^{4}+\varepsilon^{\prime} a_{\varepsilon}\|u\|_{2}^{p}\right)\langle D u, h D u\rangle+\varepsilon\|u\|_{2}^{4}\left\langle u, h^{-1} h^{\prime 2} u\right\rangle\right.  \tag{3.41}\\
& \left.\quad+a_{\varepsilon}\left\langle u, h^{\nu} u\right\rangle^{1+p / 4}\left\langle u, h^{-1} h^{\prime 2} u\right\rangle^{p / 4}+a_{\varepsilon} b_{\varepsilon}\left\langle u, h^{\nu} u\right\rangle^{1 / \nu}\|u\|_{2}^{p+2-2 / \nu}\right\}
\end{align*}
$$

with $\nu=(4-p) /(4+p)$, for all $u \in L^{2} \cap H_{\mathrm{loc}}^{1}$ for which all norms in the right-hand side are finite.

Proof. Clearly

$$
\begin{equation*}
\|h W(u)\|_{1} \leqq \varepsilon I_{4}+a_{\varepsilon} I_{p} \tag{3.42}
\end{equation*}
$$

where

$$
\begin{aligned}
I_{p}=\left\|h|u|^{p+2}\right\|_{1} & \leqq\left\langle u, h^{\nu} u\right\rangle\left\|h^{1-\nu}|u|^{p}\right\|_{\infty} \\
& =\left\langle u, h^{\nu} u\right\rangle\left\|h^{(1+\nu) / 2} u^{2}\right\|_{\infty}^{p / 2} .
\end{aligned}
$$

Now by an elementary computation

$$
\begin{align*}
\left|h^{(1+\nu) / 2} u^{2}\right| & \leqq[(1+\nu) / 2]\left\langle u, h^{(\nu-1) / 2}\right| h^{\prime}|u\rangle+2\left\|h^{\nu / 2} u\right\|_{2}\left\|h^{1 / 2} D u\right\|_{2} \\
& \leqq 5^{1 / 2}\left\langle u, h^{\nu} u\right\rangle^{1 / 2}\left\{\left\langle u, h^{-1} h^{\prime 2} u\right\rangle+\langle D u, h D u\rangle\right\}^{1 / 2} \tag{3.43}
\end{align*}
$$

by the Schwarz inequality, so that

$$
\begin{equation*}
I_{p} \leqq 5\left\langle u, h^{\nu} u\right\rangle^{1+p / 4}\left\{\left\langle u, h^{-1} h^{\prime 2} u\right\rangle^{p / 4}+\langle D u, h D u\rangle^{p / 4}\right\} \tag{3.44}
\end{equation*}
$$

We use (3.44) directly with $p$ replaced by 4 to estimate $I_{4}$. On the other hand, we estimate the term containing $D u$ in $I_{p}$ by applying Lemma 3.1 with $\delta=p / 4$ and $x=\langle D u, h D u\rangle\|u\|_{2}^{p}$, and obtain

$$
\begin{equation*}
\left\langle u, h^{\nu} u\right\rangle^{1+p / 4}\langle D u, h D u\rangle^{p / 4} \leqq \varepsilon^{\prime}\|u\|_{2}^{p}\langle D u, h D u\rangle+b_{\varepsilon^{\prime}}\left\langle u, h^{\nu} u\right)^{1 / \nu}\|u\|_{2}^{p+2-2 / \nu} . \tag{3.45}
\end{equation*}
$$

Substituting (3.45) into (3.44) and then into (3.42) yields (3.41).
We now prove the basic set of estimates that can be derived from the identity (I.1).
Proposition 3.5. Let $V$ satisfy the condition

$$
\begin{equation*}
\lim _{|\rho| \rightarrow \infty}|\rho|^{-6}\left(\rho V^{\prime}(\rho)-V(\rho)\right)_{-}=0 \tag{3.46}
\end{equation*}
$$

Let $T>0$, let $u_{0} \in L^{2}$, and let $u$ be a solution of the equation (1.1) with initial data $u(0)=u_{0}$, satisfying (3.38) and (3.39), and such that (I.1) holds for all $h \in \mathscr{C}^{3}$ with compactly supported $h^{\prime}$. Then:
(1) $D u \in l^{\infty}\left(L_{\text {loc }}^{2}\left([0, T), L^{2}\right)\right)$ and for all $t \in[0, T), \quad D u$ is estimated in $l^{\infty}\left(L^{2}\left([0, t], L^{2}\right)\right)$ in terms of $t$ and of $\left\|u_{0}\right\|_{2}$.
(2) Let $h \in \mathscr{C}^{3}\left(\mathbb{R}, \mathbb{R}^{+}\right)$satisfy $0 \leqq h^{\prime} \leqq c_{1}(1+h), h^{\prime \prime 2} \leqq c_{2} h^{\prime}(1+h), h^{\prime \prime \prime} \leqq c_{3}(1+h)$, and let $h^{1 / 2} u_{0} \in L^{2}$. Then $h^{1 / 2} u \in L_{\text {loc }}^{\infty}\left([0, T), L^{2}\right), h^{1 / 2} D u \in L_{\text {loc }}^{2}\left([0, T), L^{2}\right)$ and for all $t \in$ $[0, T), h^{1 / 2} u$ is estimated in $L^{\infty}\left([0, t], L^{2}\right)$ and $h^{1 / 2} D u$ is estimated in $L^{2}\left([0, t], L^{2}\right)$ in terms of $t$ and of $\left\|(1+h)^{1 / 2} u_{0}\right\|_{2}$. In addition, (I.1) holds for that specific $h$.

Remark 3.4. Condition (3.46) is satisfied, in particular, if $V$ satisfies either (3.4) or (3.26) for some $p, 0 \leqq p<4$. Furthermore, in that case the integrability condition (3.39) follows from (3.38).

Proof of Proposition 3.5. We first note that (I.1) with $h \equiv 1$ implies the conservation of the $L^{2}$ norm, namely, $\|u(t)\|_{2}=\left\|u_{0}\right\|_{2}$ for all $t \in[0, T)$. Condition (3.46) is not needed for that remark.

Next we consider $h \in \mathscr{C}^{3}\left(\mathbb{R}, \mathbb{R}^{+}\right)$with compactly supported $h^{\prime}$. From (3.46) and the conditions $V \in \mathscr{C}^{2}, V(0)=V^{\prime}(0)=0$, it follows that for any $\varepsilon>0$, there exists $a_{\varepsilon} \geqq 0$ such that

$$
\begin{equation*}
\left(\rho V^{\prime}(\rho)-V(\rho)\right)_{-} \leqq \varepsilon \rho^{6}+a_{\varepsilon} \rho^{2} \tag{3.47}
\end{equation*}
$$

for all $\rho \in \mathbb{R}$. We now estimate the last integral in the right-hand side of (I.1) by using (3.47), estimating the contribution of the term $\varepsilon \rho^{6}$ in the same way as in the proof of Lemma 3.2, with $h$ replaced by $h^{\prime}$ (see especially (3.44) with $p=4, \nu=0$ ). We obtain

$$
\begin{equation*}
-\int h^{\prime}\left(u V^{\prime}(u)-V(u)\right) \leqq 5 \varepsilon\|u\|_{2}^{4}\left\langle D u, h^{\prime} D u\right\rangle+\left(5 \varepsilon c_{2}\|u\|_{2}^{4}+a_{\varepsilon} c_{1}\right)\langle u,(1+h) u\rangle \tag{3.48}
\end{equation*}
$$

Taking $\varepsilon$ sufficiently small, depending only on $\left\|u_{0}\right\|_{2}$, for instance,

$$
\varepsilon\|u\|_{2}^{4}=\frac{1}{10},
$$

we obtain from (I.1)

$$
\begin{equation*}
\langle u, h u\rangle(t)+2 \int_{0}^{t} d \tau\left\langle D u, h^{\prime} D u\right\rangle(\tau) \leqq\left\langle u_{0}, h u_{0}\right\rangle+C \int_{0}^{t} d \tau\langle u,(1+h) u\rangle(\tau) \tag{3.49}
\end{equation*}
$$

where $C$ depends on $\left\|u_{0}\right\|_{2}$ and on $h$ through $c_{1}, c_{2}$, and $c_{3}$ only.
We now prove part 1. For that purpose, we choose a function $\psi_{0} \in \mathscr{C}^{3}$ with $0 \leqq \psi_{0} \leqq 1, \psi_{0}(x)=1$ (respectively, 0 ) for $|x| \leqq \frac{1}{2}$ (respectively, $|x| \geqq 1$ ), we define $\psi_{j}$ by $\psi_{j}(x)=\psi_{0}(x-j)$ for all $j \in \mathbb{Z}$, and we apply (3.49) with $h=h_{j}$ defined by

$$
h_{j}(x)=\int_{-\infty}^{x} \psi_{j}(y) d y
$$

thereby obtaining

$$
2\left\|\chi_{j} D u ; L^{2}\left([0, t], L^{2}\right)\right\|^{2} \leqq(1+C t)\left(1+\left\|\psi_{0}\right\|_{1}\right)\left\|u_{0}\right\|_{2}^{2} .
$$

This proves part 1.
To prove part 2 under the relevant assumptions on $h$, we approximate $h$ by a sequence $h_{N}$ with compactly supported $h_{N}^{\prime}$ such that $h_{N}(x)=h(x)$ for $|x| \leqq N, h_{N}(x)=$ const. for $x \geqq N+1$ and for $x \leqq-(N+1)$, and such that $h_{N}$ satisfies the same assumptions as $h$ with constants $c_{1}, c_{2}, c_{3}$ uniform in $N$. We then apply (3.49) with $h$ replaced by $h_{N}$ and obtain from it estimates for $\left\langle u, h_{N} u\right\rangle$ and for $\left\langle D u, h_{N}^{\prime} D u\right\rangle$ in terms of $\left\langle u_{0},(1+h) u_{0}\right\rangle$, uniformly in $N$, by the Gronwall inequality. Taking the limit $N \rightarrow \infty$ yields the required estimates with the given $h$. Finally, (I.1) for that $h$ follows from the estimates and from the Dominated Convergence Theorem.

We now return to the analysis of conditions (3.5), (3.6) of Proposition 3.1 and $(3.16)_{ \pm},(3.17)_{ \pm}$of Proposition 3.2. In both cases, the conservation of the $L^{2}$-norm for (smooth) solutions satisfying (I.1) yields an a priori estimate in $L^{\infty}\left([0, T), L^{2}\right)$, thereby disposing of (3.5).

Next we consider condition (3.6) of Proposition 3.1 corresponding to $p \leqq 2$ in (3.4). In that case, it follows from Proposition 3.5 applied with $h=h_{0 \beta}$ that smooth solutions of the equation (1.1) satisfy an a priori estimate in the space defined by (3.6), actually with $q_{1}=\infty$, in terms of $\left\|\left(1+x_{+}\right)^{\beta / 2} u_{0}\right\|_{2}$. That result, together with Proposition 3.3 and $L^{2}$-norm conservation indicates that for $p \leqq 2$, (3.5)-(3.7) with (3.9), (3.10), (3.27), (3.28) define a suitable class for existence and uniqueness, with $u_{0}$ satisfying only the assumption $\left(1+x_{+}\right)^{\beta / 2} u_{0} \in L^{2}$ with $\beta=1 / p-\frac{1}{4}$.

We now turn to the analysis of the main condition (3.16) $\pm$ that occurs in Proposition 3.2 corresponding to the more difficult case $p \geqq 2$. We first give sufficient conditions for the corresponding norms of smooth solutions to satisfy a priori estimates. That can be done in either of two ways, the first of which is based on Proposition 3.5. We will need two auxiliary results. The first is the following elementary Sobolev estimate, which we give without proof.

Lemma 3.3. Let $I$ be a bounded interval, let $\chi$ be its characteristic function, and let $u \in H^{1}(I)$. Then the following estimate holds:

$$
\begin{equation*}
\|\chi u\|_{\infty}^{2} \leqq|I|^{-1}\|u\|_{2}^{2}+2\|\chi u\|_{2}\|\chi D u\|_{2} . \tag{3.50}
\end{equation*}
$$

The second auxiliary result that we need is the following lemma.
Lemma 3.4. Let $h \in \mathscr{C}\left(\mathbb{R}, \mathbb{R}^{+}\right)$satisfy $0 \leqq h^{\prime} \leqq c_{1} h$ and $\left|h^{\prime \prime}\right| \leqq c_{2}\left(h h^{\prime}\right)^{1 / 2}$. Let $t>0$, and let $u$ be such that $h^{1 / 2} u \in L^{\infty}\left([0, t], L^{2}\right)$ and $h^{1 / 2} D u \in L^{2}\left([0, t], L^{2}\right)$. Let $2 \leqq r<\infty$, and let $h_{1} \in \mathscr{C}\left(\mathbb{R}, \mathbb{R}^{+}\right)$satisfy $h_{1}^{2} \leqq h^{r / 2+1} h^{r / 2-1}$. Then $h_{1}|u|^{2} \in L^{q_{1}}\left([0, t], L^{1}\right)$ and the following estimate holds:

$$
\begin{align*}
& \left\|h_{1}|u|^{r} ; L^{q_{1}}\left([0, t], L^{1}\right)\right\| \\
& \leqq C\left\{t^{1 / q_{1}}\left\|h^{1 / 2} u ; L^{\infty}\left([0, t], L^{2}\right)\right\|^{r}+\left\|h^{1 / 2} u ; L^{\infty}\left([0, t], L^{2}\right)\right\|^{r / 2+1}\right.  \tag{3.51}\\
& \text { - } \left.\left\|h^{\prime 1 / 2} D u ; L^{2}\left([0, t], L^{2}\right)\right\|^{r / 2-1}\right\}
\end{align*}
$$

with $1 / q_{1}=r / 4-\frac{1}{2}$.
Proof. We estimate pointwise for $\tau \in[0, t]$

$$
\begin{equation*}
\left\|h_{1}|u|^{r}\right\|_{1} \leqq\left\|h^{1 / 2} u\right\|_{2}^{2}\left\|h_{2} u^{2}\right\|_{\infty}^{r / 2-1} \tag{3.52}
\end{equation*}
$$

with $h_{2}=\left(h h^{\prime}\right)^{1 / 2}$. Then by derivation and integration

$$
\begin{equation*}
\left\|h_{2} u^{2}\right\|_{\infty} \leqq \frac{1}{2}\langle u,| h_{2}^{\prime}|u\rangle+\left\|h^{1 / 2} u\right\|_{2}\left\|h^{\prime 1 / 2} D u\right\|_{2} . \tag{3.53}
\end{equation*}
$$

Now

$$
\left|h_{2}^{\prime}\right|=\frac{1}{2}\left(h h^{\prime}\right)^{-1 / 2}\left|h^{\prime 2}+h h^{\prime \prime}\right| \leqq \frac{1}{2}\left(c_{1}^{3 / 2}+c_{2}\right) h
$$

so that

$$
\begin{equation*}
\left\|h_{1}|u|^{r}\right\|_{1} \leqq C\left\{\left\|h^{1 / 2} u\right\|_{2}^{r}+\left\|h^{1 / 2} u\right\|_{2}^{r / 2+1}\left\|h^{\prime 1 / 2} D u\right\|_{2}^{r / 2-1}\right\} \tag{3.54}
\end{equation*}
$$

from which the result follows by taking the $L^{q_{1}}$ norm and applying the Hölder inequality in time.

We can now derive a first set of a priori estimates of the norms that correspond to (3.16) ${ }_{ \pm}$for sufficiently smooth solutions of (1.1) with $V$ satisfying (3.4), $2 \leqq p<3$, and exhibit a new uniqueness class in that case.

Proposition 3.6. (1) Let $2 \leqq p<3$ and $\beta=\frac{1}{2}-1 /(2 p)$. Let $T>0$, and let us satisfy

$$
\begin{align*}
& \left(1+x_{+}\right)^{\beta / 2} u \in L_{\mathrm{loc}}^{\infty}\left([0, T), L^{2}\right),  \tag{3.55}\\
& \chi_{+}(1+x)^{(\beta-1) / 2} D u \in L_{\mathrm{loc}}^{2}\left([0, T), L^{2}\right),  \tag{3.56}\\
& \chi_{-} D u \in l^{\infty}\left(L_{\mathrm{loc}}^{2}\left([0, T), L^{2}\right)\right) . \tag{3.56}
\end{align*}
$$

Then $(3.16)_{ \pm}$is satisfied and the following estimates hold:

$$
\begin{align*}
& \left\|\chi_{+}(1+x)^{1 / 4}|u|^{p} ; L^{q_{1}}\left([0, t], L^{1}\right)\right\| \\
& \leqq C\left\{t^{1 / q_{1}}\left\|h_{\alpha \beta}^{1 / 2} u ; L^{\infty}\left([0, t], L^{2}\right)\right\|^{p}+\left\|h_{\alpha \beta}^{1 / 2} u ; L^{\infty}\left([0, t], L^{2}\right)\right\|^{p / 2+1}\right.  \tag{3.57}\\
& \left.\cdot\left\|h_{\alpha \beta}^{\prime 1 / 2} D u ; L^{2}\left([0, t], L^{2}\right)\right\|^{p / 2-1}\right\}, \\
& \left\|X_{-}|u|^{p} ; l^{\infty}\left(L^{q_{1}}\left([0, t], L^{1}\right)\right)\right\| \\
& \leqq C\left\{t^{1 / q_{1}}\left\|\chi_{-} u ; L^{\infty}\left([0, t], L^{2}\right)\right\|^{p}+\left\|\chi_{-} u ; L^{\infty}\left([0, t], L^{2}\right)\right\|^{p / 2+1}\right. \\
& \text { - } \left.\left\|\chi_{-} D u ; l^{\infty}\left(L^{2}\left([0, t], L^{2}\right)\right)\right\|^{p / 2-1}\right\},
\end{align*}
$$

for all $t \in[0, T)$, with $\alpha>0$ and $1 / q_{1}=p / 4-\frac{1}{2}\left(<\frac{1}{4}\right)$.
(2) Let $V$ satisfy (3.4) with $2 \leqq p<3$. Let $T>0$, and let $u_{0} \in L^{2}$ be such that $\left(1+x_{+}\right)^{\beta / 2} u_{0} \in L^{2}$, with $\beta=\frac{1}{2}-1 /(2 p)$. Then (1.1) with initial data $u(0)=u_{0}$ has at most one solution satisfying (3.5), (3.55), (3.56) ${ }_{ \pm}$, and (3.17) $)_{ \pm}$. Any such solution satisfies (3.16) $\pm$ with $1 / q_{1}=p / 4-\frac{1}{2}$.

Proof. Part 1. It follows from (3.56) ${ }_{ \pm}$that the last norm in (3.57) $)_{+}$is finite. The " + " part of the statement and (3.57) ${ }_{+}$follow immediately from Lemma 3.4 with $r=p$, $h=h_{\alpha \beta}$ and with $h_{1}=c \chi_{+}(1+x)^{1 / 4}$ for $x \geqq 0$, the value of $\beta$ being adjusted for that purpose. The "-" part and (3.57)_ follow similarly from Lemma 3.3 and the Hölder inequality in time.

Part 2. Part 2 follows immediately from part 1 and Proposition 3.2.
It follows from Proposition 3.4, from Proposition 3.6, part 1, and from Proposition 3.5, parts 1 and 2, the latter applied with $h=h_{\alpha \beta}$, that for $V$ satisfying (3.4) with $2 \leqq p<3$, the norms of smooth solutions of (1.1) corresponding to (3.55), (3.56) ${ }_{ \pm}$, $(3.17)_{ \pm}$and therefore also the norms corresponding to (3.16) $)_{ \pm}$satisfy a priori estimates in terms of the initial data, and more precisely of $\left\|\left(1+x_{+}\right)^{\beta / 2} u_{0}\right\|_{2}$ with $\beta=\frac{1}{2}-1 /(2 p)$. That result indicates that for $2 \leqq p<3$, (3.5), (3.16) $)_{ \pm},(3.17)_{ \pm}$with $1 / q_{1}=p / 4-\frac{1}{2}$ and $\frac{4}{3}<q<6$ define a suitable class for existence and uniqueness provided only ( $1+$ $\left.x_{+}\right)^{\beta / 2} u_{0} \in L^{2}$. Similarly, (3.5), (3.55), (3.56) $)_{ \pm}$(3.17) $\pm$with $1 / q_{1}=p / 4-\frac{1}{2}$ and $\frac{4}{3}<q<6$ define another (smaller) suitable class.

The value of $p$ in Proposition 3.6 is restricted to $p<3$. This limitation comes from (actually expresses) the condition $q_{1}>4$ in (3.16) ${ }_{ \pm}$. Furthermore, the value of $\beta$ that appears in the condition on $u_{0}$ increases with $p$. We will obtain better results in both respects by the second method, described below, of ensuring condition (3.16) ${ }_{ \pm}$.

Proposition 3.7. Let $T>0$ (possibly $T=\infty$ ). Let $p \geqq 2$.
(1) Let $u$ satisfy (3.5) and the conditions

$$
\begin{align*}
& \left(1+x_{+}\right)^{1 / 8} u \in L_{\mathrm{loc}}^{\infty}\left([0, T), L^{2}\right),  \tag{3.58}\\
& \chi_{+} u \in L_{\mathrm{loc}}^{q}\left([0, T), L^{\infty}\right),  \tag{3.59}\\
& \chi_{-} u \in l^{\infty}\left(L_{\mathrm{loc}}^{q}\left([0, T), L^{\infty}\right)\right), \tag{3.59}
\end{align*}
$$

with $q>\max \left(\frac{4}{3}, 4(p-2)\right)$. Then $(3.16)_{ \pm}$is satisfied with $q_{1}=q /(p-2)>4$, and for all $t \in[0, T)$, the following estimates hold:

$$
\begin{align*}
& \left\|\chi_{+}(1+x)^{1 / 4}|u|^{p} ; L^{q_{1}}\left([0, T], L^{1}\right)\right\|  \tag{3.60}\\
& \quad \leqq\left\|\chi_{+}(1+x)^{1 / 8} u ; L^{\infty}\left([0, t], L^{2}\right)\right\|^{2}\left\|\chi_{+} u ; L^{q}\left([0, t], L^{\infty}\right)\right\|^{p-2}, \\
& \left\|\chi_{-}|u|^{p} ; l^{\infty}\left(L^{q_{1}}\left([0, t], L^{1}\right)\right)\right\| \\
& \quad \leqq\left\|_{\chi_{-}} u ; L^{\infty}\left([0, t], L^{2}\right)\right\|^{2}\left\|\chi_{-} u ; l^{\infty}\left(L^{q}\left([0, t], L^{\infty}\right)\right)\right\|^{p-2} . \tag{3.60}
\end{align*}
$$

Furthermore $(3.17)_{ \pm}$hold with the same $q$ and obvious estimates.
(2) Let V satisfy (3.26) with $2 \leqq p<\frac{7}{2}$. Let $T>0$, let $u_{0} \in L^{2}$, and let $u$ be a solution of (1.1) with initial data $u(0)=u_{0}$ satisfying (3.58), (3.59) $\pm$ with

$$
\begin{equation*}
\max \left(\frac{4}{3}, 4(p-2)\right)<q<6, \tag{3.61}
\end{equation*}
$$

and in addition $D u \in l^{\infty}\left(L_{\mathrm{loc}}^{2}\left([0, T), L^{2}\right)\right)$. Then, for all $t \in[0, T)$, the norms of $\chi_{+} u$ in $L^{q}\left([0, t], L^{\infty}\right)$ and of $\chi_{-} u$ in $l^{\infty}\left(L^{q}\left([0, t], L^{\infty}\right)\right)$ are estimated in terms of $t$ and of the norms of $\left(1+x_{+}\right)^{1 / 8} u$ in $L^{\infty}\left([0, t], L^{2}\right)$, and of $D u$ in $l^{\infty}\left(L^{2},\left([0, t], L^{2}\right)\right)$.
(3) Let V satisfy (3.4) with $2 \leqq p<\frac{7}{2}$, let $T>0$, and let $u_{0} \in L^{2}$ satisfy $\left(1+x_{+}\right)^{1 / 8} u_{0} \in$ $L^{2}$. Then (1.1) with initial data $u(0)=u_{0}$ has at most one solution satisfying (3.5), (3.58),
and $(3.59)_{ \pm}$with $q$ satisfying (3.61). Any such solution satisfies $(3.16)_{ \pm}$with $q_{1}=q /(p-2)$ and $(3.17)_{ \pm}$.

Proof. Part 1. Part 1 and (3.60) follow immediately from the Hölder inequality.
Part 2. We prove the result in successive intervals $\left[s_{j}, s_{j+1}\right.$ ] covering the interval $[0, t]$, with $s_{0}=0$. In each such interval $I, u$ satisfies the integral equation (3.29) with $s=s_{j}$. We proceed in two steps. The first step consists of estimating $u$ in $l^{\infty}\left(L^{q}\left(I, L^{\infty}\right)\right)$. For that purpose, we take a $\mathscr{C}^{3}$ function $\psi$ with compact support, to be chosen more precisely later. Let $\chi$ be the characteristic function of the support of $\psi$. If $u$ is a solution of (1.1), then $\psi u$ satisfies

$$
\begin{equation*}
\partial_{t}(\psi u)+D^{3}(\psi u)=3 D\left(\psi^{\prime} D u\right)+\psi^{\prime \prime \prime} u+D\left(\psi V^{\prime}(u)\right)-\psi^{\prime} V^{\prime}(u) \tag{3.62}
\end{equation*}
$$

and therefore also the integral equation

$$
\begin{align*}
\psi u(t)= & \chi U(t-s) \psi u(s)+\chi \int_{s}^{t} d \tau U(t-\tau) \\
& \cdot\left\{3 D\left(\psi^{\prime} D u(\tau)\right)+\psi^{\prime \prime \prime} u(\tau)+D\left(\psi V^{\prime}(u(\tau))\right)-\chi^{\prime} V^{\prime}(u(\tau))\right\}  \tag{3.63}\\
= & \chi U(t-s) \psi u(s)+\sum_{1 \leqq i \leqq 4} J_{i}(t)
\end{align*}
$$

where we have used the support properties of $\psi$ and where the quantities $J_{i}(t)$, $i=1, \cdots, 4$ are the contributions of the four terms in the last bracket.

We now estimate all terms in $L^{q}\left(I, L^{\infty}\right)$. The free term is estimated as before by (2.14) and the Hölder inequality as

$$
\begin{equation*}
\left\|U(\cdot-s) \psi u(s) ; L^{q}\left(I, L^{\infty}\right)\right\| \leqq C|I|^{1 / q-1 / 6}\|u(s)\|_{2} \tag{3.64}
\end{equation*}
$$

To estimate $J_{1}$, we rewrite it as

$$
\begin{equation*}
J_{1}(t)=3 \chi e^{-x} \int_{s}^{t} d \tau \exp \left[-(t-\tau)(D-1)^{3}\right](D-1) e^{x} \psi^{\prime} D u(\tau) \tag{3.65}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
(D-1) e^{x} \psi^{\prime} D u=D\left(e^{x} \psi^{\prime} D u-e^{x} \psi^{\prime} u\right)+e^{x}\left(\psi^{\prime}+\psi^{\prime \prime}\right) u \tag{3.66}
\end{equation*}
$$

The contributions to $J_{1}(t)$ of the first and second terms in the right-hand side of (3.66) are estimated by Lemma 2.2 (see especially (2.20) and (2.19), respectively) and the Hölder inequality as

$$
\begin{align*}
&\left\|J_{1} ; L^{q}\left(I, L^{\infty}\right)\right\| \leqq C e^{|I|}\left\|\chi e^{-x}\right\|_{\infty}\left\{\| \psi ^ { \prime } e ^ { x } \| _ { \infty } \left(|I|^{1 / q-1 / 6}\left\|\chi D u ; L^{2}\left(I, L^{2}\right)\right\|\right.\right. \\
&\left.+|I|^{1 / q+1 / 3}\left\|\chi u ; L^{\infty}\left(I, L^{2}\right)\right\|\right) \\
&\left.+\left\|\left(\psi^{\prime}+\psi^{\prime \prime}\right) e^{x}\right\|_{\infty}|I|^{1 / q+5 / 6}\left\|\chi u ; L^{\infty}\left(I, L^{2}\right)\right\|\right\}  \tag{3.67}\\
& \leqq C(|I|)|I|^{1 / q-1 / 6}\left(\left\|\chi D u ; L^{2}\left(I, L^{2}\right)\right\|+\left\|\chi u ; L^{\infty}\left(I, L^{2}\right)\right\|\right)
\end{align*}
$$

where $C(|I|)$ depends on $\psi$ in a translation-invariant manner. In particular, the exponentials in the various norms cancel up to a constant factor because of the support properties of $\psi$.

We estimate $J_{2}$ by (2.15) and the Hölder inequality as

$$
\begin{equation*}
\left\|J_{2} ; L^{q}\left(I, L^{\infty}\right)\right\| \leqq C|I|^{1 / q+5 / 6}\left\|\psi^{\prime \prime \prime}\right\|_{\infty}\left\|\chi u ; L^{\infty}\left(I, L^{2}\right)\right\| \tag{3.68}
\end{equation*}
$$

We estimate $J_{3}$ and $J_{4}$ simply by using (2.10) and (2.9) so that

$$
\begin{equation*}
\left\|J_{3}(t)+J_{4}(t)\right\|_{\infty} \leqq C(|I|) \int_{0}^{t} d \tau|t-\tau|^{-3 / 4}\left\|\chi V^{\prime}(u(\tau))\right\|_{1} \tag{3.69}
\end{equation*}
$$

where we have taken advantage of the support properties of $\chi$ and $\psi^{\prime}$, and $C(|I|)$ depends on $\psi$ in a translation invariant manner. Taking the norm in $L^{q}(I)$ and using the Young and Hölder inequalities, we obtain

$$
\begin{equation*}
\left\|J_{3}+J_{4} ; L^{q}\left(I, L^{\infty}\right)\right\| \leqq C(|I|)|I|^{1 / 4-(p-2)}\left\|\chi u ; L^{\infty}\left(I, L^{2}\right)\right\|^{2}\left\|\chi u ; L^{q}\left(I, L^{\infty}\right)\right\|^{p-1} . \tag{3.70}
\end{equation*}
$$

Recalling the estimates (3.64), (3.67), (3.68), and (3.70), we obtain

$$
\begin{align*}
&\left\|\psi u ; L^{q}\left(I, L^{\infty}\right)\right\| \leqq C(|I|)\left\{|I|^{1 / q-1 / 6}\left(\left\|\chi D u ; L^{2}\left(I, L^{2}\right)\right\|+\left\|u ; L^{\infty}\left(I, L^{2}\right)\right\|\right)\right.  \tag{3.71}\\
&\left.+|I|^{1 / 4-(p-2) / q}\left\|u ; L^{\infty}\left(I, L^{2}\right)\right\|^{2} \chi u ; L^{q}\left(I, L^{\infty}\right) \|^{p-1}\right\} .
\end{align*}
$$

We now choose a function $\psi_{0} \in \mathscr{C}^{3}$ with $0 \leqq \psi_{0} \leqq 1, \psi_{0}(x)=1$ for $|x| \leqq \frac{1}{2}$ and $\psi_{0}(x)=0$ for $|x| \geqq 1$, and for all $j \in \mathbb{Z}$, we define $\psi_{j}$ by $\psi_{j}(x)=\psi_{0}(x-j)$ so that for all $j \in \mathbb{Z}$,

$$
\chi_{j} \leqq \psi_{j} \leqq \bar{\chi}_{j} \leqq \chi_{j-1}+\chi_{j}+\chi_{j+1}
$$

where $\bar{\chi}_{j}$ is the characteristic function of the support $[j-1, j+1]$ of $\psi_{j}$. We now apply (3.71) with $\psi=\psi_{j}$ and take the supremum over $j$ to obtain

$$
\begin{align*}
&\left\|u ; l^{\infty}\left(L^{q}\left(I, L^{\infty}\right)\right)\right\| \leqq C(|I|)\left\{|I|^{1 / q-1 / 6}\left(\left\|D u ; l^{\infty}\left(L^{2}\left(I, L^{2}\right)\right)\right\|+\left\|u ; L^{\infty}\left(I, L^{2}\right)\right\|\right)\right.  \tag{3.72}\\
&\left.+|I|^{1 / 4-(p-2) / q}\left\|u ; L^{\infty}\left(I, L^{2}\right)\right\|^{2}\left\|u ; l^{\infty}\left(L^{q}\left(I, L^{\infty}\right)\right)\right\|^{p-1}\right\} .
\end{align*}
$$

Now let

$$
\begin{equation*}
y(t)=\left\|u ; l^{\infty}\left(L^{q}\left([s, t], L^{\infty}\right)\right)\right\| . \tag{3.73}
\end{equation*}
$$

It follows from (3.72) that $y(\cdot)$ is a continuous (actually Hölder continuous with exponent $\left.\varepsilon=\min \left(1 / q-\frac{1}{6}, \frac{1}{4}-(p-2) / q\right)\right)$ function of $t$ and tends to zero when $t$ decreases to $s$. Furthermore, (3.72) with $I=[s, t]$ yields an inequality of the form

$$
\begin{equation*}
y(t) \leqq a(t)+b(t) y(t)^{p-1} \tag{3.74}
\end{equation*}
$$

where $a(t)$ and $b(t)$ tend to zero as $|t-s|^{\varepsilon}$ when $t$ decreases to $s$. By an elementary and standard argument, this inequality implies that $y(t)$ is estimated a priori for $|t-s|$ sufficiently small, depending only on the norms of $u$ in $L^{\infty}\left(\cdot, L^{2}\right)$ and of $D u$ in $l^{\infty}\left(L^{2}\left(\cdot, L^{2}\right)\right.$ ). Applying that argument in successive intervals $\left[s_{j}, s_{j+1}\right]$ yields the required a priori estimate of $u$ in $l^{\infty}\left(L^{q}\left(\cdot, L^{\infty}\right)\right.$ ).

The second step of the proof consists of estimating $\chi_{+} u$ in $L^{q}\left(\cdot, L^{\infty}\right)$, taking advantage of the estimate already obtained in the first step. For that purpose, we take $h=h_{\alpha 0}$ for some $\alpha>0$ and estimate $h^{1 / 2} u$ by inserting (2.28) of Lemma 2.3 into the integral equation (3.29) to obtain for $t \in I$

$$
\begin{align*}
&\left|h^{1 / 2} u(t, x)\right| \leqq\left|h^{1 / 2} U(t-s) u(s)\right|+C(|I|) \int_{s}^{t} d \tau|t-\tau|^{-3 / 4} \\
& \cdot\left\{\int_{y \geqq 0} d y(1+y)^{1 / 4} h^{1 / 2}|u(\tau, y)|^{p+1}\right.  \tag{3.75}\\
&\left.\quad+\int_{y \leqq 0} d y \exp (-\gamma|x-y| / 2) h^{1 / 2}|u(\tau, y)|^{p+1}\right\} \\
& \equiv\left|h^{1 / 2} U(t-s) u(s)\right|+J_{+}(x)+J_{-}(x)
\end{align*}
$$

(cf. (3.33)). By the same method as in the proof of Proposition 3.4, we estimate

$$
\begin{align*}
& \left\|J_{+} ; L^{q}\left(I, L^{\infty}\right)\right\|  \tag{3.76}\\
& \quad \leqq C(|I|)|I|^{1 / 4-(p-2) / q}\left\|\chi_{+}(1+\cdot)^{1 / 8} u ; L^{\infty}\left(I, L^{2}\right)\right\|^{2}\left\|\chi_{+} u ; L^{q}\left(I, L^{\infty}\right)\right\|^{p-1}
\end{align*}
$$

$$
\begin{align*}
& \left\|\chi_{+} J_{-} ; L^{q}\left(I, L^{\infty}\right)\right\| \leqq C(|I|)|I|^{1 / 4-(p-2) / q}\left\|\chi_{-} u ; L^{\infty}\left(I, L^{2}\right)\right\|^{2} \\
& \cdot \sum_{j \leqq 0} \exp \left(\frac{\gamma j}{2}\right)\left\|\chi_{j} \chi_{-} u ; L^{q}\left(I, L^{\infty}\right)\right\|^{p-1}, \tag{3.77}
\end{align*}
$$

so that by collecting (3.64), (3.76), and (3.77)

$$
\begin{align*}
\left\|\chi_{+} u ; L^{q}\left(I, L^{\infty}\right)\right\| \leqq & C|I|^{1 / q-1 / 6}\left\|u ; L^{\infty}\left(I, L^{2}\right)\right\| \\
& +C(|I|)|I|^{1 / 4-(p-2) / q}\left\|\left(1+x_{+}\right)^{1 / 8} u ; L^{\infty}\left(I, L^{2}\right)\right\|  \tag{3.78}\\
& \times\left\{\left\|\chi_{+} u ; L^{q}\left(I, L^{\infty}\right)\right\|^{p-1}+\left\|\chi_{-} u ; l^{\infty}\left(L^{q}\left(I, L^{\infty}\right)\right)\right\|^{p-1}\right\} .
\end{align*}
$$

Therefore we again obtain an inequality of the type (3.74), for the quantity

$$
y_{+}(t)=\left\|\chi_{+} u ; L^{q}\left([s, t], L^{\infty}\right)\right\| .
$$

The end of the proof is then identical with that in the first step.
Part 3. This part follows immediately from part 1 and Proposition 3.2. $\square$
It follows from Proposition 3.7, part 2 and from Proposition 3.5, part 1, and part 2 applied with $h=h_{\alpha 1 / 4}$, that for smooth solutions of (1.1) with $V$ satisfying (3.4) and $2 \leqq p<\frac{7}{2}$, the norms corresponding to (3.58), (3.59) $)_{ \pm}$, and therefore, by Proposition 3.7, part 1, the norms corresponding to (3.16) ${ }_{ \pm}$and (3.17) $\pm$with (3.61) and $q_{1}=$ $q /(p-2)$, satisfy a priori estimates in terms of the initial data, and more precisely in terms of $\left\|\left(1+x_{+}\right)^{1 / 8} u_{0}\right\|_{2}$. That result indicates that for $2 \leqq p<\frac{7}{2}$, (3.5), (3.16) ${ }_{ \pm}$, and (3.17) ${ }_{ \pm}$with (3.61) and $q_{1}=q /(p-2)$ define a suitable class for existence and uniqueness, provided only $\left(1+x_{+}\right)^{1 / 8} u_{0} \in L^{2}$. Similarly (3.5), (3.58), (3.59) ${ }_{ \pm}$, (3.61) define another (smaller) suitable class. Note also that Proposition 3.7 improves over Proposition 3.6 as regards both the range of $p$ and the value of $\beta$.

An interesting question left open at this stage is to determine sufficient smoothness conditions under which (I.1) and the a priori estimates of Proposition 3.5 hold true. Such conditions could be used, in particular, to exhibit uniqueness classes other than those defined in Propositions 3.1, 3.2, 3.6, and 3.7. Now the use of (I.1) requires that $u$ satisfy (3.38). Although we are not able to derive (I.1) under that smoothness condition alone, we can go some way in that direction. For that purpose, we need a family of mollifiers $\varphi \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}, \mathbb{R}^{+}\right)$with $\varphi$ even and $\|\varphi\|_{1}=1$. We will eventually let $\varphi$ tend to $\mathbb{1}$ in the sense that we will let $\mu$ tend to infinity in the one-parameter family $\left\{\varphi_{\mu}\right\}$ defined by $\varphi_{\mu}(x)=\mu \varphi_{1}(\mu x)$ for some fixed $\varphi_{1}$.

We can then prove the following result.
Proposition 3.8. Let V satisfy (3.4) with $0 \leqq p \leqq 4$. Let $T>0$, let $u_{0} \in L^{2}$, and let $u$ be a solution of (1.1) with initial data $u(0)=u_{0}$ satisfying (3.38). Then:
(1) For any $h \in \mathscr{C}^{3}$ with compact support, for all $t \in[0, T)$, the following limit exists:

$$
\begin{aligned}
\exists \lim _{\varphi \rightarrow 0} 2 & \int_{0}^{t} d \tau\left\langle h D u_{\varphi}, V^{\prime}\left(u_{\varphi}\right)-\varphi * V^{\prime}(u)\right\rangle(\tau) \\
= & \langle u, h u\rangle(t)-\left\langle u_{0}, h u_{0}\right\rangle+3 \int_{0}^{t} d \tau\left\langle D u, h^{\prime} D u\right\rangle(\tau) \\
& \quad-\int_{0}^{t} d \tau\left\langle u, h^{\prime \prime \prime} u\right\rangle(\tau)+2 \int_{0}^{t} d \tau \int h^{\prime}\left(u V^{\prime}(u)-V(u)\right)(\tau)
\end{aligned}
$$

where $\varphi$ is a mollifier, $u_{\varphi}=\varphi * u$, and all terms in the right-hand side are defined by absolutely convergent integrals.
(2) If $p \leqq 2$, the identity (I.1) holds for all $h \in \mathscr{C}^{3}$ with compact support.
(3) Assume that $p<4$ and that the identity (I.1) holds for all $h \in \mathscr{C}^{3}$ with compact support. Then $D u \in l^{\infty}\left(L_{\mathrm{loc}}^{2}\left([0, T), L^{2}\right)\right)$. Furthermore, for all $\psi \in \mathscr{C}^{2}$ with compact support, for all $t \in[0, T)$, the following limit exists:

$$
\begin{equation*}
\exists \lim _{a \rightarrow \pm \infty} 3 \int_{0}^{t} d \tau\left\langle D u, \psi_{a} D u\right\rangle(\tau)=\|\psi\|_{1} l_{1}^{ \pm}(t) \tag{3.80}
\end{equation*}
$$

where $\psi_{a}$ is defined by $\psi_{a}(x)=\psi(x-a)$. The functions $l_{1}^{ \pm}(t)$ are nondecreasing in $t$ and satisfy

$$
\begin{equation*}
l_{1}^{+}(t)-l_{1}^{-}(t)=\|u(t)\|_{2}^{2}-\left\|u_{0}\right\|_{2}^{2} \tag{3.81}
\end{equation*}
$$

for all $t \in[0, T)$. The identity (I.1) holds for all $h \in \mathscr{C}^{3}$ with compactly supported $h^{\prime}$ if and only if $l_{1}^{ \pm}(t)=0$ for all $t \in[0, T)$.

Proof. Part 1. We first remark that under the assumptions made here, $V^{\prime}(u) \in$ $L_{\text {loc }}^{1}\left([0, T) ; L_{\text {loc }}^{2}\right)$. In fact, let $\chi$ be the characteristic function of a bounded interval. Then by Lemma 3.3,

$$
\begin{equation*}
\left\|\chi V^{\prime}(u)\right\|_{2} \leqq\left\|\chi|u|^{p+1}\right\|_{2} \leqq C\left\{\|\chi u\|_{2}^{p+1}+\|\chi u\|_{2}^{1+p / 2}\|\chi D u\|_{2}^{p / 2}\right\} \tag{3.82}
\end{equation*}
$$

which belongs to $L_{\text {loc }}^{1}([0, T))$ for $p \leqq 4$.
We now turn to the proof of (3.79). The function $u_{\varphi}$ satisfies the equation

$$
\begin{equation*}
\partial_{t} u_{\varphi}+D^{3} u_{\varphi}=D\left(\varphi * V^{\prime}(u)\right) . \tag{3.83}
\end{equation*}
$$

Furthermore, $u_{\varphi} \in L_{\text {loc }}^{\infty}\left([0, T), H^{k}\right)$ and $D\left(\varphi * V^{\prime}(u)\right) \in L_{\mathrm{loc}}^{1}\left([0, T), H_{\text {loc }}^{k}\right)$ for any nonnegative integer $k$. By the same computation as in the proof of Lemma 2.5 (see (2.44)), we obtain for any $t \in[0, T)$

$$
\begin{aligned}
\left\langle u_{\varphi},\right. & \left.h u_{\varphi}\right\rangle(t)-\left\langle\varphi * u_{0}, h\left(\varphi * u_{0}\right)\right\rangle+3 \int_{0}^{t} d \tau\left\langle D u_{\varphi}, h^{\prime} D u_{\varphi}\right\rangle(\tau)-\int_{0}^{t} d \tau\left\langle u_{\varphi}, h^{\prime \prime \prime} u_{\varphi}\right\rangle(\tau) \\
& =2 \int_{0}^{t} d \tau\left\langle u_{\varphi}, h D\left(\varphi * V^{\prime}(u)\right)\right\rangle \\
& =2 \int_{0}^{t} d \tau\left\langle u_{\varphi}, h D V^{\prime}\left(u_{\varphi}\right)\right\rangle+2 \int_{0}^{t} d \tau\left\langle u_{\varphi}, h D\left(\varphi * V^{\prime}(u)-V^{\prime}\left(u_{\varphi}\right)\right)\right\rangle \\
& =-2 \int_{0}^{t} d \tau \int h^{\prime}\left(u_{\varphi} V^{\prime}\left(u_{\varphi}\right)-V\left(u_{\varphi}\right)\right)+2 \int_{0}^{t} d \tau\left\langle h^{\prime} u_{\varphi}+h D u_{\varphi},\left(V^{\prime}\left(u_{\varphi}\right)-\varphi * V^{\prime}(u)\right)\right\rangle .
\end{aligned}
$$

We then let $\varphi$ tend to $\mathbb{1}$ wherever possible in (3.84), using the fact that the convolution with $\varphi$ tends to $\mathbb{1}$ strongly in $H^{k}$ for any $k \geqq 0$ and in $L^{r}$ for any $r, 1 \leqq r<\infty$. Under the assumptions made, all terms in the first member of (3.84) converge to the obvious limits. Next we consider the first term in the last member. From the identity

$$
\begin{equation*}
u_{\varphi} V^{\prime}\left(u_{\varphi}\right)-V\left(u_{\varphi}\right)-\left(u V^{\prime}(u)-V(u)\right)=\left(u_{\varphi}-u\right) \int_{0}^{1} d \lambda \tilde{u} V^{\prime \prime}(\tilde{u}) \tag{3.85}
\end{equation*}
$$

with $\tilde{u}=\lambda u_{\varphi}+(1-\lambda) u$, we obtain, with $\chi$ being the characteristic function of Support $h^{\prime}$ and $\bar{\chi}$ that of Support $h^{\prime}+$ Support $\varphi$,

$$
\begin{equation*}
\|\chi(\cdot)\|_{1} \leqq C\left\|\chi\left(u_{\varphi}-u\right)\right\|_{2}\left\|\bar{\chi}|u|^{p+1}\right\|_{2} \tag{3.86}
\end{equation*}
$$

which converges to zero in $L_{\text {loc }}^{1}([0, T))$ by (3.82) and the Dominated Convergence Theorem.

The same argument shows that the contribution of $h^{\prime} u_{\varphi}$ in the last integral in (3.84) tends to zero as $\varphi$ tends to $\mathbb{1}$, so that the only term left uncontrolled at this stage in (3.84) is the contribution of $h D u_{\varphi}$ to that same integral. This proves (3.79).

Part 2. In the same way as in part 1 , we prove that $V^{\prime}\left(u_{\varphi}\right)-\varphi * V^{\prime}(u)$ now converges to zero in $L_{\text {loc }}^{2}\left([0, T), L_{\text {loc }}^{2}\right)$. In fact,

$$
V^{\prime}\left(u_{\varphi}\right)-V^{\prime}(u)=\left(u_{\varphi}-u\right) \int_{0}^{1} d \lambda V^{\prime \prime}(\tilde{u})
$$

so that by Lemma 3.3 (see (3.82)), with $\chi$ the characteristic function of a bounded interval $I$, and $\bar{\chi}$ that of $I+$ Support $\varphi$,

$$
\left\|\chi\left(V^{\prime}\left(u_{\varphi}\right)-V^{\prime}(u)\right)\right\|_{2} \leqq C\left\|u_{\varphi}-u\right\|_{2}\left\{\|\bar{\chi} u\|_{2}^{p}+\|\bar{\chi} u\|_{2}^{p / 2}\|\bar{\chi} D u\|_{2}^{p / 2}\right\},
$$

which tends to zero in $L_{\mathrm{loc}}^{2}([0, T))$ for $p \leqq 2$. Consequently, the integral in the left-hand side of (3.79) tends to zero for compactly supported $h$. This completes the proof of part 2.

Part 3. Let $\psi \in \mathscr{C}^{2}$ have compact support $[-R, R]$. Without loss of generality we can assume that $(0 \leqq) \psi^{\prime 2} \leqq C \psi$ and that $\|\psi\|_{1}=1$. We define $h_{a}^{ \pm}$by

$$
h_{a}^{ \pm}(x)= \pm \int_{\mp \infty}^{x} d y \psi_{a}(y)
$$

so that $h_{a}^{ \pm}(x)=1$ for $x \gtrless a \pm R$ and $h_{a}^{ \pm}(x)=0$ for $x \lessgtr a \mp R$. We apply the identity (I.1) with $h=h_{a}^{+} h_{b}^{-}$and $b-a \geqq 2 R$ to obtain

$$
\begin{gather*}
\langle u(t), h u(t)\rangle-\left\langle u_{0}, h u_{0}\right\rangle+3 \int_{0}^{t} d \tau\left\langle D u ;\left(\psi_{a}-\psi_{b}\right) D u\right\rangle(\tau) \\
-\int_{0}^{t} d \tau\left\langle u,\left(\psi_{a}^{\prime \prime}-\psi_{b}^{\prime \prime}\right) u\right\rangle(\tau)  \tag{3.87}\\
=-2 \int_{0}^{t} d \tau \int\left(\psi_{a}-\psi_{b}\right)\left(u V^{\prime}(u)-V(u)\right)(\tau) .
\end{gather*}
$$

By the same computation as in the proof of Lemma 3.2, applied with $h$ replaced by $\psi$ and $W(u)=u V^{\prime}(u)-V(u)$ (see especially (3.43)) and by using the support properties of $\psi$, we can estimate the contribution of $\psi_{b}$ to the right-hand side of (3.87) as

$$
\begin{align*}
& \left|2 \int_{0}^{t} d \tau \int \psi_{b}\left(u V^{\prime}(u)-V(u)\right)(\tau)\right| \\
& \leqq C \int_{0}^{t} d \tau\left\{\left\|\chi_{b} u\right\|_{2}^{p+2}+\left\|\chi_{b} u\right\|_{2}^{2+p / 2}\left\langle D u, \psi_{b} D u\right\rangle^{p / 4}\right\}(\tau)  \tag{3.88}\\
& \leqq C \int_{0}^{t} d \tau\left\|\chi_{b} u\right\|_{2}^{p+2}+C t^{1-p / 4}\left\{\int_{0}^{t} d \tau\left\langle D u, \psi_{b} D u\right\rangle(\tau)\right\}^{p / 4} \\
& \quad \times\left\|\chi_{b} u ; L^{\infty}\left([0, t], L^{2}\right)\right\|^{2+p / 2}
\end{align*}
$$

where $\chi_{b}$ is the characteristic function of $[b-R, b+R]$. From (3.87), (3.88), it follows that for fixed $a$, the integral

$$
y(t)=\int_{0}^{t} d \tau\left\langle D u, \psi_{b} D u\right\rangle(\tau)
$$

satisfies an inequality of the type

$$
y(t) \leqq A(t)+B(t) y(t)^{p / 4}
$$

with $A(t)$ and $B(t)$ uniformly bounded with respect to $b$ and therefore, for $p<4, y(t)$ is uniformly bounded with respect to $b$. By the same argument with $a$ and $b$ interchanged, this proves that $D u \in l^{\infty}\left(L_{\text {loc }}^{2}\left([0, T), L^{2}\right)\right)$. We next let $b$ tend to infinity for fixed $a$ in (3.87). From the previous fact, from (3.88), from the fact that $\left\|\chi_{b} u\right\|_{2}$ tends to zero pointwise in $t$ as $b \rightarrow \infty$, and from the Dominated Convergence Theorem, it follows that the contribution of $\psi_{b}^{\prime \prime}$ to the left-hand side of (3.87) and that of $\psi_{b}$ to the right-hand side tend to zero as $b \rightarrow \infty$. We then obtain the existence of the limit:

$$
\exists \lim _{b \rightarrow \infty} 3 \int_{0}^{t} d \tau\left\langle D u, \psi_{b} D u\right\rangle(\tau)=\left\langle u, h_{a}^{+} u\right\rangle(t)-\left\langle u_{0}, h_{a}^{+} u_{0}\right\rangle
$$

$$
\begin{align*}
& +3 \int_{0}^{t} d \tau\left\langle D u, \psi_{a} D u\right\rangle(\tau)-\int_{0}^{t} d \tau\left\langle u, \psi_{a}^{\prime \prime} u\right\rangle(\tau)  \tag{3.89}\\
& +2 \int_{0}^{t} d \tau \int \psi_{a}\left(u V^{\prime}(u)-V(u)\right)(\tau)
\end{align*}
$$

The same argument applies to the limit $a \rightarrow-\infty$ for fixed $b$. The fact that the limit in (3.80) depends on $\psi$ only through $\|\psi\|_{1}$ is easily seen by defining $h_{a}^{ \pm}$with two different functions $\psi_{a}^{+}, \psi_{b}^{-}$at $a$ and $b$, the only constraint being that $\left\|\psi^{+}\right\|_{1}=\left\|\psi^{-}\right\|_{1}$ in order that $h$ have compact support. The right-hand side of (3.89) then depends only on $\psi_{a}^{+}$ and is therefore independent of the specific choice of $\psi^{-}$satisfying that constraint.

Relation (3.81) follows by taking successively the limits $b \rightarrow+\infty$ and $a \rightarrow-\infty$ in (3.87), or $a \rightarrow-\infty$ in (3.89).

The last statement follows in one direction by applying the identity (I.1) for the (compactly supported) function $h_{a}^{+} h_{b}^{-}$with $h_{a}^{+}, h_{b}^{-}$defined as before, and letting $b \rightarrow \infty$ and $a \rightarrow-\infty$, and in the opposite direction by applying (I.1) with $h=h_{a}^{ \pm}$and letting $a$ tend to $\pm \infty$.

Remark 3.5. In the proof of part 3, we could have replaced the assumption that $V$ satisfies (3.4) with $p<4$ by the weaker semiboundedness condition (3.46) of Proposition 3.5, at the expense of using again the estimates of Lemma 3.2. We have refrained from doing so because we are interested in part 3 of Proposition 3.8 only in the more restricted context considered here.

Remark 3.6. Relation (3.81) suggests that under the weak assumptions made on the smoothness of solutions, the local $H^{1}$ norm may act as a source at $+\infty$ and/or a sink at $-\infty$ for the $L^{2}$ norm of the solutions, and some kind of boundary condition at $\pm \infty$ must be imposed to exclude that effect. Note also that if we are interested only in the estimates of the kind provided by Proposition 3.5, only the condition on $l_{1}^{+}(t)$ is important, since then for the relevant $h$, (I.1) is replaced by an inequality in the right direction.

Remark 3.7. If $u \in\left(L_{\text {loc }}^{\infty} \cap \mathscr{C}_{W}\right)\left([0, T), H^{1}\right)$, then (I.1) holds for any $h \in \mathscr{C}^{3}$ with compactly supported $h^{\prime}$ and condition (3.4) with $p \leqq 4$ is not needed for that purpose. (See Proposition 4.1 below.)

Using Propositions 3.5 and possibly 3.8 , we finally exhibit different uniqueness classes for (1.1) than those described in Proposition 3.1 for $p \leqq 2$ and in Propositions $3.2,3.6$, and 3.7 for $p \geqq 2$. We consider first the case $p \leqq 2$.

Proposition 3.9. Let $V$ satisfy (3.4) with $0<p \leqq 2$, let $\left(1+x_{+}\right)^{\beta / 2} u_{0} \in L^{2}$ with $\beta=1 / p-\frac{1}{4}$, and let $T>0$ (possibly $T=\infty$ ). Then (1.1) with initial data $u(0)=u_{0}$ has at most one solution satisfying (3.38), that is, condition

$$
\begin{equation*}
\liminf _{j \rightarrow+\infty}\left\|\chi_{j} D u ; L^{2}\left([0, t], L^{2}\right)\right\|=0 \tag{3.90}
\end{equation*}
$$

for all $t \in T$, and condition (3.7) with (3.9), (3.10). Any such solution satisfies

$$
\left(1+x_{+}\right)^{\beta / 2} u \in L_{\mathrm{loc}}^{\infty}\left([0, T), L^{2}\right) .
$$

Proof. The result follows immediately from Propositions 3.1, 3.5, and 3.8 and from Remark 3.6.

We next turn to the case $p \geqq 2$.
Proposition 3.10. Let $V$ satisfy (3.4) with $p \geqq 2$, let $u_{0} \in L^{2}$, and let $T>0$. Then (1.1) with initial data $u(0)=u_{0}$ has at most one solution $u$ satisfying (3.38), (I.1) for all $h \in \mathscr{C}^{3}$ with compactly supported $h^{\prime}$, and either of the two sets of conditions:
(1) $2 \leqq p<3,\left(1+x_{+}\right)^{\beta / 2} u_{0} \in L^{2}$ for $\beta=\frac{1}{2}-1 /(2 p)$, and $u$ satisfies $(3.17)_{ \pm}$.
(2) $2 \leqq p<\frac{7}{2},\left(1+x_{+}\right)^{1 / 8} u_{0} \in L^{2}$, and $u$ satisfies (3.59) $\pm$ with $q$ satisfying (3.61).

Proof. The result follows immediately from Propositions 3.2, 3.5, and 3.6 under conditions 1, and from Propositions 3.2, 3.5, and 3.7 under conditions 2.

Remark 3.8. We had to keep (3.90) in Proposition 3.9 and (I.1) in Proposition 3.10 as independent assumptions, since we are unable to derive (I.1) for solutions of (1.1) satisfying only (3.38). An unpleasant consequence is that it is unclear whether the uniqueness classes defined in Propositions 3.9 and 3.10 are suitable for existence proofs. In fact, all the relevant norms (including that of $D u$ in $l^{\infty}\left(L^{2}\left(\cdot, L^{2}\right)\right)$ ) are estimated a priori in terms of the initial data for smooth solutions, but conditions such as (3.90) are not preserved when taking weak-star limits.
4. Uniqueness of $\boldsymbol{H}^{1}$ solutions. In this section, we derive our results on the uniqueness of $H^{1}$ solutions of the GKdV equation (1.1), more precisely of solutions in $\left(L_{\text {loc }}^{\infty} \cap C_{W}\right)\left([0, T), H^{1}\right)$ for some $T>0$. Such solutions can also be called finite energy solutions: for such a solution, the energy

$$
\begin{equation*}
E(u)=\frac{1}{2}\|D u\|_{2}^{2}+\int d x V(u) \tag{4.1}
\end{equation*}
$$

is well defined for each $t \in[0, T)$ and formally conserved, i.e., $E(u(t))=$ const. Conversely, energy conservation and a semiboundedness property of $V$ imply an a priori estimate of the solution in $L^{\infty}\left([0, T), H^{1}\right)$ (see Proposition 4.4 below for more precise statements). $H^{1}$ solutions satisfy Propositions 3.5 and 3.8 with stronger conclusions and weaker assumptions on $V$. We state that and a related result immediately for later reference.

Proposition 4.1. Let $u_{0} \in H^{1}$, let $T>0$, and let $u \in\left(L_{\text {loc }}^{\infty} \cap C_{W}\right)\left([0, T), H^{1}\right)$ be a solution of (1.1) with initial data $u(0)=u_{0}$. Then:
(1) The identity (I.1) holds for all $h \in \mathscr{C}^{3}$ with compactly supported $h^{\prime}$. The $L^{2}$-norm of $u$ is conserved, namely, $\|u(t)\|_{2}=\left\|u_{0}\right\|_{2}$ for all $t \in[0, T)$.
(2) Let $h \in \mathscr{C}^{3}\left(\mathbb{R}, \mathbb{R}^{+}\right)$satisfy $0 \leqq h^{\prime} \leqq c_{1}(1+h), h^{\prime \prime \prime} \leqq c_{3}(1+h)$ and let $h^{1 / 2} u_{0} \in L^{2}$. Then $h^{1 / 2} u \in L_{\text {loc }}^{\infty}\left([0, T), L^{2}\right), h^{\prime 1 / 2} D u \in L_{\text {loc }}^{2}\left([0, T), L^{2}\right)$ and for all $t \in[0, T), h^{1 / 2} u$ is estimated in $L^{\infty}\left([0, t], L^{2}\right)$ and $h^{1 / 2} D u$ is estimated in $L^{2}\left([0, t], L^{2}\right)$ in terms of $t$, of $\left\|(1+h)^{1 / 2} u_{0}\right\|_{2}$ and of $\left\|D u ; L^{\infty}\left([0, t), L^{2}\right)\right\|$. In addition (I.1) holds for that specific $h$.
(3) $u \in l^{2}\left(L_{\text {loc }}^{\infty}\left([0, T), L^{2}\right)\right)$ and for all $t \in[0, T), u$ is estimated in $l^{2}\left(L^{\infty}\left([0, t], L^{2}\right)\right)$ in terms of $t$ and of $\left\|u ; L^{\infty}\left([0, t], H^{1}\right)\right\|$.

Proof. Part 1. By a Sobolev inequality and elementary arguments, $u \in$ $L_{\text {loc }}^{\infty}\left([0, T), L^{\infty}\right)$ and the map $u \rightarrow V^{\prime}(u)$ is continuous from $H^{1}$ to $L^{2}$. Part 1 is then proved in the same way as Proposition 3.8. In particular, the left-hand side of (3.79) tends to zero when $\varphi$ tends to $\mathbb{1}$.

Part 2. Part 2 is proved in the same way as Proposition 3.5, with the last term in (I.1) now simply estimated as

$$
\begin{equation*}
\left|2 \int h^{\prime}\left(u V^{\prime}(u)-V(u)\right)\right| \leqq M\left(\|u\|_{\infty}\right)\left\langle u, h^{\prime} u\right\rangle \tag{4.2}
\end{equation*}
$$

for some locally bounded function $M$. Note also that the statement on $h^{\prime 1 / 2} D u$ adds new information only if $h^{\prime}$ is unbounded.

Part 3. Let $\psi \in \mathscr{C}^{3}$ have compact support, and let $\chi$ be the characteristic function of the support of $\psi$. From (I.1) with $h=\psi$ we obtain by direct estimation

$$
\begin{align*}
&\langle u, \psi u\rangle(t) \leqq\left\langle u_{0}, \psi u_{0}\right\rangle+3 c_{1} \int_{0}^{t} d \tau\langle D u, \chi D u\rangle(\tau) \\
&+\int_{0}^{t} d \tau\|\chi u(\tau)\|_{2}^{2}\left(c_{3}+2 c_{1} M\left(\|u(\tau)\|_{\infty}\right)\right) \tag{4.3}
\end{align*}
$$

where $c_{1}=\left\|\psi^{\prime}\right\|_{\infty}, c_{3}=\left\|\psi^{\prime \prime \prime}\right\|_{\infty}$, and $M(\rho)=\sup _{\left|\rho^{\prime}\right| \leqslant \rho}\left|V^{\prime \prime}\left(\rho^{\prime}\right)\right|$. We now choose a function $\psi_{0} \in \mathscr{C}^{3}$ with $0 \leqq \psi_{0} \leqq 1, \psi_{0}(x)=1$ for $|x| \leqq \frac{1}{2}$ and $\psi_{0}(x)=0$ for $|x| \geqq 1$, and for all $j \in \mathbb{Z}$, we define $\psi_{j}$ by $\psi_{j}(x)=\psi_{0}(x-j)$. We apply (4.3) with $\psi=\psi_{j}$, take the norms in $L^{\infty}([0, t])$, and take the sum over $j$ to obtain

$$
\left\|u ; l^{2}\left(L^{\infty}\left([0, t], L^{2}\right)\right)\right\|^{2} \leqq 2\left\|u_{0}\right\|_{2}^{2}+6 c_{1} \int_{0}^{t} d \tau\|D u(\tau)\|_{2}^{2}
$$

$$
\begin{aligned}
&+2\left(c_{3}+2 c_{1} M\left(\left\|u ; L^{\infty}\left([0, t], L^{\infty}\right)\right\|\right)\right) \int_{0}^{t} d \tau\|u(\tau)\|_{2}^{2} \\
&=2\|u\|_{2}^{2}\left\{1+t\left(c_{3}+2 c_{1} M\left(\left\|u ; L^{\infty}\left([0, t], L^{\infty}\right)\right\|\right)\right)\right\} \\
&+6 c_{1}\left\|D u ; L^{2}\left([0, t], L^{2}\right)\right\|_{2}^{2}
\end{aligned}
$$

where the last equality follows from the conservation of the $L^{2}$-norm. Part 3 then follows from (4.4).

We now turn to our basic uniqueness result. As in § 3, it is based on a linear inequality for a suitable norm of the difference of two solutions. That inequality now arises from a variant of (I.1). In this section we will often assume (in addition to the general assumptions $\left.V \in \mathscr{C}^{2}, V(0)=V^{\prime}(0)=0\right)$ that $V^{\prime \prime}$ is absolutely continuous ( $\equiv A C$ ) with $V^{\prime \prime}(0)=0$ and with locally bounded (Radon-Nikodym or distributional) derivative $V^{\prime \prime \prime}$. We will, however, refrain from assuming $V \in \mathscr{C}^{3}$, since we do not want to exclude such cases as $V^{\prime \prime}(u)=|u|$.

Proposition 4.2. Let $V^{\prime \prime}$ be $A C$ with $V^{\prime \prime}(0)=0$, and let $V^{\prime \prime \prime}$ be locally bounded. Let $u_{0} \in H^{1}$, and let $T>0$ (possibly $T=\infty$ ). Then (1.1) with initial data $u(0)=u_{0}$ has at most one solution such that

$$
\begin{align*}
& u \in\left(L_{\mathrm{loc}}^{\infty} \cap C_{W}\right)\left([0, T), H^{1}\right),  \tag{4.5}\\
& \chi_{+} D u \in L_{\mathrm{loc}}^{1}\left([0, T), L^{\infty}\right) . \tag{4.6}
\end{align*}
$$

Proof. Let $u_{1}$ and $u_{2}$ be two solutions satisfying (4.5), (4.6) with common initial data $u_{1}(0)=u_{2}(0)=u_{0}$, let $w=u_{1}-u_{2}$, and let $h=h_{\alpha 0}$ for some $\alpha>0$. The proof is based on a variant of (I.1) satisfied by $w$. For clarity, we give only the algebraic part
of the proof of that identity in differential form. Under the smoothness assumption (4.5), the functional analytic details can be easily filled in by the mollifier method of Propositions 3.8 and 4.1. From (3.1) and the same computation as in the proof of Lemma 2.5 (see (2.44)), we obtain

$$
\begin{equation*}
\partial_{t}\langle w, h w\rangle+3\left\langle D w, h^{\prime} D w\right\rangle-\left\langle w, h^{\prime \prime \prime} w\right\rangle=2\left\langle w, h D\left(\tilde{V}^{\prime \prime} w\right)\right\rangle . \tag{4.7}
\end{equation*}
$$

For $x \geqq 0$, we use the identity

$$
2 w D\left(\tilde{V}^{\prime \prime} w\right)=D\left(w^{2} \tilde{V}^{\prime \prime}\right)+w^{2}\left(D \tilde{V}^{\prime \prime}\right)
$$

to obtain

$$
\begin{equation*}
2 \int_{0}^{\infty} d x h w D\left(\tilde{V}^{\prime \prime} w\right)=\left\langle w, h \chi_{+}\left(D \tilde{V}^{\prime \prime}\right) w\right\rangle-\left\langle w, h^{\prime} \chi_{+} \tilde{V}^{\prime \prime} w\right\rangle-\left(h w^{2} \tilde{V}^{\prime \prime}\right)(0) \tag{4.8}
\end{equation*}
$$

For $x \leqq 0$, we use the identity

$$
2 w D\left(\tilde{V}^{\prime \prime} w\right)=2 D\left(w^{2} \tilde{V}^{\prime \prime}\right)-2 w(D w) \tilde{V}^{\prime \prime}
$$

to obtain

$$
\begin{equation*}
2 \int_{-\infty}^{0} d x h w D\left(\tilde{V}^{\prime \prime} w\right)=-2\left\langle D w, h \chi_{-} \tilde{V}^{\prime \prime} w\right\rangle-2\left\langle w, h^{\prime} \chi_{-} \tilde{V}^{\prime \prime} w\right\rangle+2\left(h w^{2} \tilde{V}^{\prime \prime}\right)(0) \tag{4.9}
\end{equation*}
$$

Adding (4.8) and (4.9), we obtain

$$
\begin{align*}
2\left\langle w, h D\left(\tilde{V}^{\prime \prime} w\right)\right\rangle= & \left\langle w, h \chi_{+}(D \tilde{V}) w\right\rangle-\left\langle w, h^{\prime} \chi_{+} \tilde{V}^{\prime \prime} w\right\rangle-2\left\langle w, h^{\prime} \chi_{-} \tilde{V}^{\prime \prime} w\right\rangle  \tag{4.10}\\
& -2\left\langle D w, h \chi_{-} \tilde{V}^{\prime \prime} w\right\rangle+\tilde{V}^{\prime \prime}(0)\left(\left\langle w, h^{\prime} \chi_{-} w\right\rangle+2\left\langle D w, h \chi_{-} w\right\rangle\right)
\end{align*}
$$

(the argument denoted as zero in (4.8)-(4.10) is the space variable $x$ ). Using the properties of $h$, namely, $\chi_{-} h^{\prime}=\alpha \chi_{-} h$ and $0 \leqq \chi_{+} h^{\prime} \leqq \alpha_{+} h$, and an elementary quadratic inequality, from (4.10) we obtain

$$
\begin{align*}
2\left\langle w, h D\left(\tilde{V}^{\prime \prime} w\right)\right\rangle \leqq & \left(\left\|\chi_{+} D \tilde{V}^{\prime \prime}\right\|_{\infty}+3 \alpha\left\|\tilde{V}^{\prime \prime}\right\|_{\infty}+2 \alpha^{-1}\left\|\chi_{-} \tilde{V}^{\prime \prime}\right\|_{\infty}^{2}\right)  \tag{4.11}\\
& \times\langle w, h w\rangle+2\left\langle D w, h^{\prime} \chi_{-} D w\right\rangle .
\end{align*}
$$

The result now follows from (4.7) and (4.11) by Gronwall's inequality, insofar as $\tilde{V}^{\prime \prime} \in L_{\text {loc }}^{2}\left([0, T), L^{\infty}\right)$ and $\chi_{+} D \tilde{V}^{\prime \prime} \in L_{\text {loc }}^{1}\left([0, T), L^{\infty}\right)$. The former property follows from (4.5), actually with $L^{\infty}$ instead of $L^{2}$ in time, while the latter follows from (4.6) and the additional assumption on $V^{\prime \prime}$.

Remark 4.1. Condition (4.6) of Proposition 4.2 may seem inadequate for a later treatment of the existence problem along the lines sketched in the Introduction, since $L^{1}$ is not the dual of a Banach space. However, we can replace $L^{1}$ by $L^{q}$ with any $q \geqq 1$ in (4.6) and the subsequent a priori estimates will actually hold with $q=6$.

The remaining part of this section is devoted to the analysis of conditions (4.6) for $H^{1}$ solutions. As will become clear in the subsequent discussion, the fact that no difficulty arises from the lack of local regularity, namely, for high values of $p$ in (3.4), is in contrast to the case of $L^{2}$ solutions considered in the previous section. On the other hand, there remains a difficulty, caused by the lack of decrease at infinity in space, giving rise in particular to the lower bound $p>\frac{3}{2}$ if no further assumption is made on $u_{0}$ than $u_{0} \in H^{1}$. An important tool in overcoming that difficulty is a second
well-known identity [10], satisfied by the solutions of (1.1), which we will henceforth refer to as (I.2) and which we formulate in the following integral form:

$$
\begin{aligned}
&\langle D u, h D u\rangle(t)+2 \int h V(u(t))+3 \int_{0}^{t} d \tau\left\langle D^{2} u, h^{\prime} D^{2} u\right\rangle(\tau)+\int_{0}^{t} d \tau \int h^{\prime} V^{\prime}(u(\tau))^{2} \\
&=\left\langle D u_{0}, h D u_{0}\right\rangle+2 \int h V\left(u_{0}\right) \\
&+\int_{0}^{t} d \tau\left\{\left\langle D u, h^{\prime \prime \prime} D u\right\rangle(\tau)+2 \int h^{\prime \prime \prime} V(u(\tau))-4\left\langle D u, h^{\prime} D V^{\prime}(u)\right\rangle(\tau)\right\} .
\end{aligned}
$$

Clearly (I.2) makes sense for $h \in \mathscr{C}^{3}$ with compactly supported $h^{\prime}$ provided

$$
\begin{equation*}
u \in\left(L_{\mathrm{loc}}^{\infty} \cap C_{w}\right)\left([0, T), H^{1}\right) \cap L_{\mathrm{loc}}^{2}\left([0, T), H_{\mathrm{loc}}^{2}\right) . \tag{4.12}
\end{equation*}
$$

Identity (I.2) can be used to derive weighted $H^{1}$ estimates for solutions of (1.1) in the same way as (I.1) was used to derive weighted $L^{2}$ estimates for those solutions. We could therefore proceed immediately to the derivation of those estimates, in close analogy with Proposition 3.5, by assuming (I.2), and leave its derivation for a later stage, in analogy with our treatment of (I.1) in §3. However, the situation for (I.2) is better than that for (I.1), and we are almost able to derive (I.2) for solutions of (1.1) satisfying (4.12). We will therefore reverse the order and begin with the derivation of (I.2).

Proposition 4.3. Let $T>0$, let $u_{0} \in H^{1}$, and let $u$ be a solution of (1.1) with initial data $u(0)=u_{0}$ satisfying (4.12). Then:
(1) For any $h \in \mathscr{C}^{3}$ with compact support, for any $t \in[0, T)$, $u$ satisfies (I.2). Furthermore, $u \in l^{\infty}\left(L_{\mathrm{loc}}^{2}\left([0, T), H^{2}\right)\right)$ and for all $\psi \in \mathscr{C}^{2}$ with compact support, for all $t \in[0, T)$, the following limits exist:

$$
\begin{equation*}
\exists \lim _{a \rightarrow \pm \infty} 3 \int_{0}^{t} d \tau\left\langle D^{2} u, \psi_{a} D^{2} u\right\rangle(\tau)=2\|\psi\|_{1} l_{2}^{ \pm}(t) \tag{4.13}
\end{equation*}
$$

where $\psi_{a}$ is defined by $\psi_{a}(x)=\psi(x-a)$. The functions $l_{2}^{ \pm}(t)$ are nondecreasing in $t$ and satisfy

$$
\begin{equation*}
l_{2}^{+}(t)-l_{2}^{-}(t)=E(u(t))-E\left(u_{0}\right) \tag{4.14}
\end{equation*}
$$

for all $t \in[0, T)$. Identity (I.2) holds for all $h \in \mathscr{C}^{3}$ with compactly supported $h^{\prime}$ if and only if $l_{2}^{ \pm}(t)=0$ for all $t \in[0, T)$.
(2) Assume in addition either that

$$
\begin{equation*}
\liminf _{j \rightarrow \pm \infty}\left\|\chi_{j} D^{2} u ; L^{2}\left([0, t], L^{2}\right)\right\|=0 \tag{4.15}
\end{equation*}
$$

for all $t \in[0, T)$, or that $V$ satisfies (3.4) for some $p \geqq 2$ and for all $\rho \in[-1,1]$. Then (I.2) holds for all $h \in \mathscr{C}^{3}$ with compactly supported $h^{\prime}$.

Proof. Part 1. We first remark that the map $u \rightarrow V^{\prime}(u)$ is continuous from $H^{1}$ to $H^{1}$. In fact, since $D V^{\prime}(u)=V^{\prime \prime}(u) D u$, it suffices to prove that the map $u \rightarrow V^{\prime \prime}(u)$ is continuous from $H^{1}$ to $L^{\infty}$. This follows from the continuous embedding $H^{1} \subset L^{\infty}$ and from the fact that $V^{\prime \prime}$ is uniformly continuous on bounded intervals.

We now turn to the proof of (I.2). We use the same mollifier method as in the proof of Proposition 3.6. From (3.83), we obtain by the same computation as in the
proof of Lemma 2.5 (see (2.44))

$$
\begin{align*}
&\left\langle D u_{\varphi}, h D u_{\varphi}\right\rangle(t)-\left\langle\varphi * D u_{0}, h\left(\varphi * D u_{0}\right)\right\rangle+3 \int_{0}^{t} d \tau\left\langle D^{2} u_{\varphi}, h^{\prime} D^{2} u_{\varphi}\right\rangle(\tau) \\
&-\int_{0}^{t} d \tau\left\langle D u_{\varphi}, h^{\prime \prime \prime} D u_{\varphi}\right\rangle(\tau)=2 \int_{0}^{t} d \tau\left\langle D u_{\varphi}, h D^{2}\left(\varphi * V^{\prime}(u)\right)\right\rangle(\tau) \tag{4.16}
\end{align*}
$$

The integrand on the right-hand side of (4.16) can be rewritten as

$$
\begin{aligned}
&\left\langle D u_{\varphi}, h D^{2}\left(\varphi * V^{\prime}(u)\right)\right\rangle=\left\langle D^{2} u_{\varphi}, h D\left(V^{\prime}\left(u_{\varphi}\right)-\varphi * V^{\prime}(u)\right)\right\rangle \\
& \quad-\left\langle D u_{\varphi}, h^{\prime} D\left(\varphi * V^{\prime}(u)\right)\right\rangle \\
&\left.+\left\langle D^{2} u_{\varphi}, h^{\prime} V^{\prime}\left(u_{\varphi}\right)\right\rangle+D^{3} u_{\varphi}, h V^{\prime}\left(u_{\varphi}\right)\right\rangle .
\end{aligned}
$$

Again using (3.83) to re-express the last term, we obtain by an elementary computation

$$
\begin{align*}
\cdots=-\partial_{t} \int & h V\left(u_{\varphi}\right)-\frac{1}{2}\left\langle\varphi * V^{\prime}(u), h^{\prime}\left(\varphi * V^{\prime}(u)\right)\right\rangle+\int h^{\prime \prime \prime} V\left(u_{\varphi}\right) \\
& -\left\langle D u_{\varphi}, h^{\prime} D\left(\varphi * V^{\prime}(u)+V^{\prime}\left(u_{\varphi}\right)\right)\right\rangle  \tag{4.18}\\
& +\left\langle D\left(\varphi * V^{\prime}(u)\right), h\left(V^{\prime}\left(u_{\varphi}\right)-\varphi * V^{\prime}(u)\right)\right\rangle \\
& +\left\langle D^{2} u_{\varphi}, h D\left(V^{\prime}\left(u_{\varphi}\right)-\varphi * V^{\prime}(u)\right)\right\rangle .
\end{align*}
$$

We substitute (4.18) into the right-hand side of (4.16) and take the limit $\varphi \rightarrow \mathbb{\mathbb { 1 }}$ wherever possible. By using only the assumptions that $u \in L_{\text {loc }}^{\infty}\left([0, T), H^{1}\right)$ and $h \in \mathscr{C}^{3}$ with compactly supported $h^{\prime}$, we obtain from the fact that $u_{\varphi}$ tends to $u$, and that $\varphi * V^{\prime}(u)$ and $V^{\prime}\left(u_{\varphi}\right)$ tend to $V^{\prime}(u)$ in $H^{1}$, that all terms tend to the obvious limits. Possible exceptions are the first integral on the left-hand side of (4.16) and the contribution of the last term in (4.18). If in addition $u \in L_{\text {loc }}^{2}\left([0, T), H_{\text {loc }}^{2}\right)$, the former integral also tends to the obvious limit, so that

$$
\begin{align*}
\exists \lim _{\varphi \rightarrow 0} 2 & \int_{0}^{t} d \tau\left\langle D^{2} u_{\varphi}, h D\left(V^{\prime}\left(u_{\varphi}\right)-\varphi * V^{\prime}(u)\right)\right\rangle(\tau) \\
=\langle & D u, h D u\rangle(t)+2 \int h V(u(t))+3 \int_{0}^{t} d \tau\left\langle D^{2} u, h^{\prime} D^{2} u\right\rangle(\tau)  \tag{4.19}\\
& +\int_{0}^{t} d \tau \int h^{\prime} V^{\prime}(u(\tau))^{2}-\left\langle D u_{0}, h D u_{0}\right\rangle-2 \int h V\left(u_{0}\right) \\
& -\int_{0}^{t} d \tau\left\{\left\langle D u, h^{\prime \prime \prime} D u\right\rangle(\tau)+2 \int h^{\prime \prime \prime} V(u(\tau))-4\left\langle D u, h^{\prime} D V^{\prime}(u)\right\rangle(\tau)\right\} .
\end{align*}
$$

Furthermore, the integral on the left-hand side of (4.19) tends to zero when $\varphi \rightarrow \mathbb{1}$ if in addition $h$ has compact support, thereby proving (I.2) in that special case. The remaining statements in part 1 of the proposition are proved by the same method as part 3 of Proposition 3.8, using, in particular, (I.2) with $h=h_{a}^{+} h_{b}^{-}$and letting $a$ (respectively, $b$ ) vary and/or tend to $-\infty$ (respectively, $+\infty$ ) for fixed $b$ (respectively, $a)$. We omit the details.

Part 2. Under assumption (4.15), we obtain from (4.13) that $l_{2}^{ \pm}(t)=0$ and (I.2) for $h \in \mathscr{C}^{3}$ with compactly supported $h^{\prime}$ follow from the last statement of part 1 . To prove (I.2) under the additional assumption on $V$ we start from (4.19) and prove directly that the left-hand side is zero. Since $D^{2} u \in l^{\infty}\left(L^{2}\left([0, t], L^{2}\right)\right)$ by part 1 , it suffices
to prove that $D\left(V^{\prime}\left(u_{\varphi}\right)-\varphi * V^{\prime}(u)\right)$ tends to zero in $l^{1}\left(L^{2}\left([0, t], L^{2}\right)\right)$. Since $V^{\prime}\left(u_{\varphi}\right)$ and $\varphi * V^{\prime}(u)$ tend to $V^{\prime}(u)$ in $H^{1}$ for each $t$, that fact will follow from the Dominated Convergence Theorem and from an estimate of $D V^{\prime}(u)$ and $D V^{\prime}\left(u_{\varphi}\right)$ uniformly in $\varphi$. We concentrate on $D V^{\prime}(u)$. The same estimate will hold for $D V^{\prime}\left(u_{\varphi}\right)$. By the additional assumption on $V$, it is sufficient to estimate $|u|^{p} D u$. Now from Lemma 3.3, we obtain

$$
\begin{equation*}
\left\|\chi_{j}|u|^{p} D u\right\|_{2} \leqq C\left(\left\|\chi_{j} D u\right\|_{2}\left\|\chi_{j} u\right\|_{2}^{p}+\left\|\chi_{j} D u\right\|_{2}^{1+p / 2}\left\|\chi_{j} u\right\|_{2}^{p / 2}\right) \tag{4.20}
\end{equation*}
$$

so that by the Hölder inequality

$$
\begin{align*}
& \left\||u|^{p} D u ; l^{1}\left(L^{2}\left([0, t], L^{2}\right)\right)\right\| \\
& \leqq C\left\{\left\|D u ; L^{2}\left([0, t], L^{2}\right)\right\|\left\|u ; l^{2 p}\left(L^{\infty}\left([0, t], L^{2}\right)\right)\right\|\right.  \tag{4.21}\\
& \left.\quad+\left\|D u ; l^{p+2}\left(L^{p+2}\left([0, t], L^{2}\right)\right)\right\|^{1+p / 2}\left\|u ; l^{p}\left(L^{\infty}\left([0, t], L^{2}\right)\right)\right\|^{p / 2}\right\} .
\end{align*}
$$

The result now follows from the fact that $D u \in L^{\infty}\left([0, t], L^{2}\right) \subset l^{q}\left(L^{q}\left([0, t], L^{2}\right)\right)$ for all $q, 2 \leqq q \leqq \infty$, and that $u \in l^{2}\left(L^{\infty}\left([0, t], L^{2}\right)\right) \subset l^{q}\left(L^{\infty}\left([0, t], L^{2}\right)\right)$ for all $q \geqq 2$ by Proposition 4.1, part 3.

We now turn to the derivation of weighted $L^{\infty}\left(H^{1}\right)$ estimates for solutions of (1.1), in close analogy with Proposition 3.5.

Proposition 4.4. Let $V$ satisfy the conditions

$$
\begin{gather*}
\lim _{|\rho| \rightarrow \infty}|\rho|^{-6} V_{-}(\rho)=0,  \tag{4.22}\\
V_{-}(\rho) \leqq C|\rho|^{p+2} \quad \text { for all } \rho \in[-1,1], \tag{4.23}
\end{gather*}
$$

for some $p, 0 \leqq p<4$, and some $C \geqq 0$. Let $T>0$, let $u_{0} \in H^{1}$, and let $u$ be a solution of (1.1) with initial data $u(0)=u_{0}$, satisfying (4.12), and such that (I.2) holds for all $h \in \mathscr{C}^{3}$ with compactly supported $h^{\prime}$. Then:
(1) The energy is conserved, namely, $E(u(t))=E\left(u_{0}\right)$ for all $t \in T$, and $u$ is estimated in $L^{\infty}\left([0, T), H^{1}\right)$ in terms of $\left\|u_{0} ; H^{1}\right\|$.
(2) $D^{2} u \in l^{\infty}\left(L_{\text {loc }}^{2}\left([0, T), L^{2}\right)\right)$, and for all $t \in[0, T), D^{2} u$ is estimated in $l^{\infty}\left(L^{2}\left([0, t], L^{2}\right)\right)$ in terms of $t$ and $\left\|u_{0} ; H^{1}\right\|$.
(3) Let $h \in \mathscr{C}^{3}\left(\mathbb{R}, \mathbb{R}^{+}\right)$satisfy $0 \leqq h^{\prime} \leqq c_{1}(1+h)$ and $\left|h^{\prime \prime \prime}\right| \leqq c_{3}(1+h)$. Let $h^{1 / 2} D u_{0} \in$ $L^{2}, \quad h V_{+}\left(u_{0}\right) \in L^{1}$, and let $h^{\nu / 2} u, \quad(1+h)^{-1 / 2} h^{\prime} u \in L_{\text {loc }}^{\infty}\left([0, T), L^{2}\right)$, where $\nu=$ $(4-p) /(4+p)$. Then $h^{1 / 2} D u \in L_{\text {loc }}^{\infty}\left([0, T), L^{2}\right), h V_{+}(u) \in L_{\text {loc }}^{\infty}\left([0, T), L^{1}\right), h^{1 / 2} D^{2} u \in$ $L_{\mathrm{loc}}^{2}\left([0, T) ; L^{2}\right), h^{1 / 2} V^{\prime}(u) \in L_{\mathrm{loc}}^{2}\left([0, T) ; L^{2}\right)$, and for all $t \in[0, T)$, the corresponding norms in the interval $[0, t]$ are estimated in terms of $t$, of $\left\|(1+h)^{1 / 2} D u_{0}\right\|_{2}$, of $\left\|h V_{+}\left(u_{0}\right)\right\|_{1}$, and of the norms of $(1+h)^{\nu / 2} u$ and $(1+h)^{-1 / 2} h^{\prime} u$ in $L^{\infty}\left([0, t], L^{2}\right)$. In addition, (I.2) holds for that specific choice of $h$.

Proof. Part 1. Part 1 follows from (I.2) with $h \equiv 1$ and from Lemma 3.2 applied with $h \equiv 1$ and $W=V_{-}$.

Next we consider an $h$ with compactly supported $h^{\prime}$. From (I.2) with $h$ replaced by ( $1+h$ ) we obtain

$$
\begin{align*}
& \langle D u,(1+h) D u\rangle(t)+2 \int(1+h) V(u(t))+3 \int_{0}^{t} d \tau\left\langle D^{2} u, h^{\prime} D^{2} u\right\rangle(\tau) \\
& \quad+\int_{0}^{t} d \tau \int h^{\prime} V^{\prime}(u(\tau))^{2} \leqq\left\langle D u_{0},(1+h) D u_{0}\right\rangle+2 \int(1+h) V\left(u_{0}\right) \\
& +\int_{0}^{t} d \tau\left\{\left(c_{3}+4 c_{1}\left\|V^{\prime \prime}(u) ; L^{\infty}\left([0, t], L^{\infty}\right)\right\|\right)\langle D u,(1+h) D u\rangle(\tau)\right.  \tag{4.24}\\
& \left.+2 c_{3} \int(1+h)|V(u(\tau))|\right\} .
\end{align*}
$$

From Lemma 3.2 (see especially (3.41)) applied with $W=V_{-}$and $h$ replaced by ( $1+h$ ), it follows that the quantity

$$
\begin{equation*}
F(u)=\langle D u,(1+h) D u\rangle+\int(1+h) V(u)+C \tag{4.25}
\end{equation*}
$$

is positive in the interval $[0, t]$ for some constant $C \geqq 0$ depending only on the norms of $(1+h)^{\nu / 2} u$ and $(1+h)^{-1 / 2} h^{\prime} u$ in $L^{\infty}\left([0, t], L^{2}\right)$. Furthermore, $F$ satisfies an inequality of the type

$$
\begin{align*}
& F(u(t))+3 \int_{0}^{t} d \tau\left\langle D^{2} u, h^{\prime} D^{2} u\right\rangle(\tau)+\int_{0}^{t} d \tau \int h^{\prime} V^{\prime}(u(\tau))^{2} \\
& \quad \leqq F\left(u_{0}\right)+A+B \int_{0}^{t} d \tau F(u(\tau)) \tag{4.26}
\end{align*}
$$

by Lemma 3.2 again and by part 1 , with $A$ and $B$ depending only on $\left\|u_{0} ; H^{1}\right\|$ and on the norms of $(1+h)^{\nu / 2} u$ and $(1+h)^{-1 / 2} h^{\prime}$ in $L^{\infty}\left([0, t], L^{2}\right)$.

Part 2. Part 2 now follows from (4.26) applied with the same $h$ as in the proof of Proposition 3.5, part 1. (Note, in particular, that for that choice, $A$ and $B$ in (4.26) and $C$ in (4.25) are estimated in terms of $\left\|u_{0} ; H^{1}\right\|$ and that $F(u(t))$ is estimated in terms of $\left\|u_{0} ; H^{1}\right\|$ uniformly in $t$.)

Part 3. Part 3 follows from (4.25) and (4.26) by approximating $h$ by a sequence of functions $h_{N}$ with compactly supported $h_{N}^{\prime}$ as in the proof of Proposition 3.5, part 2, estimating the corresponding $F_{N}$ uniformly in $N$ by (4.26) and the Gronwall inequality, taking the limit $N \rightarrow \infty$, and again applying Lemma 3.2. We omit the details.

Remark 4.2. In the applications, the fact that $h^{\nu / 2} u$ and $(1+h)^{-1 / 2} h^{\prime} u$ belong to $L_{\text {loc }}^{\infty}\left([0, T), L^{2}\right)$ will follow from the obvious assumptions on $u_{0}$ through Proposition 4.1. We have kept these properties as assumptions in Proposition 4.4 to avoid additional assumptions on $h$ that would be irrelevant for the main estimate (4.24).

We now come back to the analysis of condition (4.6). We first give an elementary treatment thereof that is inspired by the estimates of $\S 3$ and makes it possible to exhibit a different uniqueness class.

Proposition 4.5. Let $V$ satisfy (3.4) for some $p \geqq 1$ and all $\rho \in[-1,1]$. Let $T>0$, and let $u_{0} \in H^{1}$ be such that $\left(1+x_{+}\right)^{\beta / 2} u_{0} \in L^{2}$ and $\left(1+x_{+}\right)^{\gamma / 2} D u_{0} \in L^{2}$ for some $\beta, \gamma \geqq 0$ satisfying

$$
\begin{equation*}
(p+1)(\beta+\gamma) \geqq 1 \tag{4.27}
\end{equation*}
$$

(1) Let $u$ be a solution of (1.1) with initial data $u(0)=u_{0}$, satisfying (4.5) and in addition

$$
\begin{equation*}
\left(1+x_{+}\right)^{\gamma / 2} D u \in L_{\mathrm{loc}}^{\infty}\left([0, T), L^{2}\right) . \tag{4.28}
\end{equation*}
$$

Then $u$ also satisfies

$$
\begin{equation*}
\chi_{+} D u \in L_{\mathrm{loc}}^{6}\left([0, T), L^{\infty}\right) \tag{4.29}
\end{equation*}
$$

and for all $t \in[0, T), \chi_{+}$Du is estimated in $L^{6}\left([0, t], L^{\infty}\right)$ in terms of $t$, of $\left\|\left(1+x_{+}\right)^{\beta / 2} u_{0}\right\|_{2}$, and of the norm of $\left(1+x_{+}\right)^{\gamma / 2} \mathrm{Du}$ in $L^{\infty}\left([0, t], L^{2}\right)$.
(2) In addition let $V^{\prime \prime}$ be $A C$ with $V^{\prime \prime}(0)=0$ and $V^{\prime \prime \prime}$ locally bounded. Then (1.1) with initial data $u(0)=u_{0}$ has at most one solution satisfying (4.5) and (4.28). Any such solution satisfies (4.29).

Proof. Part 1. Let $u$ be a solution of (1.1) with $u(0)=u_{0}$, satisfying (4.5) and (4.28). Du satisfies

$$
\begin{align*}
D u(t) & =U(t) D u_{0}+\int_{0}^{t} d \tau U(t-\tau) D\left(V^{\prime \prime}(u) D u\right)(\tau)  \tag{4.30}\\
& \equiv U(t) D u_{0}+J(t)
\end{align*}
$$

We estimate the free term by (2.14) as

$$
\begin{equation*}
\left\|U(\cdot) D u_{0} ; L^{6}\left(\mathbb{R}^{+}, L^{\infty}\right)\right\| \leqq C\left\|D u_{0}\right\|_{2} . \tag{4.31}
\end{equation*}
$$

Using the fact that $\chi_{+} \leqq h_{\alpha 0} \leqq C$ and the estimate (2.35) we obtain for $\chi_{+} J$

$$
\left\|\chi_{+} J ; L^{\infty}\left([0, t], L^{\infty}\right)\right\| \leqq C(t) t^{1 / 4}\left\|\left(1+x_{+}\right)^{1 / 4} V^{\prime \prime}(u) D u ; L^{\infty}\left([0, t], L^{1}\right)\right\| .
$$

By (3.4) for $|\rho| \leqq 1$, the last norm is estimated as

$$
M\left(\left\|u ; L^{\infty}\left([0, t], L^{\infty}\right)\right\|\right)\left\|\left(1+x_{+}\right)^{1 / 4}|u|^{p} D u ; L^{\infty}\left([0, t], L^{1}\right)\right\| .
$$

Next we estimate for each $t$

$$
\left\|\left(1+x_{+}\right)^{1 / 4}|u|^{p} D u\right\|_{1} \leqq\left\|\left(1+x_{+}\right)^{\beta / 2} u\right\|_{2}\left\|\left(1+x_{+}\right)^{\gamma / 2} D u\right\|_{2}\left\|\left(1+x_{+}\right)^{\varepsilon} u^{2}\right\|_{\infty}^{(p-1) / 2}
$$

with $(p-1) \varepsilon=\frac{1}{2}-\beta-\gamma$. For $\varepsilon \leqq 0$, the last norm is estimated by $\left(2\|u\|_{2}\|D u\|_{2}\right)^{1 / 2}$. For $\varepsilon>0$, we obtain by derivation and integration

$$
\left\|\left(1+x_{+}\right)^{\varepsilon} u^{2}\right\|_{\infty} \leqq C\left(\left\|\left(1+x_{+}\right)^{\beta / 2} u\right\|_{2}^{2}+\left\|\left(1+x_{+}\right)^{\beta / 2} u\right\|_{2}\left\|\left(1+x_{+}\right)^{\gamma / 2} D u\right\|_{2}\right)
$$

provided $\varepsilon-1 \leqq \beta$ and $\varepsilon \leqq(\beta+\gamma) / 2$. The latter condition is identical to (4.27) while the former reduces to

$$
(p+1)(\beta+\gamma)+(p-1)(\beta-\gamma+2) \geqq 1
$$

and follows from (4.27) provided $\gamma \leqq 2$, a condition that we can impose without loss of generality. Collecting the previous estimates, we obtain

$$
\begin{align*}
& \left\|\chi_{+} J ; L^{\infty}\left([0, t], L^{\infty}\right)\right\| \\
& \qquad \begin{array}{l}
\leqq C(t) t^{1 / 4} M\left(\left\|u ; L^{\infty}\left([0, t], L^{\infty}\right)\right\|\right) \\
\times\left\{\left\|\left(1+x_{+}\right)^{\beta / 2} u ; L^{\infty}\left([0, t], L^{2}\right)\right\|^{p}\left\|\left(1+x_{+}\right)^{\gamma / 2} D u ; L^{\infty}\left([0, t], L^{2}\right)\right\|\right. \\
\quad+\left\|\left(1+x_{+}\right)^{\beta / 2} u ; L^{\infty}\left([0, t], L^{2}\right)\right\|^{(p+1) / 2} \\
\left.\quad \times\left\|\left(1+x_{+}\right)^{\gamma / 2} D u ; L^{\infty}\left([0, t], L^{2}\right)\right\|^{(p+1) / 2}\right\} .
\end{array} \tag{4.32}
\end{align*}
$$

The last two norms in (4.32) are controlled, respectively, by Proposition 4.1, part 2 applied with $h=h_{0 \beta}$, and by (4.28).

Part 1 then follows from (4.31) and (4.32).
Part 2. Part 2 follows immediately from part 1 and Proposition 4.2.
Proposition 4.5 enables us to cover the case of the ordinary KdV equation corresponding to $p=1$. In that case, (4.27) reduces to $\beta+\gamma \geqq \frac{1}{2}$. On the other hand, it does not yield uniqueness under the assumption that $u_{0} \in H^{1}$ only, even for higher values of $p$. We now turn to a more elaborate method for ensuring (4.6), which will remedy that defect. The general result stated in Proposition 4.6 below contains as a special case a result obtained previously by Tsutsumi [22], according to which uniqueness holds for $H^{1}$ data provided $p>\frac{3}{2}$ in (3.4). Since that result has special interest and since its proof is simpler than that of the more general one, we state it separately.

Proposition 4.6. Let $V^{\prime \prime}$ be $A C$ with $V^{\prime \prime}(0)=0$ and $V^{\prime \prime \prime}$ locally bounded, and let $V$ satisfy (3.4) for some $p \geqq 1$ and all $\rho \in[-1,1]$. Let $T>0$ and let $u_{0} \in H^{1}$. Then:
(1) Let $p>\frac{3}{2}$. Let $u$ be a solution of (1.1) with initial data $u(0)=u_{0}$, satisfying (4.12). Then $u$ also satisfies

$$
\begin{equation*}
D u \in L_{\mathrm{loc}}^{6}\left([0, T), L^{\infty}\right) \tag{4.33}
\end{equation*}
$$

and for all $t \in[0, T), D u$ is estimated in $L^{6}\left([0, t], L^{\infty}\right)$ in terms of $t$, of the norms of $u$ in $L^{\infty}\left([0, t], H^{1}\right)$ and of $D^{2} u$ in $l^{\infty}\left(L^{2}\left([0, t], L^{2}\right)\right)$.
(2) Let $p>\frac{3}{2}$. Then (1.1) with initial data $u(0)=u_{0}$ has at most one solution satisfying (4.12). Any such solution satisfies (4.33).

In addition let $u_{0}$ satisfy $\left(1+x_{+}\right)^{\beta / 2} u_{0} \in L^{2}$ and $\left(1+x_{+}\right)^{\gamma / 2} D u_{0} \in L^{2}$ for some $\beta$, $\gamma \geqq 0$ satisfying

$$
\begin{equation*}
(3-p)_{+} \beta+(p-1)(2+3 \min (\beta, \gamma))>1 \tag{4.34}
\end{equation*}
$$

Then:
(3) Let $u$ be a solution of (1.1) with initial data $u(0)=u_{0}$, satisfying (4.12) and (4.28). Then $u$ also satisfies (4.29), and for all $t \in[0, T), \chi_{+} D u$ is estimated in $L^{6}\left([0, t], L^{\infty}\right)$ in terms of $t$, of $\left\|\left(1+x_{+}\right)^{\beta / 2} u_{0}\right\|_{2}$ and of the norms of $\left(1+x_{+}\right)^{\gamma / 2} D u$ in $L^{\infty}\left([0, t], L^{2}\right)$ and of $D^{2} u$ in $l^{\infty}\left(L^{2}\left([0, t], L^{2}\right)\right)$.
(4) Equation (1.1) with initial data $u(0)=u_{0}$ has at most one solution satisfying (4.12) and (4.28). Any such solution satisfies (4.29).

Proof. Part 1. Let $u$ be a solution of (1.1) with $u(0)=u_{0}$ satisfying (4.12). By Proposition 4.1, part 3, $u \in l^{2}\left(L_{\text {loc }}^{\infty}\left([0, T), L^{2}\right)\right)$. We estimate $D u$ by using (4.30) and estimating the free term by (4.31). We then split $J$ as follows:

$$
\begin{equation*}
J(t)=J_{1}(t)+J_{2}(t)=\int_{0}^{t} d \tau U(t-\tau)\left\{V^{\prime \prime \prime}(u)(D u)^{2}+V^{\prime \prime}(u) D^{2} u\right\}(\tau) \tag{4.35}
\end{equation*}
$$

where $J_{1}$ and $J_{2}$ are the contributions of the terms in the last bracket. We estimate $J_{1}$ by the use of (2.9) as

$$
\begin{align*}
\left\|J_{1} ; L^{\infty}\left([0, t], L^{\infty}\right)\right\| & \leqq C t^{2 / 3}\left\|V^{\prime \prime \prime}(u)(D u)^{2} ; L^{\infty}\left([0, t], L^{1}\right)\right\| \\
& \leqq C t^{2 / 3} M_{1}\left(\left\|u ; L^{\infty}\left([0, t], L^{\infty}\right)\right\|\right)\left\|D u ; L^{\infty}\left([0, t], L^{2}\right)\right\|^{2} \tag{4.36}
\end{align*}
$$

where $M_{1}(\rho)=\sup _{\left|\rho^{\prime}\right| \leqq \rho}\left|V^{\prime \prime \prime}\left(\rho^{\prime}\right)\right|$. The last member of (4.36) is estimated in terms of the norm of $u$ in $L^{\infty}\left([0, t], H^{1}\right)$. We now turn to $J_{2}$. Using the estimate (2.8), we can estimate $J_{2}$ as follows:

$$
\left|J_{2}(t, x)\right| \leqq \int_{0}^{t} d \tau|t-\tau|^{-1 / 3} \int d y A(x-y)\left(V^{\prime \prime}(u) D^{2} u\right)(\tau, y)
$$

$$
\begin{align*}
& \quad+C \int_{0}^{t} d \tau|t-\tau|^{-1 / 4} \int_{y \geqq x} d y(1+y-x)^{-1 / 4}\left(V^{\prime \prime}(u) D^{2} u\right)(\tau, y)  \tag{4.37}\\
& =J_{2}^{-}(t, x)+J_{2}^{+}(t, x)
\end{align*}
$$

where $\boldsymbol{A}$ is a bounded function with exponential decrease. Using the Hölder inequality in spaces $l^{\prime}\left(L^{\prime}\left(\cdot, L^{\prime}\right)\right.$ ), we estimate $J_{2}^{-}$as

$$
\begin{gather*}
\left\|J_{2}^{-} ; L^{\infty}\left([0, t], L^{\infty}\right)\right\| \leqq C t^{1 / 6}\left\|A ; l^{1}\left(L^{2}\right)\right\|\left\|V^{\prime \prime}(u) ; L^{\infty}\left([0, t], L^{\infty}\right)\right\|  \tag{4.38}\\
\times\left\|D^{2} u ; l^{\infty}\left(L^{2}\left([0, t], L^{2}\right)\right)\right\| .
\end{gather*}
$$

The norm of $V^{\prime \prime}(u)$ is estimated in terms of that of $u$ in the same space, and therefore of the norm of $u$ in $L^{\infty}\left([0, t], H^{1}\right)$. The last norm in (4.38) is finite by Proposition 4.3,
part 1. This takes care of $J_{2}^{-}$. We now turn to the (more delicate) estimate of $J_{2}^{+}$. The function $|t|^{-1 / 4}(1+|x|)^{-1 / 4}$ belongs to $l^{r}\left(L^{q}\left(I, L^{\infty}\right)\right)$ for any bounded interval $I$ and $q<4<r$. Using that fact together with $1 / q+1 / r=\frac{1}{2}, r>4$, by the Hölder inequality we obtain

$$
\begin{align*}
& \left\|J_{2}^{+} ; L^{\infty}\left([0, t], L^{\infty}\right)\right\| \\
& \quad \leqq C t^{1 / 4-1 / r}\left\|V^{\prime \prime}(u) D^{2} u ; l^{\bar{r}}\left(L^{\bar{q}}\left([0, t], L^{1}\right)\right)\right\|  \tag{4.39}\\
& \quad \leqq C t^{1 / 4-1 / r}\left\|V^{\prime \prime}(u) ; l^{\bar{r}}\left(L^{r}\left([0, t], L^{2}\right)\right)\right\|\left\|D^{2} u ; l^{\infty}\left(L^{2}\left([0, t], L^{2}\right)\right)\right\| .
\end{align*}
$$

The last norm is finite by Proposition 4.3, part 1, while the norm of $V^{\prime \prime}$ is estimated by

$$
\begin{equation*}
\|\cdot\| \leqq M\left(\left\|u ; L^{\infty}\left([0, t], L^{\infty}\right)\right\|\right)\left\||u|^{p} ; l^{\bar{r}}\left(L^{r}\left([0, t], L^{2}\right)\right)\right\| \tag{4.40}
\end{equation*}
$$

by the use of (3.4) for $|\rho| \leqq 1$. Now by Proposition 4.1, part $3, u \in l^{m}\left(L^{\infty}\left(\cdot, L^{2}\right)\right.$ ) for all $m, 2 \leqq m \leqq \infty$. Furthermore, it follows from the fact that $u \in L^{\infty}\left(\cdot, H^{1}\right)$ that $u \in$ $l^{s}\left(L^{s}\left(\cdot, H^{1}\right)\right)$ for all $s, 2 \leqq s \leqq \infty$, with

$$
\begin{equation*}
\left\|u ; l^{s}\left(L^{s}\left([0, t], H^{1}\right)\right)\right\| \leqq t^{1 / s}\left\|u ; L^{\infty}\left([0, t], H^{1}\right)\right\| . \tag{4.41}
\end{equation*}
$$

We use Lemma 3.3, the Hölder inequality in time and in the discrete $l^{\prime}$ variable and the previous remarks to estimate the last norm in (4.40) as

$$
\left\||u|^{p} ; l^{\bar{r}}\left(L^{r}\left([0, t], L^{2}\right)\right)\right\|
$$

$$
\begin{align*}
& \leqq C\left\|u ; l^{m}\left(L^{\infty}\left([0, t], L^{2}\right)\right)\right\|^{(p+1) / 2}\left\|u ; l^{s}\left(L^{s}\left([0, t], H^{1}\right)\right)\right\|^{(p-1) / 2} t^{1 / r-(p-1) /(2 s)}  \tag{4.42}\\
& \leqq C\left\|u ; l^{2}\left(L^{\infty}\left([0, t], L^{2}\right)\right)\right\|^{(p+1) / 2}\left\|u ; L^{\infty}\left([0, t], H^{1}\right)\right\|^{(p-1) / 2} t^{1 / r}
\end{align*}
$$

provided we can choose $m \geqq 2, s \geqq 2$ such that

$$
\begin{gather*}
\frac{p-1}{s} \leqq \frac{2}{r}  \tag{4.43}\\
\frac{p-1}{s}+\frac{p+1}{m}=\frac{2}{\vec{r}} \tag{4.44}
\end{gather*}
$$

It is convenient to choose $m$ and $s$ by imposing the additional condition

$$
\frac{p+1}{m}-\frac{p-1}{s}=1
$$

so that $(p+1) / m=\frac{3}{2}-1 / r,(p-1) / s=\frac{1}{2}-1 / r$. In that case, conditions $m \geqq 2, s \geqq 2$ both become equivalent to $p \geqq 2 / \bar{r}$, which can be ensured with $r>4$ provided $p>\frac{3}{2}$ while condition (4.43) reduces to $r \leqq 6$ that can be imposed separately. The required estimate of $J_{2}^{+}$now follows from (4.39), (4.40), and (4.42), from Proposition 4.1, part 3 and Proposition 4.3, part 1. Part 1 of this proposition follows from that estimate and from (4.31), (4.36), and (4.38).

Part 2. Part 2 follows immediately from part 1 and from Proposition 4.2.
Part 3. Because of part 1 , we can assume that $p \leqq 3$ without loss of generality. We again estimate $\chi_{+} D u$ by using (4.30), and estimate the free term $J_{1}$ and $J_{2}^{-}$as in the proof of part 1 . To estimate $\chi_{+} J_{2}^{+}$, we start from (4.37), decompose the contribution of the $y$ integral as the sum of the contributions of unit intervals, and apply Lemma 3.3 in each interval, thereby obtaining for each $k \geqq 0$

$$
\begin{align*}
&\left\|\chi_{k} J_{2}^{+}(t)\right\|_{\infty} \leqq M \int_{0}^{t} d \tau|t-\tau|^{-1 / 4} \sum_{j \geqq k}(1+j-k)^{-1 / 4}\left\|\chi_{j} D^{2} u(\tau)\right\|_{2}  \tag{4.45}\\
& \times\left(\left\|\chi_{j} u(\tau)\right\|_{2}^{p}+\left\|\chi_{j} u(\tau)\right\|_{2}^{(p+1) / 2}\left\|\chi_{j} D u(\tau)\right\|_{2}^{(p-1) / 2}\right)
\end{align*}
$$

where $M$ depends on $\left\|u ; L^{\infty}\left([0, t], L^{\infty}\right)\right\|$ according to (4.40). We now factorize and estimate the integrand in (4.45) by using the fact that $(1+j-k) \leqq 1+j$ since $0 \leqq k \leqq j$,
and we continue (4.45):

$$
\begin{align*}
& \cdots \leqq M \int_{0}^{t} d \tau \sum_{j \geqq k}\left\{\left\|\chi_{j} D^{2} u(\tau)\right\|_{2}\right\}\left\{|t-\tau|^{-1 / 4}\left\|\chi_{j}(1+x)^{\beta / 2} u\right\|\right\}^{(3-p) / 2} \\
& \times\left\{|t-\tau|^{-1 / 4}\left(\left\|\chi_{j}(1+x)^{\beta / 2} u\right\|_{2}+\left\|\chi_{j}(1+x)^{\gamma / 2} D u\right\|_{2}\right)\right\}^{(p-1) / 2}  \tag{4.46}\\
& \times\left\{(1+j-k)^{-\mu / 2}\left\|\chi_{j}(1+x)^{\delta / 2} u\right\|_{2}^{p-1}\right\}
\end{align*}
$$

with $\delta=\min (\beta, \gamma)$ and

$$
\begin{equation*}
2 \mu=(3-p) \beta+3(p-1) \delta+1 \tag{4.47}
\end{equation*}
$$

We estimate the last member of (4.46) by using the Hölder inequality in time and in the discrete variable $j$, with the four successive brackets taken in $l^{\infty}\left(L^{2}\right), l^{2}\left(L^{2}\right)\left(\equiv L^{2}\left(l^{2}\right)\right)$, $l^{2}\left(L^{2}\right)$, and $l^{2}\left(L^{\infty}\right)$, respectively, thereby continuing (4.46):

$$
\begin{aligned}
\cdots \leqq M \| \chi_{+} & D^{2} u ; l^{\infty}\left(L^{2}\left([0, t], L^{2}\right)\right)\left\|t^{1 / 4}\right\| \chi_{+}(1+x)^{\beta / 2} u ; L^{\infty}\left([0, t], L^{2}\right) \|^{(3-p) / 2} \\
\times & \times\left(\left\|\chi_{+}(1+x)^{\beta / 2} u ; L^{\infty}\left([0, t], L^{2}\right)\right\|\right. \\
& \left.\quad+\left\|\chi_{+}(1+x)^{\gamma / 2} D u ; L^{\infty}\left([0, t], L^{2}\right)\right\|\right)^{(p-1) / 2} \\
\times & \left.\times \sum_{j \geqq k}(1+j-k)^{-\mu}\left\|\chi_{j}(1+x)^{\delta / 2} u ; L^{\infty}\left([0, t], L^{2}\right)\right\|^{2(p-1)}\right\}^{1 / 2}
\end{aligned}
$$

The last factor in (4.48) is then estimated by

$$
\begin{equation*}
\left\|\chi_{+}(1+x)^{\delta / 2} u ; l^{2}\left(L^{\infty}\left([0, t], L^{2}\right)\right)\right\|^{p-1} \tag{4.49}
\end{equation*}
$$

either in an obvious way if $p \geqq 2$ since $\mu$ is positive, or by the Hölder inequality in the discrete variable provided

$$
\mu+p-1>1,
$$

which coincides with (4.34). Now the norms appearing in (4.48), except for the last one, are controlled by Proposition 4.3, part 1, by Proposition 4.1, part 2 applied with $h=h_{0 \beta}$ and by (4.28), while the norm in (4.49) is controlled in terms of the previous one by a straightforward extension of Proposition 4.1, part 3. The required estimate of $\chi_{+} J_{2}^{+}$now follows from (4.45), (4.46), (4.48), and (4.49). Part (3) of this proposition follows from that estimate and from (4.31), (4.36), and (4.38).

Part 4. Part 4 follows immediately from part 3 and Proposition 4.2.
Remark 4.3. All the solutions of (1.1) considered in Proposition 4.5 and in parts (3) and (4) of Proposition 4.6 satisfy automatically the condition $\left(1+x_{+}\right)^{\beta / 2} u \in$ $L_{\text {loc }}^{\infty}\left([0, T), L^{2}\right)$ by Proposition 4.1, part 2. Furthermore, it follows from the proofs of Propositions 4.5 and 4.6 that (4.29) and (4.33) can be supplemented with the statements that

$$
\begin{align*}
& \chi_{+} D u-\chi_{+} U(\cdot) D u_{0} \in L_{\text {loc }}^{\infty}\left([0, T), L^{\infty}\right),  \tag{4.50}\\
& D u-U(\cdot) D u_{0} \in L_{\text {loc }}^{\infty}\left([0, T), L^{\infty}\right) \tag{4.51}
\end{align*}
$$

with the same estimates as those given in connection with (4.29), (4.33).
Using Proposition 4.4, we can obtain sufficient conditions for the various norms appearing in the uniqueness classes, namely, the norms associated with (4.6), (4.12), and (4.28) to be a priori estimated in terms of the initial data, and we can exhibit a new uniqueness class.

Proposition 4.7. Let V satisfy the condition (4.22) and the condition (3.4) for some $p, 1 \leqq p<4$, and for all $\rho \in[-1,1]$. Let $T>0$, and let $u_{0} \in H^{1}$ satisfy $\left(1+x_{+}\right)^{\beta / 2} u_{0} \in L^{2}$ and $\left(1+x_{+}\right)^{\gamma / 2} D u_{0} \in L^{2}$ for some $\beta, \gamma \geqq 0$ satisfying $\beta \geqq \nu \gamma$, where $\nu=(4-p) /(4+p)$, and $\gamma \leqq \beta+2$.
(1) Let $u$ be a solution of (1.1) with initial data $u(0)=u_{0}$, satisfying (4.12) and in addition (4.15) if $p<2$. Then $u$ satisfies $D^{2} u \in l^{\infty}\left(L_{\mathrm{loc}}^{2}\left([0, T), L^{2}\right)\right)$ and (4.28), and for all $t \in[0, T), u$ is estimated in $L^{\infty}\left([0, t], H^{1}\right), D^{2} u$ is estimated in $l^{\infty}\left(L^{2}\left([0, t], L^{2}\right)\right)$ and $\left(1+x_{+}\right)^{\gamma / 2} D u$ is estimated in $L^{\infty}\left([0, t], L^{2}\right)$ in terms of $t$ of $\left\|\left(1+x_{+}\right)^{\beta / 2} u_{0}\right\|_{2}$ and of $\left\|\left(1+x_{+}\right)^{\gamma / 2} D u_{0}\right\|_{2}$.
(2) In addition let $V^{\prime \prime}$ be $A C$ with $V^{\prime \prime}(0)=0$ and $V^{\prime \prime \prime}$ locally bounded, and let $p, \beta$, $\gamma$ satisfy either (4.27) or (4.34). Then the equation (1.1) with initial data $u(0)=u_{0}$ has at most one solution satisfying (4.12) and in addition (4.15) if $p<2$. Any such solution satisfies (4.28) and (4.29).

Proof. Part 1. Part 1 follows from Proposition 4.4. Assumption (3.4) implies (4.23) with the same $p$ by integration. The statements and estimates on $u$ in $L^{\infty}\left(\cdot, H^{1}\right)$ and $D^{2} u$ in $l^{\infty}\left(L^{2}\left(\cdot, L^{2}\right)\right)$ are a repetition of parts 1 and 2 of Proposition 4.4. The statements and estimates on $\left(1+x_{+}\right)^{\gamma / 2} D u$ in $L^{\infty}\left(\cdot, L^{2}\right)$ follow from part 3 of Proposition 4.4 applied with $h=h_{\alpha \gamma}$ for some $\alpha>0$. The additional assumptions required on $h^{\nu / 2} u$ and ( $1+h)^{1 / 2} h^{\prime} u$ follow from Proposition 4.1, part 2, applied with $h_{\alpha \beta}$ for some $\alpha>0$, under the conditions $\beta \geqq \nu \gamma$ and $\gamma \leqq \beta+2$. Finally, the assumption $h V_{+}\left(u_{0}\right) \in L^{1}$ follows from Lemma 3.2 applied with $W=V$.

Part 2. Part 2 follows from part 1 and from Proposition 4.5, part 2 and Proposition 4.6, parts 2 and 4.

Proposition 4.7 indicates that under the additional assumptions (4.23), $\beta \geqq \nu \gamma$ and $\gamma \geqq \beta+2$, the uniqueness classes defined in Proposition 4.5, part 2 and Proposition 4.6, parts 2 and 4 are actually suitable for existence and uniqueness provided only $\left(1+x_{+}\right)^{\beta / 2} u_{0} \in L^{2}$ and $\left(1+x_{+}\right)^{\gamma / 2} D u_{0} \in L^{2}$, with the appropriate assumptions on $V, \beta$, and $\gamma$ made in those propositions. That need not be the case, however, for the uniqueness class defined in Proposition 4.7 for $p<2$, since the condition (4.15) is not preserved when taking weak-star limits (cf. Remark 3.8).

We conclude this section with some comments on the assumptions of Propositions 4.5-4.7. In view of parts 1 and 2 of Proposition 4.6, parts (3) and (4) of that proposition and to a large extent Proposition 4.5 are interesting only for $1 \leqq p \leqq \frac{3}{2}$, and, in particular, for the ordinary KdV equation corresponding to $p=1$. In that case, the interaction $V^{\prime \prime}(u)$ does not decrease sufficiently fast as $x$ tends to $+\infty$ for $H^{1}$ data, and an additional decrease must be assumed on the data, either on $u$ or on $D u$. Which of Propositions 4.5 and 4.6 is better depends on the values of $\beta$ and $\gamma$. For $\gamma=0$, condition (4.34) is always weaker than (4.27), except in the limiting case $p=1, \beta=\frac{1}{2}$, which is allowed by (4.27) but not by (4.34). On the other hand, for low values of $p$ and $\beta$, (4.27) yields better results through a better use of $\gamma$. For instance, for $p=1$, (4.27) together with $\beta \geqq \nu \gamma$ allows for $\beta=\frac{3}{16}, \gamma=\frac{5}{16}$, which is not covered by (4.34). This may be due in part to the fact that in Proposition 4.6, parts 3 and 4, we have not used the property $\chi_{+}\left(1+x_{+}\right)^{(\gamma-1) / 2} D^{2} u \in L_{\mathrm{loc}}^{2}\left([0, T), L^{2}\right)$, which follows from Proposition 4.4, part 3, but we will not elaborate on that point.
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# ON A KIND OF PREDATOR-PREY SYSTEM* 
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#### Abstract

In this paper a kind of predator-prey system given in [SIAM J. Appl. Math., 35 (1978), pp. 617-625] is considered. Utilizing the theory of ordinary differential equations, two theorems for a general predator-prey system are proved, completing the investigation of the predator-prey system.
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AMS(MOS) subject classification. 34C
A predator-prey system is a simple and typical mathematical model of the ecological system. Recently, many ecologists and mathematicians have been paying attention to establishing many mathematical models for the predator-prey system, have been investigating these mathematical models, and have been interpreting these ecological systems from a scientific viewpoint [2], [5], [7], [8]. Unfortunately, it is not easy to investigate the predator-prey system completely. In this paper we give two theorems on the existence of unique periodic solutions and the nonexistence of periodic solutions for a kind of predator-prey system. Applying these two theorems, we complete the investigation of the predator-prey system, that has been done in [3], in the global parameter space.

The mathematical model of the predator-prey system given in [3] is

$$
\begin{align*}
\dot{X} & =\gamma X(1-X / K)-Y X^{n} /\left(a+X^{n}\right),  \tag{1}\\
\dot{Y} & =Y\left(\mu X^{n} /\left(a+X^{n}\right)-D\right), \quad n=1,2
\end{align*}
$$

where $X$ and $Y$ are functions of $t, \dot{X}=d X / d t, \dot{Y}=d Y / d t$, and $\gamma, a, \mu, K$, and $D$ are positive parameters.

We consider a general form of (1):

$$
\begin{equation*}
\dot{X}=\varphi(X)-g(Y) \psi(X), \quad \dot{Y}=h(Y)(\mu \psi(X)-D) \tag{2}
\end{equation*}
$$

where

$$
\begin{align*}
& \varphi(X) \in C^{1}(0,+\infty), \varphi(0)=0  \tag{H1}\\
& \psi(X) \in C^{1}(0,+\infty), \psi(0)=0 \text { and } \psi^{\prime}(X)>0 \\
& h(Y) \in C(0,+\infty), h(0)=0 \text { and } h^{\prime}(Y)>0  \tag{H2}\\
& g(Y) \in C(0,+\infty), g(0)=0 \text { and } g^{\prime}(Y)>0 \tag{H3}
\end{align*}
$$

$\mu$ and $D$ are positive parameters.
Let $F(X)=\varphi(X) / \psi(X)$. In the domain

$$
\Omega=\{(X, Y) \mid X>0, Y>0\},
$$

(2) is equivalent to

$$
\begin{align*}
\dot{X} & =\varphi(X)(F(X)-g(Y))=G(X, Y),  \tag{3}\\
\dot{Y} & =h(Y)(\mu \psi(X)-D)=H(X, Y)
\end{align*}
$$

[^101]According to the ecological meaning, we investigate (1)-(3) in the domain $\Omega$ only. Since $\psi^{\prime}(X)>0$ as $X>0$, the equation $\mu \psi(X)-D=0$ has at most one positive solution $\lambda$; hence (2) or (3) has at most one singular point $P\left(\lambda, g^{-1}(F(\lambda))\right.$ ) in the domain $\Omega$. Theorem 1 is on the existence of a unique periodic solution for (2) or (3).

Theorem 1. Let $P\left(\lambda, g^{-1}(F(\lambda))\right.$ ) be a unique singular point of (3) in the domain $\Omega$, let conditions (H1)-(H3) be satisfied, let $F^{\prime}(\lambda) \neq 0$, and let $F^{\prime}(X) \psi(X) /(\mu \psi(X)-D)$ be nonincreasing in the intervals $(0, \lambda)$ and $(\lambda,+\infty)$. Then (3) has at most one stable limit cycle in the domain $\Omega$.

Proof. Define a function

$$
V(X, Y)=\int_{\lambda}^{X} \frac{\mu \psi(\xi)-D}{\psi(\xi)} d \xi+\int_{g^{-1}(F(\lambda))}^{Y} \frac{g(\eta)-F(\lambda)}{h(\eta)} d \eta .
$$

Then

$$
\begin{equation*}
\left(\frac{d V}{d t}\right)_{(3)}=(F(X)-F(\lambda))(\mu \psi(X)-D) \tag{4}
\end{equation*}
$$

where $(d V / d t)_{(3)}$ denotes the total derivative of the function $V(X, Y)$ along a path of (3) corresponding to a solution $(X(t), Y(t))$. Since $F^{\prime}(X) \psi(X) /(\mu \psi(X)-D)$ is nonincreasing in the intervals $(0, \lambda)$ and $(\lambda,+\infty)$ and $F^{\prime}(\lambda) \neq 0$, then $F^{\prime}(\lambda)>0$. On the contrary, assume $F^{\prime}(\lambda)<0$; then $\lim _{X \rightarrow \lambda_{+0}} F^{\prime}(X) \psi(X) /(\mu \psi(X)-D)=-\infty$. Because $F^{\prime}(X) \psi(X) /(\mu \psi(X)-D)$ is nonincreasing in the interval $(\lambda,+\infty)$, $F^{\prime}(X) \psi(X) /(\mu \psi(X)-D)<-\infty$ as $X>\lambda$, a contradiction. Then there exists a neighborhood of $\lambda$, denoted by $U$, such that

$$
\begin{equation*}
\left(\frac{d V}{d t}\right)_{(3)}=(F(X)-F(\lambda))(\mu \psi(X)-D)>0 \tag{5}
\end{equation*}
$$

as $X \in U \backslash\{\lambda\}$. $P\left(\lambda, g^{-1}(F(\lambda))\right.$ ) is an unstable singular point of (3). If (3) has limit cycles in the domain $\Omega$, one of them is closest to the singular point $P$, which is inside stable and is denoted by $\Gamma_{1}$.

Let $\Gamma$ be any closed orbit of (3); then

$$
\begin{aligned}
\oint_{\Gamma} \operatorname{div}(G, H) d t=\oint_{\Gamma} & \psi^{\prime}(X)(F(X)-g(Y)) d t \\
& \left.+\oint_{\Gamma} \psi(X) F^{\prime}(X) d t+\oint_{\Gamma} g^{\prime}(Y)(\mu \psi(X)-D)\right) d t .
\end{aligned}
$$

Since

$$
\begin{aligned}
\oint_{\Gamma} \psi^{\prime}(X)(F(X)-g(Y)) d t & =\oint_{\Gamma}\left(\psi^{\prime}(X) / \psi(X)\right) d X=0 \\
\oint_{\Gamma} g^{\prime}(Y)(\mu \psi(X)-D) d t & =\oint_{\Gamma}\left(g^{\prime}(Y) / g(Y)\right) d Y=0
\end{aligned}
$$

then

$$
\begin{equation*}
\oint_{\Gamma} \operatorname{div}(G, H) d t=\oint_{\Gamma} \psi(X) F^{\prime}(X) d t . \tag{6}
\end{equation*}
$$

The $X$-coordinates of leftmost point $M$ and rightmost point $N$ at the orbit $\Gamma_{1}$ are denoted by $X_{M}=\min _{(X, Y) \in \Gamma_{1}} X, X_{N}=\max _{(X, Y) \in \Gamma_{1}} X$, respectively (see Fig. 1). Define

$$
f_{1}(X)=F^{\prime}(X)-\frac{F^{\prime}\left(X_{M}\right) \psi\left(X_{M}\right)(\mu \psi(X)-D)}{\left(\mu \psi\left(X_{M}\right)-D\right) \psi(X)}
$$



Fig. 1


Fig. 2
$f_{1}\left(X_{M}\right)=0, f_{1}(X) \psi(X) /(\mu \psi(X)-D)$ is nonincreasing in the intervals $(0, \lambda)$ and $(\lambda,+\infty)$, the same as for $F^{\prime}(X) \psi(X) /(\mu \psi(X)-D)$, therefore $f_{1}(X)<0$ as $X \in\left(0, X_{M}\right)$ and $f_{1}(X)>0$ as $X \in\left(X_{M}, \lambda\right)$. For any closed orbit $\Gamma$ of (3) we have

$$
\begin{equation*}
\oint_{\Gamma} \operatorname{div}(G, H) d t=\oint_{\Gamma} \psi(X) f_{1}(X) d t \tag{7}
\end{equation*}
$$

where $f_{1}(\lambda)=F^{\prime}(\lambda)>0$. If $f_{1}(X)$ is not less than zero in the interval $\left(\lambda, X_{N}\right)$ also, then

$$
\oint_{\Gamma_{1}} \operatorname{div}(G, H) d t>0 .
$$

On the contrary, the closed orbit $\Gamma_{1}$ is inside stable. Hence there must exist an $X_{A}, \lambda<X_{A}<X_{N}$, such that $f_{1}(X)>0$ as $X \in\left(X_{M}, X_{A}\right), f_{1}(X)<0$ as $X \in$ $\left(0, X_{M}\right) \cup\left(X_{A},+\infty\right)$.

There exists another limit cycle that is outside and closest to the limit cycle $\Gamma_{1}$, denoted by $\Gamma_{2}$. The vertical line through the point $M$ intersects the orbit $\Gamma_{2}$ at the point $M^{\prime}$ and $M^{\prime \prime}$ (see Fig. 1). The horizontal line $X=X_{A}$ intersects the orbit $\Gamma_{2}$ at the point $A^{\prime}$ and $B^{\prime}$. The horizontal line through the point $A$ intersects the orbit $\Gamma_{2}$ at the point $A^{\prime \prime}$; the horizontal line through the point $B$ intersects the orbit $\Gamma_{2}$ at the point $B^{\prime \prime}$ (see Fig. 1). We have

$$
\begin{equation*}
\oint_{\Gamma_{1}} \psi(X) f_{1}(X) d t=\left(\int_{\overparen{A M}}+\int_{\widehat{M B}}+\int_{\overparen{B N A}}\right) \psi(X) f_{1}(X) d t, \tag{8}
\end{equation*}
$$

(9)

$$
\oint_{\Gamma_{2}} \psi(X) f_{1}(X) d t=\left(\int_{\overparen{A^{\prime} M^{\prime}}}+\int_{\overparen{M^{\prime} M^{\prime \prime}}}+\int_{\widehat{M^{\prime \prime} B^{\prime}}}+\int_{\overparen{B^{\prime} B^{\prime \prime}}}+\int_{\overparen{B^{\prime \prime} A^{\prime \prime}}}+\int_{\overparen{A^{\prime \prime} A^{\prime}}}\right) \psi(X) f_{1}(X) d t .
$$

Let $Y=Y_{1}(X)$ and $Y=Y_{2}(X)$ denote the functions of curves $\overparen{A M}$ and $\overparen{A^{\prime} M^{\prime}}$, respectively; then

$$
\begin{align*}
& \int_{\overparen{A^{\prime} M^{\prime}}} \psi(X) f_{1}(X) d t-\int_{\overparen{A M}} \psi(X) f_{1}(X) d t \\
& \quad=-\left(\int_{X_{M}}^{x_{A}} \frac{f_{1}(X) d x}{F(X)-g\left(Y_{1}(X)\right)}-\int_{X_{M}}^{x_{A}} \frac{f_{1}(X) d X}{F(X)-g\left(Y_{2}(X)\right)}\right) \tag{10}
\end{align*}
$$

$$
=-\int_{X_{M}}^{X_{A}} \frac{f_{1}(X)\left(g\left(Y_{2}(X)\right)-g\left(Y_{1}(X)\right)\right)}{\left(F(X)-g\left(Y_{1}(X)\right)\right)\left(F(X)-g\left(Y_{2}(X)\right)\right)}<0 .
$$

Similarly, we can prove

$$
\int_{\overparen{M^{\prime \prime} B^{\prime}}} \psi(X) f_{1}(X) d t-\int_{\overparen{M B}} \psi(X) f_{1}(X) d t<0 .
$$

Since $f_{1}(X)>0$ as $X \in\left(X_{M}, X_{A}\right), f_{1}(X)<0$ as $X \in\left(0, X_{M}\right) \cup\left(X_{A},+\infty\right)$, we have

$$
\begin{equation*}
\int_{\overparen{B^{\prime} M^{\prime \prime}}} \psi(X) f_{1}(X) d t=\int_{X_{B^{\prime}}}^{X_{B^{\prime \prime}}} \frac{f_{1}(X) d x}{F(X)-g(Y)}<0 \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
\int_{\widehat{A^{\prime} A^{\prime}}} \psi(X) f_{1}(X) d t<0 \tag{11'}
\end{equation*}
$$

where $(X, Y)$ in every integral are the coordinates of the points at corresponding curves; $Y_{M^{\prime}}$ and $Y_{M^{\prime \prime}}$ are $Y$-coordinates of the points $M^{\prime}$ and $M^{\prime \prime}$, respectively; and $X_{B^{\prime}}$ and $X_{B^{\prime \prime}}$ are $X$-coordinates of the points $B^{\prime}$ and $B^{\prime \prime}$. Let $X=X_{1}(Y)$ and $X=X_{2}(Y)$ denote the functions of the curves $\widehat{B A}$ and $\widehat{B^{\prime \prime} A^{\prime \prime}}$, respectively; then

$$
\begin{align*}
& \int_{\overparen{B^{\prime \prime} A^{\prime \prime}}} \psi(X) f_{1}(X) d t-\int_{\widehat{B A}} \psi(X) f_{1}(X) d t \\
&=\int_{Y_{B}}^{Y_{A}} \frac{\psi\left(X_{2}(Y)\right) f_{1}\left(X_{2}(Y)\right) d Y}{h(Y)\left(\mu \psi\left(X_{2}(Y)\right)-D\right)}-\int_{Y_{B}}^{Y_{A}} \frac{\psi\left(X_{1}(Y)\right) f_{1}\left(X_{1}(Y)\right) d Y}{h(Y)\left(\mu \psi\left(X_{1}(Y)\right)-D\right)}<0 . \tag{12}
\end{align*}
$$

Combining (8)-(12), we have

$$
\begin{equation*}
\oint_{\Gamma_{2}} \operatorname{div}(G, H) d t-\oint_{\Gamma_{1}} \operatorname{div}(G, H) d t<0 \tag{13}
\end{equation*}
$$

Since

$$
\begin{equation*}
\oint_{\Gamma_{1}} \operatorname{div}(G, H) d t \leqq 0, \tag{14}
\end{equation*}
$$

then

$$
\begin{equation*}
\oint_{\Gamma_{2}} \operatorname{div}(G, H) d t<0 . \tag{15}
\end{equation*}
$$

If $\Gamma_{1}$ is a stable limit cycle, then $\Gamma_{1}$ and $\Gamma_{2}$ are both stable limit cycles, a contradiction. Now assume $\Gamma_{1}$ is a semistable limit cycle. Define

$$
H(X)=\int_{\lambda}^{x} \frac{(\mu \psi(\xi)-D) d \xi}{\psi(\xi)} \text { as } X>0
$$

and consider a new equation:

$$
\begin{equation*}
\dot{X}=\psi(X)(\bar{F}(X)-g(Y)), \quad \dot{Y}=h(Y)(\mu \psi(X)-D) \tag{16}
\end{equation*}
$$

where

$$
\bar{F}(X)=\left\{\begin{array}{l}
F(X) \quad \text { as } 0<X<\lambda, \\
F(X)-\alpha H(X) \text { as } \lambda<X, \quad 0 \leqq \alpha \ll 1 .
\end{array}\right.
$$

As $\alpha$ varies, (16) is a rotated vector field and it is the equation (3) when $\alpha=0$. According to the theory of the rotated vector field [1], as $0<\alpha \ll 1$ the semistable limit cycle $\Gamma_{1}$
is broken down to two limit cycles $\Gamma_{1}^{\prime}$ and $\Gamma_{1}^{\prime \prime}, \Gamma_{1}^{\prime}$ is on the inside of $\Gamma_{1}^{\prime \prime}, \Gamma_{1}^{\prime}$ is a stable limit cycle, and $\Gamma_{1}^{\prime \prime}$ is an unstable limit cycle. From (13) we have

$$
\oint_{\Gamma_{1}^{\prime \prime}} \operatorname{div}(G, H) d t-\oint_{\Gamma_{1}^{\prime}} \operatorname{div}(G, H) d t<0,
$$

a contradiction. After the discussion above we conclude that (3) has at most one stable limit cycle in the domain $\Omega$. The proof is complete.

Remark 1. If $\left(\lambda, g^{-1}(F(\lambda))\right)$ is an unstable singular point in the domain $\Omega$, i.e., equation $\mu \psi(X)-D=0$ has a positive solution $\lambda, K$ is the smallest positive solution of the equation $\varphi(X)=0, K>\lambda$ and $\varphi(X)>0$ as $X \in(0, K)$, then (3) has at least one limit cycle in the domain $\Omega$. The point $K(K, 0)$ is a saddle-type singular point in the domain $\bar{\Omega}=\{(X, Y) \mid X \geqq 0, Y \geqq 0\}$. If the orbit of (3) from the saddle point in the domain $\bar{\Omega}$ does not approach infinity, there exists the highest point $M$ at this orbit (see Fig. 2). The horizontal line from the point $M$ intersects the $X$-axis at the point $N$. Then if the closed curve $\widehat{K M N O K}$ surrounds a Poincaré-Bendixon region, by the Poincaré-Bendixon theorem, equation (3) has at least one stable limit cycle in the domain $\Omega$. Adding the conditions $K>\lambda$ and $\varphi(X)>0$ as $X \in(0, K)$ in Theorem 1, we have that (3) has exactly one stable limit cycle in the domain $\Omega$.

Remark 2. If $F^{\prime}(X) \psi(X) /(\mu \psi(X)-D)$ is nonincreasing in the intervals $(0, \lambda)$ and $(\lambda, K), K$ is mentioned in Remark 1 , and $K>\lambda$, the conclusion of Theorem 1 also holds.

Theorem 2. If all the positive solutions $X, Y$ of the system of equations

$$
\begin{equation*}
H(X)=H(Y), \quad F(X)=F(Y) \tag{17}
\end{equation*}
$$

satisfy $X=Y$, then equation (3) does not have a periodic solution in the domain $\Omega$.
Proof. Since $\psi(0)=0$ and $\psi^{\prime}(X)>0$, then $\psi(X)>0$ as $X>0$. Assume $\lambda$ is the unique positive solution of the equation $\mu \psi(X)-D=0$ in the interval $(0,+\infty) . H(X)$ is monotone decreasing in the interval $(0, \lambda)$ and monotone increasing in the interval $(\lambda,+\infty) . H(X)$ has inverse functions in the intervals $(0, \lambda)$ and $(\lambda,+\infty)$, denoted by $X_{2}(H)$ and $X_{1}(H)$, respectively. Suppose (3) has a periodic solution, i.e., (3) has a closed orbit surrounding the singular point $P$, denoted by $\Gamma$. Let the equations of the curve $\Gamma$ be

$$
\begin{aligned}
& X=\Gamma_{1}(Y) \quad \text { as } \lambda \leqq X, \\
& Y=\Gamma_{2}(Y) \quad \text { as } 0<X \leqq \lambda .
\end{aligned}
$$

There exist $Y_{\min }$ and $Y_{\max }$, a $Y$-coordinate of the lowest point and a $Y$-coordinate of the highest point at the orbit $\Gamma$, respectively, and from (3) there hold

$$
\begin{align*}
& \frac{d H\left(\Gamma_{1}(Y)\right)}{d Y}=\frac{F\left(X_{1}\left(H\left(\Gamma_{1}(Y)\right)\right)\right)-g(Y)}{h(Y)}  \tag{18}\\
& \frac{d H\left(\Gamma_{2}(Y)\right)}{d Y}=\frac{F\left(X_{2}\left(H\left(\Gamma_{2}(Y)\right)\right)\right)-g(Y)}{h(Y)} \tag{18'}
\end{align*}
$$

where $Y_{\min } \leqq Y \leqq Y_{\max }$. From (18) and (18'), the curves $\Gamma_{1}(Y)$ and $\Gamma_{2}(Y)$ are the solutions of the boundary value problems

$$
\begin{equation*}
\frac{d \bar{H}}{d Y}=\frac{F\left(X_{1}(\bar{H})\right)-g(Y)}{h(Y)}, \quad \bar{H}\left(Y_{\min }\right)=\bar{H}\left(Y_{\max }\right)=0 \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \bar{H}}{d Y}=\frac{F\left(X_{2}(\bar{H})\right)-g(Y)}{h(Y)}, \quad \bar{H}\left(Y_{\min }\right)=\bar{H}\left(Y_{\max }\right)=0 \tag{19'}
\end{equation*}
$$

respectively. We will prove that $F\left(X_{1}(\bar{H})\right) \neq F\left(X_{2}(\bar{H})\right)$ as $\bar{H}>0$. Without loss of generality, assume $F\left(X_{1}(\bar{H})\right)<F\left(X_{2}(\bar{H})\right)$ as $\bar{H}>0$; then

$$
\begin{equation*}
\frac{F\left(X_{1}(\bar{H})\right)-g(Y)}{h(Y)}<\frac{F\left(X_{2}(\bar{H})\right)-g(Y)}{h(Y)} \text { as } \bar{H}>0 . \tag{20}
\end{equation*}
$$

If (19) and (19') both have solutions denoted by $\bar{H}_{1}(Y)$ and $\bar{H}_{2}(Y)$, respectively, then there exists $0<\varepsilon \ll 1$, such that $\bar{H}_{1}(Y)<\bar{H}_{2}(Y)$ when $Y_{\min }<Y<Y_{\min }+\varepsilon$ and $\bar{H}_{1}(Y)>$ $\bar{H}_{2}(Y)$ when $Y_{\max }-\varepsilon<Y<Y_{\max }$. Then there exists $Y_{0}, Y_{\min }+\varepsilon<Y_{0}<Y_{\max }-\varepsilon$, such that $\bar{H}_{1}\left(Y_{0}\right)=\bar{H}_{2}\left(Y_{0}\right)$ and $d \bar{H}_{1}\left(Y_{0}\right) / d Y \geqq d \bar{H}_{2}\left(Y_{0}\right) / d Y$, a contradiction. Now we prove $F\left(X_{1}(\bar{H})\right) \neq F\left(X_{2}(\bar{H})\right)$ as $\bar{H}>0$. If there is an $\bar{H}_{0}>0$ such that $F\left(X_{1}\left(\bar{H}_{0}\right)\right)=$ $F\left(X_{2}\left(\bar{H}_{0}\right)\right)$, and if we let $X_{0}=H_{1}\left(\bar{H}_{0}\right)$ and $Y_{0}=X_{2}\left(\bar{H}_{0}\right)$, then $F\left(X_{0}\right)=F\left(Y_{0}\right), H\left(X_{0}\right)=$ $H\left(Y_{0}\right)$ and $X_{0}>Y_{0}>0$, which contradicts the condition of the theorem. So $F\left(X_{1}(\bar{H})\right) \neq$ $F\left(X_{2}(\bar{H})\right)$ as $\bar{H}>0$. The theorem is proved.

Now we use Theorems 1 and 2 to investigate the predator-prey system (1).
Theorem 3. There are three types of global structure of the predator-prey system (1), in which (1)
(a) Has an unique stable limit cycle in the domain $\Omega$, and all the trajectories of (1) in the domain $\Omega$ approach this limit cycle;
(b) Has a stable singular point $P\left(\lambda, g^{-1}(F(\lambda))\right.$ ) in the domain $\Omega$, and all the trajectories of (1) in the domain $\Omega$ terminate at the singular point;
(c) Does not have any singular point in the domain $\Omega$, and all trajectories of (1) in the domain $\Omega$ terminate at the point $K(K, 0)$.

The types of global structure of (1) under the various conditions of the parameters $\gamma, a, \mu, K$, and $D$ are:
when $n=1$

| Distribution <br> of parameters | $\mu>D>0$ |  |  |
| :--- | :---: | :---: | :---: |
|  | $K>(\mu+D) a /(\mu-D)$ | $K \leqq(\mu+D) a /(\mu-D)$ |  |
| Types of structure | type (a) | type (b) | type (c) |

when $n=2$

| Distribution <br> of parameters | $2 D>\mu>D>0$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  |  | $K>K^{*}$ | $K \leqq K^{*}$ | $D \geqq \mu>0$ |
|  | type (b) | type (a) | type (b) |  |

where $K^{*}=2 D \sqrt{a D /(\mu-D)} /(2 D-\mu)$.
Before we prove Theorem 3 we give the following lemma.
Lemma 4. If $0<Y \leqq X$, then

$$
\begin{equation*}
\frac{X-Y}{X+Y} \leqq \frac{1}{2}(\ln X-\ln Y) . \tag{21}
\end{equation*}
$$

The equality holds if and only if $X=Y$.

Proof. Assume $S \geqq 1$; then $(S-1)^{2} \geqq 0$, and moreover $(S+1)^{2} \geqq 4 S$. Therefore $2 /(S+1)^{2} \leqq 1 / 2 S$, and integrating, we have

$$
\begin{equation*}
\int_{1}^{r} \frac{2 d S}{(S+1)^{2}} \leqq \int_{1}^{r} \frac{1}{2} \frac{d S}{S}, \quad 1-\frac{2}{r+1} \leqq \frac{1}{2} \ln r . \tag{22}
\end{equation*}
$$

Let $r=X / Y$; from (22) we obtain (21). If $X=Y$, then the equality in (21) holds. Inversely, if the equality in (22) holds, then $r=1$, i.e., $X=Y$. The lemma is proved.

Proof of Theorem 3.
(i) When $n=1, F(X)=\gamma(1-X / K)(a+X)$. As $K>a+2 \lambda=a(\mu+D) /(\mu-D)$, $0<D<\mu$, then

$$
K F^{\prime}(\lambda)=\gamma(-2 \lambda+K-a)>0
$$

Let

$$
\begin{aligned}
\Delta(X) & =F^{\prime}(X) \psi(X) /(\mu \psi(X)-D) \\
& =\gamma\left(-2 X^{2}+(K-a) X\right) / K((\mu-D) X-D a)
\end{aligned}
$$

then

$$
\Delta^{\prime}(X)=\frac{-2(\mu-D) X^{2}+4 D a X-(K-a) D a}{K((\mu-D)-D a)^{2}} .
$$

The determinant of $-2(\mu-D) X^{2}+4 D a X-(K-a) D a$ is $8 D a(\mu-d) \times$ $(2 \lambda+a-K)<0$. Hence $\Delta^{\prime}(X)<0$ as $X \in(0,+\infty) \backslash\{\lambda\}$, i.e., $\Delta(X)$ is nonincreasing in the intervals $(0, \lambda)$ and $(\lambda,+\infty)$. Using Theorem 1 and Remark 1 , when $n=1$ and $K>a+2 \lambda$, we have that (1) has exactly one stable limit cycle in the domain $\Omega$. The global structure in this case is of type (a).
(ii) When $n=1, \mu>D>0, K \leqq a+2 \lambda=a(\mu+D) /(\mu-D)$, then

$$
H(X)=(\mu-D)(X-\lambda)-D a(\ln X-\ln \lambda)
$$

Now (17) is

$$
\begin{align*}
& (\mu-D)(X-Y)-D a(\ln X-\ln Y)=0, \\
& (K-a)(X-Y)-\left(X^{2}-Y^{2}\right)=0 . \tag{23}
\end{align*}
$$

If the system of equations has positive solutions $X^{*}, Y^{*}$, satisfying $X^{*} \neq Y^{*}$, without loss of generality, assume $0<X^{*}<Y^{*}$, then we have

$$
\begin{align*}
& (\mu-D)\left(X^{*}-Y^{*}\right)-D a\left(\ln X^{*}-\ln Y^{*}\right)=0  \tag{24}\\
& (K-a)\left(X^{*}-Y^{*}\right)-\left(X^{*}+Y^{*}\right)\left(X^{*}-Y^{*}\right)=0
\end{align*}
$$

Since $K \leqq(\mu+D) a /(\mu-D)$, from (23) there is

$$
\begin{aligned}
\frac{Y^{*}-X^{*}}{Y^{*}+X^{*}} & =\frac{D a}{(\mu-D)(K-a)}\left(\ln Y^{*}-\ln X^{*}\right) \\
& \geqq \frac{1}{2}\left(\ln Y^{*}-\ln X^{*}\right)
\end{aligned}
$$

a contradiction. Hence the system of equations (23) has no such positive solutions $X^{*}, Y^{*}$, satisfying $X^{*} \neq Y^{*}$. Therefore by Theorem 2, (1) has no closed trajectory in the domain $\Omega$. The singular point $P\left(\lambda, g^{-1}(F(\lambda))\right)$ in this case is stable, and all the trajectories of (1) terminate at this singular point. The global structure of (1) in this case is of type (b).
(iii) When $n=1, \mu \leqq D$, there is no singular point in the domain $\Omega$ for (1). In the domain $\Omega, K(K, 0)$ is a stable node-type singular point and $O(0,0)$ is a saddle-type singular point, and all the trajectories of (1) in the domain $\Omega$ terminate at the point $K(K, 0)$. The global structure in this case is of type (c).
(iv) When $n=2,0<D<\mu<2 D, K>K^{*}=2 D \lambda /(2 D-\mu)$,

$$
\begin{gathered}
F(X)=\gamma(1-X / K)\left(a+X^{2}\right) / X, \\
\lambda^{2} F^{\prime}(\lambda)=\gamma\left(-a+\lambda^{2}-3 \lambda^{3} / K\right) \\
=\gamma a(\mu-D)(2 D-\mu-2 D \lambda / K)>0, \\
\Delta(X)=F^{\prime}(X) \psi(X) /(\mu \psi(X)-D) \\
=\gamma\left(-a+X^{2}-3 X^{3} / K\right) /\left((\mu-D) X^{2}-D a\right), \\
\Delta^{\prime}(X)=\frac{2 \gamma\left(((\mu-D) a-D a)+3 D a X / K-(\mu-D) X^{3} / K\right) X}{\left((\mu-D) X^{2}-D a\right)^{2}} .
\end{gathered}
$$

Since

$$
\lambda^{2} K\left(((\mu-D) a-D a)+3 D a X / K-(\mu-D) X^{3} / K\right)<-D a(X-\lambda)^{2}(X+2 \lambda)<0,
$$

as $X \in(0, \lambda) \cup(\lambda,+\infty)$, then $\Delta^{\prime}(X)<0$, as $X \in(0,+\infty) \backslash\{\lambda\}$, i.e., $\Delta(X)$ is nonincreasing in the intervals $(0, \lambda)$ and $(\lambda,+\infty)$. According to Theorem 1 and Remark 1, (1) has exactly one stable limit cycle in the domain $\Omega$ as $n=2$ and $K>K^{*}$. The global structure of (1) in this case is of type (a).
(v) When $n=2,0<D<\mu<2 D, K \leqq K^{*}$, the system (17) is

$$
\begin{align*}
& (1-X / K)\left(a+X^{2}\right) / X=(1-Y / K)\left(a+Y^{2}\right) / Y, \\
& (\mu-D)(X-\lambda)+D a\left(\frac{1}{X}-\frac{1}{\lambda}\right)=(\mu-D)(Y-\lambda)+D a\left(\frac{1}{Y}-\frac{1}{\lambda}\right) \tag{25}
\end{align*}
$$

The system of equations has no such positive solutions $X^{*}, Y^{*}, X^{*} \neq Y^{*}$. On the contrary, if (25) has such solutions, we have

$$
\begin{align*}
&-a+X^{*} Y^{*}-\left(X^{*}+Y^{*}\right) X^{*} Y^{*} / K=0, \\
& X^{*} Y^{*}=\lambda^{2},  \tag{26}\\
& X^{*}+Y^{*}=\left(\lambda^{2}-a\right) K / \lambda^{2}=(2 D-\mu) K / D \\
& \leqq 2 \sqrt{\frac{2 D}{\mu-D}}=2 \lambda,  \tag{27}\\
& 2 \lambda= 2 \sqrt{X^{*} Y^{*}}<\left(X^{*}+Y^{*}\right) \leqq 2 \lambda,
\end{align*}
$$

a contradiction. By Theorem 2, (1) has no closed trajectory in the domain $\Omega$, and all the trajectories of (1) in the domain $\Omega$ terminate at the stable singular point $P\left(\lambda, g^{-1}(F(\lambda))\right)$. The global structure of (1) in this case is of type (b).
(vi) When $n=2, \mu \geqq 2 D>0$, similar to case (v), we have systems of equations (25) and (26). From (26), we have

$$
0<X^{*}+Y^{*}=(2 D-\mu) K / D \leqq 0,
$$

a contradiction, and the same result as in case (v) holds.
(vii) When $n=2,0 \geqq \mu>D$, similar to case (iii), the same result holds.

Combining (i)-(vii) completes the proof.
We give Figs. 3-5 to illustrate the types of the structure (a), (b), and (c), respectively.
In Fig. 3, type (a), the system (1) finally approaches a closed orbit. The numbers of predator and prey both vary periodically.

In Fig. 4, type (b), the system (1) finally terminates at a unique stable equilibrium, i.e., terminates at the stable singular point $P\left(\lambda, g^{-1}(F(\lambda))\right)$. The numbers of predator and prey limit to nonzero constants.

In Fig. 5, type (c), the birth rate of the predator is less than its death rate, i.e.,

$$
\dot{Y}=Y\left(\mu X^{n} /\left(a+X^{n}\right)-D\right)<0 .
$$



Fig. 3


Fig. 4


Fig. 5

The number of predators is monotonic decreasing, and finally terminates at zero. The number of prey will be constant, $\dot{X}=X(1-X / K)=0$ as $X=K$. The predator-prey system (1) will be exterminated.
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# THE UNIQUENESS AND STABILITY OF THE REST STATE FOR STRONGLY COUPLED OSCILLATORS* 
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#### Abstract

In this paper it is shown that an unstable steady state can be stabilized in the presence of sufficient inhomogeneity and strong diffusion for a continuum and discrete model. These results are applied to a pair of coupled oscillators and to an oscillatory reaction-diffusion system. It is also shown that for the reaction-diffusion system, the trivial rest state is the unique phase-locked solution. Some additional numerical results are presented that illustrate the nature of this bifurcation for a realistic model oscillator.
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1. Introduction. This paper is a continuation of an analysis of an oscillatory reaction-diffusion system in the presence of a gradient in natural frequencies. In our previous article [1], we have shown the existence of a periodic (phase-locked) solution and shown some of its behavior via numerical methods. In this paper, we are interested in the stabilization and uniqueness of the rest state (which is unstable in the absence of the diffusion). This phenomenon of restabilization has been explored numerically for the Brusselator by Bar-Eli [2] and has been shown for a simple $\lambda-\omega$ model in [3] In both of the latter cases, two discrete oscillators are coupled diffusively and it is shown that if the two uncoupled frequencies are different enough, then there is a stable equilibrium for coupling strengths in some intermediate range. More recently, a different mechanism for the stabilization of a rest state (and thus, the death of the oscillation) was discussed in [4] for identical oscillators coupled directly rather than diffusively In a sense, this is the inverse of Smale's mechanism by which two coupled "dead" cells could spontaneously begin to oscillate if allowed to interact through diffusion. In the Smale article [5], though, the two cells are identical and the mechanism is more akin to a Turing instability of the Hopf type (see, e.g., [6]).

In this paper, we are mainly interested in a continuum of cells with a linear gradient of frequencies that are coupled by ordinary diffusion. We prove the stability and uniqueness of the stationary trivial solution for sufficiently strong diffusion and a large enough gradient in frequencies. We will also consider a general pair of coupled oscillators in $\mathbb{R}^{n}$ and show how the trivial state can be restabilized if the two are different enough and the coupling is sufficiently strong. In § 2 , we describe the discrete model and prove the stability result. Section 3 introduces the continuum model and the stability theorem is stated and proved. Section 4 is devoted to a proof of the uniqueness of the trivial solution as a phase-locked state.
2. Two coupled oscillators. Consider the following pair of coupled nonlinear differential equations:

$$
\begin{align*}
& \frac{d u}{d t}=F(u)+\beta(v-u),  \tag{2.1}\\
& \frac{d v}{d t}=\sigma F(v)+\beta(u-v)
\end{align*}
$$

[^102]where $\beta$ is a scalar representing the strength of coupling and $\sigma$ is a parameter that distinguishes the rates of the two systems. In particular, when $\beta=0$ we may suppose that each system oscillates about some rest point which we may assume to be zero with no loss in generality. Then the ratio of the frequencies of the two oscillators is $\sigma$. We assume that in the absence of coupling, the equilibrium point $u=v=0$ is unstable. It will remain so for sufficiently small strengths of coupling. We now show how the nature of this instability determines whether it is always unstable for all choices of $(\beta, \sigma)$. In fact, we will show that if the eigenvalues of the linearized uncoupled system are complex and the imaginary part is large enough, there are ranges of parameters $\beta$ and $\sigma$ such that the coupled system is linearly stable.

Let $A$ be the Jacobian of $F$ evaluated at $u=0$. Consider the following linear system:

$$
\begin{align*}
& \frac{d u}{d t}=A u+\beta(v-u)  \tag{2.3}\\
& \frac{d v}{d t}=\sigma A v+\beta(u-v) \tag{2.4}
\end{align*}
$$

Lemma 2.1. If $(\nu, \phi)$ is an eigenvalue-eigenvector pair for the matrix $A$, then $(\gamma, \xi)$ is an eigenvalue-eigenvector pair for the matrix

$$
M=\left[\begin{array}{cc}
A-\beta I & \beta I \\
\beta I & \sigma A-\beta I
\end{array}\right]
$$

where $\xi=(\phi, s \phi)^{T}, \gamma$ satisfies

$$
\begin{equation*}
\gamma^{2}+(2 \beta-\nu(\sigma+1)) \gamma+\nu(\sigma \nu-\beta(\sigma+1))=0 \tag{2.5}
\end{equation*}
$$

and $(1, s)^{T}$ is the eigenvector corresponding to $\gamma$ for the $2 \times 2$ matrix

$$
\left[\begin{array}{cc}
\nu-\beta & \beta \\
\beta & \sigma \nu-\beta
\end{array}\right]
$$

Proof. Substitute the vector $\xi$ into the eigenvalue equation for $M$ and use the fact that $A \phi=\nu \phi$.

Lemma 2.2. Let $\nu=\lambda+i \omega$ denote an eigenvalue of $A$.
(i) If $\omega=0$ and $\lambda>0$, then ( 0,0 ) is unstable as a solution to (2.3).
(ii) If $\lambda<0$, then the corresponding pair of eigenvalues for the linear system (2.3)-(2.4) have negative real parts.

Proof. We need only analyze the roots of (2.5).
(i) If $\nu$ is real and positive, then for stability, we must have the coefficients of (2.5) both positive, i.e.,

$$
\frac{\sigma}{\sigma+1}>\frac{\beta}{\nu}>\sigma+1 .
$$

Since the first expression is less than 1 and the last is greater, this is an obvious impossibility.
(ii) If $\nu$ is real and negative, then the coefficients of (2.5) are both positive so that all the roots have negative real parts. Suppose that $\nu$ is complex with a negative real part. We will prove that it is impossible for eigenvalues of (2.5) to cross the imaginary axis. When $\beta=0$, the eigenvalues are $\nu$ and $\sigma \nu$, both having negative real parts. We follow these eigenvalues as $\beta$ increases. There are two ways in which instability could occur; one of the two eigenvalues of (2.5) could become real and cross through zero, or it could cross into the right halfplane through the imaginary
axis. Since $\nu$ is complex, the former is impossible; there will be a zero eigenvalue if and only if $\beta=\sigma \nu /(\sigma+1)$, which is complex. Thus, if instabilities are to occur, they must be through the imaginary axis. We differentiate (2.5) with respect to $\beta$ and find that

$$
\begin{equation*}
\frac{d \gamma}{d \beta}=\frac{-|\nu(\sigma-1)-2 \gamma|^{2}+2 \beta[\nu(\sigma+1)-2 \gamma]}{|-\nu(\sigma+1)+2 \gamma+2 \beta|^{2}} . \tag{2.6}
\end{equation*}
$$

Suppose that for some $\beta, \gamma=i \kappa$ (i.e., $\operatorname{Re}(\gamma)=0$ ). Then, the real part of $d \gamma / d \beta$ is strictly negative since $\operatorname{Re}(\nu)=\lambda<0$. Thus, it is impossible to cross the imaginary axis, and the roots to (2.5) lie in the left-half complex plane.

Lemma 2.2 takes care of the case of real eigenvalues and complex eigenvalues with negative real parts. The only remaining case is the most interesting from our point of view: the case of complex eigenvalues with positive real parts. The proof of (ii) depended crucially on the fact that $\operatorname{Re}(\nu)<0$; the proof cannot be pushed through to show that eigenvalues remain on the right halfplane for all $\beta$. In fact, it is clear from (2.6) that for small $\beta, d \gamma / d \beta<0$ so that the eigenvalues move toward the left. But, as $\beta$ gets larger, (2.6) may become positive again. As $\beta \rightarrow \infty$, one of the roots to (2.5) tends to $\frac{1}{2} \nu(\sigma+1)$, which has a positive real part. Thus, it is not obvious that eigenvalues can be pushed to the left halfplane.

Lemma 2.3. Let $q=\lambda / \omega$, where $\nu=\lambda+i \omega$. If $q$ is sufficiently small, then there are regimes of $\beta$ and $\sigma$ such that the roots of (2.5) have negative real parts.

Proof. The solutions to (2.5) are

$$
\begin{equation*}
\gamma=-\beta+\nu(\varepsilon+1) \pm \sqrt{\beta^{2}+\varepsilon^{2} \nu^{2}} \tag{2.7}
\end{equation*}
$$

where $\varepsilon=(\sigma-1) / 2$. Choose $\beta \approx \beta^{*}=|\varepsilon \omega| \sqrt{1-q^{2}}$ and substitute into (2.7). Using the fact that $\nu^{2}=\omega^{2}\left(q^{2}+2 i q-1\right)$, we see that the maximal real part (corresponding to the + ) is approximately

$$
\begin{equation*}
\operatorname{Re} \gamma \approx \omega\left[-\varepsilon \sqrt{1-q^{2}}+q(\varepsilon+1)+\varepsilon \sqrt{q}\right] . \tag{2.8}
\end{equation*}
$$

For $q$ sufficiently small and $\varepsilon>0$ (corresponding to $\sigma>1$, which may be assumed with no loss of generality), it is clear that $\operatorname{Re} \gamma<0$ as required. For $\beta$ near $\beta^{*}$, the real part of the eigenvalue stays negative.

Remark. It is clearly necessary that $\sigma \neq 1$ to obtain restabilization for any value of $\beta$. Indeed, setting $\varepsilon=0(\sigma=1)$ in (2.8) yields an eigenvalue $\nu$ that has a positive real part. The asymmetry in the problem is absolutely necessary for the coupling to change the signature of the eigenvalues. Furthermore, the greater the asymmetry, the larger $q$ may be. The largest allowable $q$ is roughly 0.35 ; for $q$ greater than this, (2.8) is always positive for all $\varepsilon \geqq 0$. We also note that this is an intermediate value of coupling strength, $\beta$, neither very large, nor very small.

The following proposition follows from the previous lemmas.
Proposition 2.1. Suppose that zero is an unstable equilibrium point for (2.3) or (2.4) when $\beta=0$. Assume the instability is due to a single pair of complex conjugate eigenvalues $\lambda \pm i \omega$. Then, if $\lambda / \omega$ is small enough, these are values of $\sigma$ and $\beta$ for which the origin is an asymptotically stable equilibrium point.

Remarks. The hypothesis on the signs and relative sizes of the eigenvalues is satisfied, for example, after a Hopf bifurcation.

In [3], we study a pair of symmetrically coupled oscillators and show that if the frequency difference between them is sufficiently large, then as the coupling increases, the amplitude of the phase-locked solution decreases and eventually goes to zero in a manner analogous to the continuum model considered in [1].


Fig. 1. The difference between the maximum and minimum value of $u(t)$ as a function of the strength of diffusion for the Wilson-Cowan equations with $\sigma=2$.

Before continuing with the stability of the equilibrium for a continuous model, we describe some numerical results for a coupled oscillator model of the form (2.1)-(2.2). We consider a two-dimensional system, specifically the Wilson-Cowan equations [7]:

$$
\begin{align*}
& \frac{d u}{d t}=-u+f(16.0 u-20.0 v-0.5)  \tag{2.9}\\
& \frac{d v}{d t}=-v+f(18.0 u-3.0) \tag{2.10}
\end{align*}
$$

where $f(u)=.5(1+\tanh (u))$. With these parameter values, the Wilson-Cowan equations oscillate about an unstable equilibrium point, $(u, v)=(0.110065,0.115304)$. The eigenvalues of the Jacobian are $0.58045 \pm i 3.77018$, so that $q=0.15396$. We have chosen $\sigma=2$, so that the value $\beta^{*}=1.862$. In Fig. 1, we have sketched the amplitude of $u(t)$ (i.e., the difference between the maximum and minimum values of $u(t)$ ) as a function of the parameter $\beta$ for $\beta \in[0.5,1.5]$. In this regime, the two oscillators are phase-locked in a $1: 1$ ratio. The amplitude gradually decreases until at a critical value of $\beta \approx 1.3$, the steady state is restabilized. This phenomenon is identical to that proved in [3] for a special solvable oscillator model. We have applied these results to a variety of other oscillator models and find similar behavior; if the difference in natural frequencies is too great, then for certain strengths of coupling, the rest state is restabilized as the amplitude of coupling decreases.
3. The continuum model. In [1], we have analyzed the phase-locked behavior of a simple reaction-diffusion equation with a linear frequency gradient:

$$
\begin{gather*}
\frac{\partial u}{\partial t}=\lambda(R) u-\omega(R, x) v+d \frac{\partial^{2} u}{\partial x^{2}},  \tag{3.1}\\
\frac{\partial v}{\partial t}=\lambda(R) v+\omega(R, x) u+d \frac{\partial^{2} v}{\partial x^{2}},  \tag{3.2}\\
\frac{\partial u}{\partial x}(0, t)=\frac{\partial u}{\partial x}(1, t)=\frac{\partial v}{\partial x}(0, t)=\frac{\partial v}{\partial x}(1, t)=0 \tag{3.3}
\end{gather*}
$$

where $R=u^{2}+v^{2}, \omega(R, x)=\omega_{0}-\hat{\sigma} x+q(1-R)$, and $\lambda(R)=\Lambda(1-R)$. In absence of diffusion, (3.1)-(3.2) admit stable periodic solutions with frequency $\omega_{0}+\hat{\sigma} x$. In [1], we have shown that for $d$ large enough and $q=0$, there are periodic (phase-locked) solutions to (3.1)-(3.3). We have also shown numerically that for fixed $d \geqq 1$, as $\hat{\sigma}$ increases, the maximum amplitude $\sqrt{R}$ decreases to zero. We also conjectured that for $\hat{\sigma}$ large enough, the rest state stabilized. In the next section, we prove that for sufficiently large $\hat{\sigma}$ the solution $u=v=0$ is the unique periodic solution to (3.1)-(3.3). In this section, we prove that $u(x, t)=v(x, t)=0$ is a linearly stable solution to (3.1)-(3.3).

It is convenient to introduce the complex variable $w(x, t)=u(x, t)+i v(x, t)$. The linear stability problem is then

$$
\begin{align*}
& \frac{\partial w}{\partial t}=\left[\Lambda+i\left(\omega_{0}-\hat{\sigma} x\right)\right] w+d \frac{\partial^{2} w}{\partial x^{2}},  \tag{3.4}\\
& \frac{\partial w}{\partial x}(0, t)=\frac{\partial w}{\partial x}(1, t)=0 . \tag{3.5}
\end{align*}
$$

We seek solutions to (3.4)-(3.5) of the form $w(x, t)=\exp \left(-\left[\hat{\lambda}+i \omega_{0}\right] t\right) z(x) . z(x)$ satisfies the ordinary differential equation

$$
\begin{align*}
& d z^{\prime \prime}+(\Lambda-i \hat{\sigma} x) z=-\hat{\lambda} z  \tag{3.6}\\
& z^{\prime}(0)=z^{\prime}(1)=0 . \tag{3.7}
\end{align*}
$$

Divide through by $d$ and let $c=\Lambda / d, \sigma=\hat{\sigma} / d, \lambda=\hat{\lambda} / d$. Equation (3.6) becomes

$$
\begin{equation*}
z^{\prime \prime}+(c-i \sigma x) z=-\lambda z \tag{3.8}
\end{equation*}
$$

Finally, we let $\lambda=\alpha+i \delta, z=r e^{i \theta}, \psi=\theta^{\prime}, s=r^{\prime} / r$, so that (3.7), (3.8) become

$$
\begin{align*}
& s^{\prime}=\psi^{2}-s^{2}-(\alpha+c),  \tag{3.9}\\
& \psi^{\prime}=\sigma x-\delta-2 s \psi \\
& s(0)=\psi(0)=0 \\
& s(1)=\psi(1)=0
\end{align*}
$$

The origin is stable if and only if solutions to (3.6)-(3.7) have solutions with $\operatorname{Re}(\hat{\lambda})>0$, for then $w(x, t)$ decays exponentially in time. Since $\alpha=\operatorname{Re}(\hat{\lambda}) / d$, to prove the equilibrium is stable we must show that (3.9)-(3.12) has a solution if and only if $\alpha>0$. It is clear from (3.8) that when $\sigma=0$, (3.7)-(3.8) has a solution, $z \equiv C$, a constant, and $\lambda=-c<0$, so that the origin is unstable. Thus, it is crucial that $\sigma \neq 0$. We can assume with no loss of generality that $\sigma>0$; if $\sigma<0$, then let $x \rightarrow 1-x$ in (3.4)-(3.5) and let $\omega_{0} \rightarrow \omega_{0}+\sigma$. We will prove the following theorem.

Theorem 3.1. Let $0 \leqq c \leqq 1$. There is $a \sigma^{*}>0$ such that if (3.9)-(3.12) has a solution for some $\sigma>\sigma^{*}$ then $\alpha>0$.

Since the proof is somewhat technical in nature, we give a short outline of the proof. Our goal is to show that if $\sigma$ is large and (3.9)-(3.12) has a solution, then $\alpha$ must be positive. Thus, for the sake of contradiction, we assume that for every large $\sigma$ there is an $\alpha \equiv \alpha(\sigma) \leqq 0$ for which (3.9)-(3.12) does indeed have a solution. The first step in our analysis is to prove that any solution to (3.9)-(3.12) must satisfy $|s(x)| \leqq \tan (1)$ for all $x \in(0,1)$. Next, we determine that if (3.9)-(3.12) holds then $\delta$, $\alpha$, and $\sigma$ must lie in the parameter range $\alpha \geqq-c$ and $\sigma \geqq \delta>0$. We then define a $\sigma^{*}$ independent of $\alpha, c$, and $\delta$, and assume that a solution exists for some $\sigma>\sigma^{*}, \alpha \in[-c, 0]$ and $\delta \in[0, \sigma]$. We break the remaining analysis into two subcases, $0 \leqq \delta \leqq \sigma / 2$ and
$\sigma / 2 \leqq \delta \leqq \sigma$. For the first case, we consider the $x$-intervals $I_{1}=\left[\frac{5}{8}, \frac{3}{4}\right]$ and $I_{2}=\left[\frac{3}{4}, \frac{7}{8}\right]$. We need to show that $\left|s\left(x_{0}\right)\right|=\tan$ (1) at some $x_{0} \in I_{1} \cup I_{2}$ to arrive at a contradiction. The key to this is to analyze (3.10) and obtain a lower bound estimate on the function $|\psi|$. We first show that there is an $M>0$ (independent of $\sigma$ ) such that if $|\psi| \geqq M$ at some point in $I_{1}$, then $|\psi| \geqq M$ for all $x \in I_{2}$. This lower bound on $|\psi|$ is then used in (3.9) to show that $|s|$ must exceed $\tan (1)$. The remainder of this subcase is therefore devoted to proving that for all large values of $\sigma,|\psi| \geqq M$ at some value in $I_{1}$. The second case, $\sigma / 2 \leqq \delta \leqq \sigma$ is handled in the same fashion. Here, we analyze the behavior of $\psi$ on $J_{1}=\left[\frac{1}{8}, \frac{1}{4}\right]$ and $J_{2}=\left[\frac{1}{4}, \frac{3}{8}\right]$.

Lemma 3.1. If (1)-(4) has a solution then $|s| \leqq \tan (1)$ for all $x \in[0,1]$.
Proof. From (3.9) we have $s^{\prime} \geqq-\left(s^{2}+1\right)$ on [ 0,1$]$. Thus, $d s /\left(s^{2}+1\right) \geqq-d x$ and so $\tan ^{-1}(s(x)) \geqq \tan ^{-1}\left(s\left(x_{0}\right)\right)-\left(x-x_{0}\right)$ for $x_{0} \in[0,1)$ and $x_{0} \leqq x \leqq 1$. From this, we conclude that $\tan ^{-1}(s(1)) \geqq \tan ^{-1}\left(s\left(x_{0}\right)\right)-1$. If $s\left(x_{0}\right)>\tan (1)$ for some $x_{0} \in[0,1)$, then $s(1)>0$. This contradicts (3.12).

Proof of Theorem 3.1. Suppose that a solution of (3.9)-(3.12) exists for some $\sigma>0, \delta \in \mathbb{R}$, and $\alpha \leqq 0$. If $0<\sigma<\delta$, then $\psi^{\prime}(0)<0$ and $\psi^{\prime}(1)<0$. There must be a first $\hat{x} \in(0,1)$ such that $\psi(\hat{x})=0$ and $\psi^{\prime}(\hat{x}) \geqq 0$. However, from (3.10), $\psi^{\prime}(\hat{x})=\sigma \hat{x}-\delta \leqq \sigma-\delta$, a contradiction. Therefore, $\delta \leqq \sigma$. If $\delta<0$, then $\psi^{\prime}(0)>0$ and $\psi^{\prime}(1)>0$. At the first positive zero $\hat{x}$ of $\psi$ we would have $\psi^{\prime}(\hat{x}) \leqq 0$. However, $\psi^{\prime}(\hat{x})=\sigma \hat{x}-\delta>0$, a contradiction. Therefore, it must be the case that $0 \leqq \delta \leqq \sigma$.

Next, suppose that $\alpha<-c$. Then, $s^{\prime}(0)>0$ and $s^{\prime}(1)>0$. At the next zero $\hat{x}$ of $s$ we would have $s(\hat{x}) \geqq 0$ and $s^{\prime}(\hat{x}) \leqq 0$. However, from (3.9) $s^{\prime}(\hat{x})=\psi^{2}(\hat{x})-(\alpha+c)>0$, a contradiction. Therefore, $\alpha \geqq-c$. We assume for the sake of contradiction that there is an unbounded, increasing sequence $\left\{\sigma_{i}\right\}_{i \geqq 0}$ such that for each $i$ there is an $\alpha_{i} \in[-c, 0]$ and $\delta_{i} \in\left[0, \sigma_{i}\right]$ for which (3.9)-(3.12) has a solution. For notational simplicity, we omit the subscripts.

Let $L \equiv \tan (1)$ and define $M=2\left(L^{2}+32 L+1\right)^{1 / 2}$ and

$$
\sigma^{*}=\max \left\{256 \cdot M+16 \cdot M \cdot L, \frac{112}{7} M+14 \cdot M \cdot L\right\}
$$

We assume that $\sigma>\sigma^{*}$ and that there is an $\alpha \in[-c, 0], \delta \in[0, \sigma]$ such that (3.9)-(3.12) has a solution. There are two subcases to consider.

Case (i). $0 \leqq \delta \leqq \sigma / 2$. Consider the intervals $I_{1}=\left[\frac{5}{8}, \frac{3}{4}\right]$ and $I_{2}=\left[\frac{3}{4}, \frac{7}{8}\right]$. Suppose that $\psi\left(\frac{7}{8}\right)<-M$. If $\psi \leqq-M$ on all of $I_{1}$ then $\psi^{2} \geqq M^{2}$, and hence $s^{\prime} \geqq M^{2}-L^{2}-1$ on $I_{1}$. Thus, $s(x) \geqq\left(M^{2}-L^{2}-1\right)\left(x-\frac{5}{8}\right)-L$ and it follows that $s\left(\frac{3}{4}\right) \geqq\left(M^{2}-L^{2}-1\right) / 8-L>$ $L$, a contradiction. Therefore, $\psi(\hat{x})>-M$ at some $\hat{x} \in\left[\frac{5}{8}, \frac{3}{4}\right]$. If $\psi(\tilde{x})=-M$ at some first $\tilde{x} \in\left(\hat{x}, \frac{7}{8}\right]$ then $\psi^{\prime}(\tilde{x}) \leqq 0$. However, $\psi^{\prime}(\tilde{x}) \geqq \sigma\left(\tilde{x}-\frac{1}{2}\right)+2 s M>-2 L M+\sigma / 8>0$, a contradiction. Therefore, $\psi \geqq-M$ on all of $I_{2}$. Next, suppose that $\psi\left(\frac{3}{4}\right)>M$. Then it follows as above that $\psi>M$ on all of $I_{2}$. But then $s^{\prime} \geqq M^{2}-L^{2}-1$ on $I_{2}$ and an integration of this inequality leads to $s(x) \geqq\left(M^{2}-L^{2}-1\right)\left(x-\frac{3}{4}\right)-L$. Hence, $s\left(\frac{7}{8}\right)>L$, a contradiction. Therefore, $\psi\left(\frac{3}{4}\right)<M$. Suppose that $\psi(\hat{x})=M$ at some first $\hat{x} \in\left(\frac{3}{4}, \frac{13}{16}\right)$. Then $\psi^{\prime}(\hat{x})>0$. It then follows as above that $\psi>M$ for all $x \in\left(\frac{13}{16}, \frac{7}{8}\right)$. Again, from (3.9) it follows that $s^{\prime} \geqq M^{2}-L^{2}-1$ on $\left(\frac{13}{16}, \frac{7}{8}\right)$. Integrating, we obtain $s(x) \geqq$ $\left(M^{2}-L^{2}-1\right)\left(x-\frac{13}{16}\right)-L$. Therefore, $s\left(\frac{7}{8}\right) \geqq\left(M^{2}-L^{2}-1\right) / 16-L>L$, a contradiction. We conclude that $\psi \leqq M$ for all $x \in\left(\frac{3}{4}, \frac{13}{16}\right) \equiv I_{3}$. On $I_{3}, \psi^{\prime} \geqq \sigma / 4-2 L M$, so that $\psi(x) \geqq$ $(\sigma / 4-2 L M)\left(x-\frac{3}{4}\right)-M$. Thus, $\psi\left(\frac{13}{16}\right) \geqq(\sigma / 4-2 L M) / 16-M>M$, a contradiction. We have shown that if $0 \leqq \delta \leqq \sigma / 2$, there can be no solution to (3.9)-(3.12).

Case (ii). $\sigma / 2 \leqq \delta \leqq \sigma$. Consider the intervals, $J_{1}=\left[\frac{1}{8}, \frac{1}{4}\right]$ and $J_{2}=\left[\frac{1}{4}, \frac{3}{8}\right]$. Suppose that $\psi(\hat{x})<-M$ at some $\hat{x} \in\left[\frac{1}{8}, \frac{1}{4}\right]$. If $\psi(\tilde{x})=M$ at some first $\tilde{x} \in\left(\hat{x}, \frac{3}{8}\right]$, then $\psi^{\prime}(\tilde{x}) \geqq 0$. However, $\psi^{\prime}(\tilde{x})=\sigma\left(\tilde{x}-\frac{1}{2}\right)+2 s M$, so that $\psi^{\prime}(\tilde{x})<-\sigma / 8+2 L M<0$, a contradiction.

Therefore, $\psi<-M$ on $J_{2}$. Thus, $s^{\prime} \geqq M^{2}-L^{2}-1$ on $J_{2}$ and it follows that $s(x) \geqq$ $-L+\left(M^{2}-L^{2}-1\right)\left(x-\frac{1}{4}\right)$ on $J_{2}$ with $s\left(\frac{3}{8}\right)>L$, a contradiction. Thus, it must be the case that $\psi>-M$ on all of $J_{1}=\left[\frac{1}{8}, \frac{1}{4}\right]$. If $\psi(\hat{x})<M$ at some $\hat{x} \in\left[\frac{1}{4}, \frac{3}{8}\right]$, then it follows as above that $\psi<M$ on all of $J_{1} \subseteq\left[\frac{1}{8}, \hat{x}\right]$. That is, $|\psi|<M$ for $\frac{1}{8} \leqq x \leqq \frac{3}{8}$. However, it follows from (3.10) that $\psi^{\prime} \leqq-\sigma / 4+2 L M$ for all $x \in J_{1}$, hence $\psi(x) \leqq(2 L M-\sigma / 4) / 8+M<$ $-M$, a contradiction. Therefore, it must be the case that $\psi>M$ for all $x \in J_{2}$. Thus, $s^{\prime} \geqq M^{2}-L^{2}-1 \quad$ and $\quad s \geqq-L+\left(M^{2}-L^{2}-1\right)\left(x-\frac{1}{4}\right) \quad$ on $J_{2}$. But, then, $u\left(\frac{3}{8}\right) \geqq$ $\left(M^{2}-L^{2}-1\right) / 8-L>L$, a contradiction. This eliminates the possibility of solutions to (3.9)-(3.12) for $\sigma / 2 \leqq \delta \leqq \sigma$.

These two cases show that if $\sigma$ is sufficiently large, there can be no solutions to (3.9)-(3.12) with $c \leqq 1$.

Remark. The theorem requires that $c \leqq 1$. The reason for this is that we must bound $u(x)$ and this bound depends on $\tan (c)$. Thus, we could improve this bound slightly, by requiring that $c<\pi / 2$. As we noted in our previous paper [1], if the size of the attraction to the limit cycle $\Lambda$ is large compared to the diffusion $d$ (i.e., $c$ is large), then this phenomenon will not occur. Instead, as the gradient in frequency $\sigma$ increases, the phase-locked periodic solutions to (3.1)-(3.3) will break up into complex high-dimensional tori. In fact, we can obtain bounds on the largest allowable frequency gradient $\sigma$ as a function of the ratio $d / \Lambda$, before phase-locking is lost (in preparation). Our results here and in the previous paper show that if the diffusivity is large, phase-locking persists as $\sigma$ increases until the amplitude of the solution goes to zero. The rest state remains stable for all higher values of $\sigma$.

The results of this theorem are essentially the continuum analogue of the results in [4] for a pair of coupled $\lambda-\omega$ oscillators. This may lead us to generalize the stability results of $\S 2$ to an analogous continuum model

$$
\begin{equation*}
\frac{\partial u}{\partial t}=(1+\sigma x) F(u)+d \frac{\partial^{2} u}{\partial x^{2}} \tag{3.13}
\end{equation*}
$$

subject to the boundary conditions

$$
\begin{equation*}
\frac{\partial u}{\partial x}(1, t)=\frac{\partial u}{\partial x}(0, t)=0 \tag{3.14}
\end{equation*}
$$

where $d$ and $\sigma$ are scalars. We have numerically solved (3.13)-(3.14) using the Wilson-Cowan equations as described in § 2. We find that as $\sigma$ increases the amplitude of the oscillation tends to zero and for a large enough value of $\sigma$, the rest state appears to become stable. If we linearize (3.13) about the equilibrium state and let $A$ denote the Jacobian of $F$ at this equilibrium, we obtain

$$
\begin{equation*}
\frac{\partial u}{\partial t}=(1+\sigma x) A u+d \frac{\partial^{2} u}{\partial x^{2}} \tag{3.15}
\end{equation*}
$$

along with the boundary conditions (3.14). As in $\S 2$, we let $\nu$ and $\phi$ be an eigenvalueeigenvector pair for the matrix $A$, i.e., $A \phi=\nu \phi$. We suppose that $u(x, t)=\phi z(x) e^{\lambda t}$, where $z(x)$ is a complex scalar function of $x$, and $\lambda$ is a complex parameter. It is seen that $z$ satisfies

$$
\begin{align*}
& \lambda z=(1+\sigma x) \nu z+d z^{\prime \prime},  \tag{3.16}\\
& z^{\prime}(0)=z^{\prime}(1)=0 . \tag{3.17}
\end{align*}
$$

This is similar to the problem solved by Theorem 3.1. Based on this, we conjecture that if $\operatorname{Re}(\nu) / \operatorname{Im}(\nu)$ is sufficiently small (as was required in § 2), then for $d$ and $\sigma$
large enough, the eigenvalues $\lambda$ of (3.16)-(3.17) have negative real parts. The proof of this is not as simple as that of Theorem 3.1, and it is hoped that we can eventually sharpen the statement and prove it.

For two-dimensional problems, we can intuitively understand what is going on from a geometric point of view as follows. Think of the equal strength diffusion as trying to pull points on each of the spatially distributed limit cycles together. For strong frequency gradients, the points (if uncoupled) would not be close to each other as time increases. Thus, nearby spatial points that are far away in phase will be pulled toward each other by the strong diffusion. Since they are at distant phases, the "easiest" way to pull them closer in state is through the equilibrium point about which they oscillate. Thus, the limit cycles will be shrunken to a single point by the strong diffusive forces (see Fig. 2).
4. Uniqueness of the trivial solution. We turn now to the question of uniqueness of the zero rest state $(u, v)=(0,0)$ as a solution to (3.1)-(3.3). We consider the case $q=0$, the "no twist" situation for which the uncoupled limit cycle of (3.1)-(3.3) has "radial isochrons" (see [3] for a discussion of this assumption and its consequences for two coupled oscillators). We look for periodic solutions of (3.1)-(3.3) that are of the form:

$$
\begin{gather*}
(u(x, t), v(x, t))=(r(x) \cos (\theta(x, t)), r(x) \sin (\theta(x, t))),  \tag{4.1}\\
\theta(x, t)=\int^{x} \phi(s) d s+\left(\Omega+\frac{\sigma}{2}\right) t . \tag{4.2}
\end{gather*}
$$

We see that if a solution of this form exists, then it is $t$-periodic with period $2 \pi /(\Omega+\sigma / 2)$. As in § 3, we introduce the new variable $s(x)=r^{\prime}(x) / r(x)$, so that in these variables, (3.1)-(3.3) become:
(a) $r^{\prime}=r s$,
(b) $s^{\prime}=\alpha^{2}\left(r^{2}-1\right)+\phi^{2}-s^{2}$,
(c) $\phi^{\prime}=\alpha^{2} \sigma\left(x-\frac{1}{2}\right)-2 s \phi$,
(d) $s(0)=\phi(0)=0, \quad 0 \leqq r(0) \leqq 1$,
(e) $s(1)=0$
where $\alpha^{2}=1 / d$. In [1], we have shown that for each $r(0) \in[0,1]$ and $\alpha^{2}<1$, there was a $\sigma$ such that (4.3) has a solution. We will now show that for $\sigma$ sufficiently large, the only solution to (4.3) is $r \equiv 0$, corresponding to $(u, v)=(0,0)$.


Fig. 2. Two points that initially are close in phase are pulled apart by differences in frequency and the resultant limit cycle is "pinched" together by strong diffusive forces.

Theorem 4.1. Let $0<\alpha \leqq 1$ and $q=0$. Then there is a $\sigma^{*}=\sigma^{*}(\alpha)>0$ such that if $\sigma>\sigma^{*}$ then there is no value of $r(0) \geqq 0$ for which (4.3) has a solution.

As the proof is again rather technical, we will sketch an outline. The first step is to set $L=\alpha \tan (\alpha), 0<\alpha<1$ and prove that if $s\left(x_{0}\right)=L$ for some $x_{0} \in(0,1)$, then $s(1) \neq 0$. Thus, a solution to (4.3) must satisfy $s(x)<L$ for all $x \in(0,1)$. We assume, for the sake of contradiction, that a solution of the boundary value problem does indeed exist, for some $\alpha \in(0,1)$ and some $r(0) \in[0,1)$. To obtain a contradiction, we need to analyze the equation for $u$. Since $\psi$ appears in the equation, we must first obtain lower bound estimates on $\psi^{2}$ by analyzing (4.3)(c). Thus, the next step of the proof is to prove that there are values $\delta \in\left(0, \frac{1}{4}\right)$ and $C>0$ independent of $\sigma$ such that $\psi^{2} \geqq C \sigma^{2}$ for all $x \in[\delta / 2, \delta]$. With this estimate in hand we then turn to the $s$ equation. First we obtain a lower bound on $s$, namely, $-\tan (\sigma)<s<L$ for $x \in[\delta / 2, \delta]$. It then follows that $s^{2} \leqq Q^{2}$ on $[\delta / 2, \delta]$, where $Q=\max \{L, \tan (\delta)\}$. These estimates on $s^{2}$ and $\psi^{2}$ are then substituted into (4.3)(b), and we obtain $s^{\prime} \geqq-\left(\alpha^{2}+Q^{2}\right)+C \sigma^{2}$ for $x \in[\delta / 2, \delta]$. This last inequality is used to show that for large $\sigma, s$ must reach $L$ at some $x_{0} \in[\delta / 2, \delta]$. As shown earlier, this implies that $s(1) \neq 0$, and we have the needed contradiction.

Proof of Theorem 4.1. We first derive a criterion which guarantees that (4.3)(e) cannot hold. From (4.3)(b) it is seen that

$$
s^{\prime} \geqq-\left(\alpha^{2}+s^{2}\right)
$$

Integrating this inequality leads to

$$
\frac{1}{\alpha} \tan ^{-1}(s(x) / \alpha) \geqq \frac{1}{\alpha} \tan ^{-1}\left(s\left(x_{0}\right) / \alpha\right)-\left(x-x_{0}\right) \quad \text { for all } x_{0} .
$$

Letting $x_{0} \in(0,1)$ and $x=1$, we find

$$
\frac{1}{\alpha} \tan ^{-1}(s(1) / \alpha) \geqq \frac{1}{\alpha} \tan ^{-1}\left(s\left(x_{0}\right) / \alpha\right)-1+x_{0} .
$$

Thus, if the right-hand side is positive, i.e.,

$$
\frac{1}{\alpha} \tan ^{-1}\left(s\left(x_{0}\right) / \alpha\right)>1-x_{0},
$$

then the left-hand side is also positive and $s(1) \neq 0$. It suffices to prove that there is a $\sigma^{*}>0$ such that if $\sigma>\sigma^{*}$, there is an $x_{0}(\sigma) \in(0,1)$ and a $s\left(x_{0}\right)>0$ with $\tan ^{-1}\left(s\left(x_{0}\right) / \alpha\right)=\alpha$, i.e.,

$$
s\left(x_{0}\right)=\alpha \tan (\alpha) \equiv L .
$$

If $0<\alpha<\pi / 2, L$ is finite and positive; furthermore, $L$ is independent of $\sigma$. We will show that as $\sigma$ increases, $s$ rises to $L$ at some $x_{0} \in(0,1)$. For technical reasons, we require that $x_{0}$ lies in $\left(0, \frac{1}{2}\right)$.

Suppose that for some $r(0) \in[0,1)$ and all large $\sigma$ that $s(x)<L$ for all $x \in\left(0, \frac{1}{4}\right)$. We note that $\phi(x)<0$ for all $x \in\left(0, \frac{1}{4}\right]$. For otherwise, since $\phi(0)=0$ and $\phi^{\prime}(0)=$ $-\alpha^{2} \sigma / 2<0$, there must be some first $\hat{x} \in\left(0, \frac{1}{4}\right]$ for which $\phi(\hat{x})=0$ and $\phi^{\prime}(\hat{x}) \geqq 0$. But, from (4.3)(c) $\phi^{\prime}(\hat{x})=\alpha^{2} \sigma\left(\hat{x}-\frac{1}{2}\right)<0$, a contradiction. Thus if $s(x)<L$ for all $x \in\left(0, \frac{1}{4}\right)$, then from (4.3)(c),

$$
\phi^{\prime}<\alpha^{2} \sigma\left(x-\frac{1}{2}\right)-2 L \phi .
$$

Integrating this inequality leads to

$$
\phi(x)<\frac{\alpha^{2} \sigma}{2 L}\left[x-\frac{1}{2 L}-\frac{1}{2}+\left(\frac{1}{2}+\frac{1}{2 L}\right) e^{-2 L x}\right] \equiv \frac{\alpha^{2} \sigma}{2 L g(x)}
$$

The function $g(x)$ satisfies the following:

$$
g(0)=0, \quad g^{\prime}(0)<0, \quad g^{\prime \prime}(0)>0 \quad \text { for all } x>0 .
$$

Thus, $g(x)<0$ for $x$ small and positive, but for $x$ sufficiently large, $g(x)>0$, since $g^{\prime \prime}>0$. Let $\tilde{x}=\ln (1+L) / 2 L$ denote the value of $x$ at which $g^{\prime}$ vanishes and let $\delta=\min \left\{\frac{1}{4}, \tilde{x} / 2\right\}$. Note that $\delta$ is independent of $\sigma$. Now consider the interval $[0, \delta]$. $g^{\prime}(x)<g^{\prime}(\delta)<0$ for all $x \in[0, \delta]$. Let $-M=g^{\prime}(\delta)$, so that $g^{\prime}(x)<-M$ for $x \in[0, \delta]$. Thus, $g(x)<-M x$ and $\phi(x)<-\alpha^{2} \sigma M x / 2 L$ for $x \in[0, \delta]$. In particular, over the interval $I \equiv[\delta / 2, \delta]$, we have $\phi(x)<-\alpha^{2} \sigma M \delta / 4 L$. So,

$$
\begin{equation*}
\phi^{2}(x) \geqq \sigma^{2} C, \quad x \in I \tag{4.4}
\end{equation*}
$$

where $C=\alpha^{4} M^{2} \delta^{2} / 16 L^{2}$ is independent of $\sigma$.
We turn to the $s$ equation. We have assumed that $s \leqq L$ in $I$. We compute a lower bound on $s$. Since $\alpha \leqq 1, s^{\prime} \geqq-\left(1+s^{2}\right)$ from (4.3)(b) for all $x \geqq 0$ as long as a solution exists. Integrating this over $[0, x)$, we find that $s(x) \geqq-\tan (x)$ for all $x \in\left[0, \frac{1}{2}\right]$. This implies that $s(x) \geqq-\tan (\delta)$ for $x \in I$ and therefore

$$
\begin{equation*}
-\tan (\delta) \leqq s(x) \leqq L \quad \text { for } x \in I \tag{4.5}
\end{equation*}
$$

Let $Q=\max \{L, \tan (\delta)\}$. Then $s^{2} \leqq Q^{2}$ in $I$ and $Q$ depends only on $\alpha$. Equations (4.3)(b), (4.4), and (4.5) imply that

$$
s^{\prime} \geqq-\left(\alpha^{2}+Q^{2}\right)+C \sigma^{2} \quad \text { for } x \in I .
$$

We integrate this from $\delta / 2$ to $\delta$ and obtain

$$
s(x) \geqq s(\delta / 2)+\left[C \sigma^{2}-\left(\alpha^{2}+Q^{2}\right)\right](x-\delta / 2) .
$$

Since $s(\delta / 2) \geqq-\tan (\delta)$, we find

$$
s(\delta) \geqq-\tan (\delta)+\left[C \sigma^{2}-\left(\alpha^{2}+Q^{2}\right)\right] \delta / 2 .
$$

$C$ and $Q$ are independent of $\sigma$, so there is a $\sigma^{*}=\sigma^{*}(\alpha)$, independent of $r(0)$ such that for $\sigma>\sigma^{*}, s(\delta)>L$. This implies that $s\left(x_{0}\right)=L$ for some $x_{0} \in(0, \delta)$, contradicting our assumption that $s(x)<L$ for all $x \in(0,1)$. Thus, $s(1) \neq 0$.

Remarks. (1) We emphasize that this theorem and the previous theorem depend on the fact that the diffusion $d$ was sufficiently large. In fact, if $d$ is too small, this phenomenon does not happen; rather, desynchronized solutions appear. Thus, the loss of the periodic solution to a stable equilibrium depends on several criteria: the frequency gradient must be large, the diffusion must be sufficiently strong, and finally, the diffusion must be close to scalar. The last condition seems to be needed through the heuristic argument given at the end of $\S 3$ and Fig. 2. In another paper (in preparation) the case of very weak diffusion along with $O(1)$ frequency gradients is explored for the special system (3.1)-(3.3) as well as for general reaction-diffusion equations.
(2) Numerical integration of (3.1)-(3.3) indicates that with strong diffusion, the periodic solution shrinks to zero even in the presence of the twist term $q$. This term, of course, has no effect on the stability of the rest state, so we believe the uniqueness also holds for $q \neq 0$.
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# THE UTILITY OF AN INVARIANT MANIFOLD DESCRIPTION OF THE EVOLUTION OF A DYNAMICAL SYSTEM* 
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#### Abstract

The long-time evolution of a physical system may be dominated by a small number of modes. An invariant manifold description of the asymptotic evolution, briefly discussed here in two simple examples, can give a powerful and useful view of the physical system. The relationship between invariant manifolds and centre manifolds is also discussed, as is the relationship between invariant manifolds and modal numerical approximations. Many classical approximations in fluid mechanics can be viewed as approximating the evolution on an approximate invariant manifold.
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1. Introduction. Centre manifold theory can provide a powerful asymptotic description of the long-time evolution of a physical system. For some simple examples see Carr [5] or Guckenheimer and Holmes [8]; for more sophisticated applications see Roberts [15]-[18], Bernhoff [3], Arneodo, Coullet, and Spiegel [1], Arneodo and Thoul [2], Coullet and Spiegel [7], and Mercer and Roberts [9]. In essence, centre manifold theory describes the evolution of a system in terms of the evolution of a relatively small number of dominant modes. These modes are those that have marginal stability (the linear growth rates are essentially zero) and are therefore long-lived. However, in some practical applications the requirement that the retained modes are marginal is unduly restrictive. Here we investigate two simple dynamical systems and derive a method to describe their long-time asymptotic behavior when the decay rates of their dominant modes are not "essentially zero."

That this sort of analysis will be of relevance can be seen by considering some examples; the theory of quasistationary probability distributions (see Parson and Pollett [12] or Pollett and Roberts [13]) furnishes one. A system with a given number of states and given probabilistic transition rates typically has an absorbing state, corresponding to a zero eigenvalue, to which the system eventually evolves. However, it is sometimes the case that a long-lived transient state (i.e., quasistationary), corresponding to a small negative eigenvalue, is of vital importance. To be effective, the asymptotic description of the system's evolution must include both the absorbing state and the nonmarginal quasistationary state. As another example, consider any infinite-dimensional system with a continuous spectrum (see Bernhoff [3] for an example in convection, or Roberts [16] for a model system). Somewhere in such a continuous spectrum, centre manifold theory requires a dividing line to be drawn between those modes whose linear growth and decay rates are essentially zero and those modes whose decay rates are definitely nonzero. Such a dividing line in a continuum is clearly more or less arbitrary and is an uncomfortable thing to draw. Some rationale for including or excluding modes corresponding to a continuous spectrum is needed. As a last example, Taylor [25] showed that longitudinal dispersion in channels and rivers may be greatly enhanced by the effects of shear in the current. However, the asymptotic equation he derived

[^103]appears to be of limited practical value, as it takes too long for the system to evolve onto the centre manifold implicit in his asymptotic equations. If, instead of just one dominant marginal mode, one or two additional nonmarginal modes are retained (see Chikwendu and Ojiakor [6], Smith [24], or Roberts [21]), then the resultant asymptotic description promises to be much more useful in its application.

The task of this paper is to describe the modifications, and their implications, of the formal centre manifold procedure described by Coullet and Spiegel [7] and Roberts [15]-[18], when the dominant modes do not necessarily have an essentially zero growth rate. The result is the description of an invariant manifold of the system (rather than a centre manifold characterised by eigenvalues having precisely zero growth rate). This is introduced in § 2, where a simple dynamical system and its evolution are discussed. The occurence of zero divisors in the resultant asymptotic formula has implications for both the range of validity of this invariant manifold description, discussed in § 3, and for the typically divergent character of the centre manifold description of a bifurcation problem, discussed in § 4.

A general, formal procedure for deriving such descriptions is then introduced in the context of a particular problem, that of finding a quasistationary probability distribution. The central approximation, which involves only elementary algebraic concepts, is discussed in $\S 5$. Then in $\S 6$ the method of Coullet and Spiegel [7], appropriate when the system is subject to small nonlinearities or other perturbations, is modified to give a description of an invariant manifold (rather than a centre manifold). It is this formal procedure that is expected to be of immense practical utility.

Furthermore, this invariant manifold viewpoint provides a rational basis for the derivation of appropriate initial conditions for such low-dimensional descriptions of the evolution of the dynamical system. This is developed in a subsequent paper (Roberts [20]).

In § 7, it is argued that truncated-modal numerical solutions of a set of equations can be viewed as a particularly simple approximation of an invariant manifold. This view then indicates how such numerical models may be improved without increasing the number of retained modes. It also suggests how to economically solve stiff sets of ordinary differential equations (see Roberts [19]).

Last, § 8 discusses how the concept of an invariant manifold, as a state which the system will ultimately approach, may be generalised. The concept is useful in physical situations where the invariant manifold is not necessarily approached at large times, but is in some sense central to the behaviour of the physical system. Some applications of this are to the irrotational approximation and vortex dynamics, pole solutions of solitons, quasigeostrophy, incompressibility, and the continuum theory of monatomic gases.
2. A formal invariant manifold description. Here a formal procedure to calculate an invariant manifold of a simple example system is given. The results are then used to illustrate what appear to be general features of such an invariant manifold description. Consider the nonlinear autonomous pair of different equations:

$$
\begin{align*}
& \dot{x}=\lambda x-x y,  \tag{2.1a}\\
& \dot{y}=-y+x^{2}, \tag{2.1b}
\end{align*}
$$

where ( $)$ denotes $d / d t$ and $\lambda$ is some parameter. This is a system that is often used to illustrate the pitchfork bifurcation as it has fixed points at $(0,0)$ and $( \pm \sqrt{\lambda}, \lambda)$. The trajectories are illustrated in Fig. 1 of Roberts [14], and a centre manifold analysis, based on $\lambda$ being small (i.e., essentially zero) is given in $\S 3$ of Roberts [15]. The
problem we now address is: what is the long-time behaviour of (2.1) if we consider $\lambda$ to be small but not necessarily near zero?

Suppose $|\lambda|$ is significantly smaller than 1 but is not so small that $\lambda x$ can be considered a "nonlinear" term (see Carr [5]). Linearly, (2.1) has trajectories

$$
\begin{equation*}
y \sim A|x|^{-1 / \lambda} \quad \text { as }|x| \rightarrow 0, \tag{2.2}
\end{equation*}
$$

which, for small $\lambda$, are quite "flat." Hence, to an error that decreases exponentially with time (as $e^{-t}$ since the other eigenvalue of the linearised system is -1 ) and to an error of order $|x|^{-1 / \lambda}$, we could describe the long-time evolution of the linearised version of (2.1) as

$$
\begin{equation*}
\dot{x} \approx \lambda x \quad \text { on } y \approx 0 . \tag{2.3}
\end{equation*}
$$

This is just an elementary description of the stability of the fixed point at the origin. To produce an improved asymptotic description of (2.1) we need to include the effects of the nonlinearity. Suppose that $y=h(x ; \lambda)$ is an invariant manifold of $(2.1)$ on which the system evolves, according to $\dot{x}=\lambda x-x h(x ; \lambda)$ by (2.1a). Then

$$
\dot{y}=h^{\prime} \dot{x}=h^{\prime}(\lambda x-x h) \quad \text { and } \quad \dot{y}=-h+x^{2}
$$

where a prime sign denotes $\partial / \partial x$ keeping $\lambda$ constant, and so the manifold $y=h(x ; \lambda)$ must satisfy the differential equation

$$
\begin{equation*}
h+\lambda x h^{\prime}=x^{2}+x h h^{\prime} \tag{2.4}
\end{equation*}
$$

By virtue of the linear result (2.3) we recognise that we should find a manifold $y=h(x ; \lambda)$ that is "flat" near the origin; that is, (2.4) should be solved such that

$$
\begin{equation*}
h=O\left(x^{2}\right) \quad \text { as }|x| \rightarrow 0 \tag{2.5}
\end{equation*}
$$

Typically, equations such as (2.4) are solved via an asymptotic expansion (for an exception see $\S 2$ in Roberts [15]), which is what we now do. Suppose $h$ may be expanded in the formal power series

$$
\begin{equation*}
h \sim \sum_{n=2}^{\infty} h_{n} x^{n} \quad \text { as } x \rightarrow 0 \tag{2.6}
\end{equation*}
$$

(actually a finite truncation of this sum may be all that is valid; see the discussion in the next section). Upon substituting this into (2.4) and grouping all terms of the same power of $x$, we find

$$
(1+n \lambda) h_{n}=\left\{\begin{array}{l}
1, \quad \mathrm{n}=2,  \tag{2.7}\\
\sum_{m=2}^{n-2} m h_{m} h_{n-m}, \quad n=3,4, \cdots,
\end{array}\right.
$$

Solving these equations in succession, we easily deduce

$$
\begin{equation*}
h_{2}=\frac{1}{(1+2 \lambda)}, \quad h_{4}=\frac{2}{(1+2 \lambda)^{2}(1+4 \lambda)}, \quad h_{6}=\frac{12}{(1+2 \lambda)^{3}(1+4 \lambda)(1+6 \lambda)} \tag{2.8}
\end{equation*}
$$

and so on ( $h_{n}=0$ for odd $n$ by the symmetry of (2.1)). Thus the invariant manifold description we obtain is that system (2.1) settles exponentially quickly onto a manifold given by

$$
\begin{equation*}
y \approx \frac{x^{2}}{(1+2 \lambda)}+\frac{2 x^{4}}{(1+2 \lambda)^{2}(1+4 \lambda)}+\frac{12 x^{6}}{(1+2 \lambda)^{3}(1+4 \lambda)(1+6 \lambda)} \tag{2.9}
\end{equation*}
$$

on which its evolution is governed by

$$
\begin{equation*}
\dot{x} \approx \lambda x-\frac{x^{3}}{(1+2 \lambda)}-\frac{2 x^{5}}{(1+2 \lambda)^{2}(1+4 \lambda)}-\frac{12 x^{7}}{(1+2 \lambda)^{3}(1+4 \lambda)(1+6 \lambda)} . \tag{2.10}
\end{equation*}
$$

3. Range of validity. The new features in the asymptotic description above arise from the form of the left-hand side of (2.4). In a centre manifold analysis $\lambda$ is assumed to be asymptotically zero and the term $\lambda x h^{\prime}$ would appear on the right-hand side as a perturbation term. However, here this term is of the same order as $h$ itself and must appear on the left. Its effect is to cause divisors of the form ( $1+n \lambda$ ), and higher powers, to appear in the asymptotic description (see (2.8)-(2.10)). For negative $\lambda$, in particular for $-1 \leqq \lambda<0$, this gives rise to the embarrassing possibility of dividing by zero. Furthermore, even if a division by precisely zero is avoided, a division by nearly zero, especially when compounded at higher order, is nearly as bad. Fortunately, this problem of zero divisors serves as a useful and informative warning.

Suppose that we have described an invariant manifold by a particular solution of (2.4), $y=h_{p}(x ; \lambda)$. Other invariant manifolds are given by neighbouring solutions of (2.4), namely, $y=h_{p}+\hat{h}(x ; \lambda)$, where $\hat{h}$ is small and satisfies the linearised equation

$$
\begin{equation*}
\hat{h}+\lambda x \hat{h}=x h_{p}^{\prime} \hat{h}+x h_{p} \hat{h}^{\prime} . \tag{3.1}
\end{equation*}
$$

For small $x$ the right-hand side of (3.1) is negligible, and so (as in (2.2)), $\hat{h} \sim A|x|^{-1 / \lambda}$ as $x \rightarrow 0$ for arbitrary $A$. Hence, the invariant manifold described is unique only up to order $|x|^{-1 / \lambda}$, but this is precisely the order at which a zero divisor occurs. Thus the zero divisor is indicative of the nonuniqueness of the invariant manifold. Consequently the invariant manifold is blurred by an amount $O\left(|x|^{-1 / \lambda}\right)$, and we conclude that there is little point in calculating terms of higher order than $|x|^{-1 / \lambda}$ (it is at this order that the initial conditions determine which particular manifold to choose).

Indeed, the conclusion above is related to the property (Shub [22, p. 61]) that for $-1 \leqq \lambda<0$ the invariant manifold is only guaranteed to be $C^{r}$ where $r>-1 / \lambda$. That is, the invariant manifold is typically not analytic, but it is differentiable to a finite order; thus the assumed asymptotic series (2.6) must be truncated before this order. (For $\lambda<-1$ no zero divisors appear, and this particular invariant manifold is $C^{\infty}$. However, it is then of little interest to the long-term evolution of the dynamical system, as the decay on this invariant manifold is much quicker than the decay elsewhere.)

The above argument only applies for negative $\lambda$. For positive $\lambda$ the invariant manifold is $C^{\infty}$ and no small divisors appear. However, it is only $C^{\infty}$ sufficiently close to the origin. At the finite amplitude fixed point $( \pm \sqrt{\lambda}, \lambda)$ the decay rates of the linearised equations are the slow $-\sqrt{\lambda}$ and the rapid -1 ; consequently we expect the invariant manifold that passes through the origin to be $C^{r}$ at the finite-amplitude fixed point where $r<1 / \sqrt{\lambda}$. As discussed above, the invariant manifold relevant to the long-term evolution is thus "blurred" by an amount $O\left(A(x \pm \sqrt{\lambda})^{1 / \sqrt{\lambda}}\right)$, but such blurring of the invariant manifold is not readily apparent in the asymptotic description (2.8)-(2.10). Nonetheless, for such positive $\lambda$ it may be appropriate to calculate terms of higher order than $|x|^{1 / \sqrt{\lambda}}$. This is not so much to fix the whole of the invariant manifold, as to refine predictions about the location and nature of the finite-amplitude fixed points (or attractors).
4. Relation to the centre manifold analysis. A centre manifold analysis of system (2.1) has been described in $\S 3$ of Roberts [15], and is based on the assumption that $\lambda, x$, and $y$ are all asymptotically small. The results obtained in equation (3.49) of [15] are precisely the same as the small $\lambda$ asymptotic expansion of the invariant manifold result obtained here in (2.9) and (2.10). For example, if the manifold $h(x ; \lambda)$ is expanded in powers of $\lambda$, we find

$$
y=h(x ; \lambda) \sim\left(1-2 \lambda+4 \lambda^{2}\right) x^{2}+2\left(1-8 \lambda+44 \lambda^{2}\right) x^{4} \quad \text { as } x, \lambda \rightarrow 0,
$$

which is precisely equation (3.49c) of Roberts [15]. The first consequence of this observation is that this invariant manifold approach gives equivalent results, to any power in $\lambda$, as the centre manifold approach to this same problem.

The second consequence is that the comments on the range of validity of the invariant manifold results given in the previous section also apply to the centre manifold analysis. Thus, for $\lambda$ too far from its critical value of zero, there is little use in endeavouring to be too precise about the centre manifold and the evolution on it.

Last, as noted by Sijbrand [23], we can observe that a centre manifold description of bifurcation will typically be asymptotic; only rarely will the resulting series converge. Expressions (2.8) for the coefficients $h_{n}$ of the invariant manifold contain the divisors $(1+m \lambda)$. In fact, the coefficient $h_{2 n}$ will typically be of the form

$$
h_{2 n}=H_{n} \prod_{m}(1+2 m \lambda)^{-[n / m]}
$$

where $H_{n}$ is some number independent of $\lambda$, and where [ ] denotes the integer part function. Thus the centre manifold results, which are equivalent to expanding $h_{n}$ in powers of $\lambda$, will involve the expansions in $\lambda$ of $(1+m \lambda)^{-p}$ for arbitrarily large $m$ and will therefore have a zero radius of convergence. That is, a centre manifold expansion of bifurcation problems is typically divergent (asymptotic descriptions of invariant manifolds in bifurcation problems may often converge to some extent; see Roberts [19]). However, for problems that do not involve a bifurcation, a centre manifold description can converge. Three examples of this are described by Mercer and Roberts [9] for shear dispersion in a channel, Roberts [17] for slowly varying waves, and Pollett and Roberts [13] for quasistationary probability distributions.
5. A quasistationary probability distribution. Given that the concept of an invariant manifold is useful in the description of the long-time evolution of a system, we need to find a general method for deriving such an asymptotic description. The method will be a modification of that given by Coullet and Spiegel [7] (also explained and extended in Roberts [15]-[19]) to systems where the retained modes do not necessarily have an essentially zero growth rate. This section introduces the example problem of finding a quasistationary probability distribution, modified in the next section, where the general method of finding an invariant manifold and the evolution on it is discussed.

Consider a Markov process consisting of three states, labelled 1, 2, 3, where the probability vector $\mathbf{p}$ of the system evolves according to ${ }^{1}$

$$
\begin{equation*}
\frac{d \mathbf{p}}{d t}=Q \mathbf{p} \tag{5.1}
\end{equation*}
$$

in which the rate matrix $Q$ is

$$
Q=\left[\begin{array}{ccc}
0 & \lambda & \lambda  \tag{5.2}\\
0 & -\lambda-\frac{1}{2} & \frac{1}{2} \\
0 & \frac{1}{2} & -\lambda-\frac{1}{2}
\end{array}\right]
$$

where $\lambda$ is a positive parameter. Observe that since total probability must be conserved, the column sums of $Q$ are all zero. The problem is then to determine an appropriate description of the long-time behaviour of (5.1).

[^104]Since (5.1) is a linear system, its analysis is particularly simple and is essentially just an elementary change of basis problem. However, it is the viewpoint developed here (rather than the analytical details) that is very valuable and that provides the basis for the powerful formal procedure discussed in the next section.

We start by finding that the eigenvalues and eigenvectors of the matrix $Q$ are

| Eigenvalue | Eigenvector | Left eigenvector |
| :---: | :---: | :---: |
| 0 | $\mathbf{e}_{1}=\left[\begin{array}{l}1 \\ 0 \\ 0\end{array}\right]$ | $\hat{\mathbf{z}}_{1}=\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ |
| $-\lambda$ | $\mathbf{e}_{2}=\left[\begin{array}{r}-2 \\ 1 \\ 1\end{array}\right]$ | $\hat{\mathbf{z}}_{2}=\left[\begin{array}{lll}0 & 1 & 1\end{array}\right]$ |
| $-(1+\lambda)$ | $\mathbf{e}_{3}=\left[\begin{array}{r}0 \\ 1 \\ -1\end{array}\right]$ | $\hat{\mathbf{z}}_{3}=\left[\begin{array}{lll}0 & 1 & -1\end{array}\right]$ |

Clearly, state 1 is an absorbing state and so the probability vector $\mathbf{p}$ ultimately evolves to be $\mathbf{e}_{1}$. However, if $\lambda$ is a number significantly smaller than $(1+\lambda)$, then the time until absorption is relatively long and the system has time to evolve into a quasistationary state (involving the eigenvector corresponding to $\lambda$, namely, $\mathbf{e}_{2}$ ) and only then does it slowly evolve into the absorbing state. Thus a significant asymptotic description of (5.1) involves not only the absorbing state corresponding to the eigenvalue zero, but also involves the quasistationary state corresponding to the small (but nonzero) eigenvalue. Thus we need an invariant manifold analysis rather than a centre manifold analysis.

The analysis proceeds by posing the ansatz

$$
\begin{equation*}
\mathbf{p}(t)=\mathbf{v}(\mathbf{x}) \quad \text { such that } \frac{d \mathbf{x}}{d t}=\mathbf{g}(\mathbf{x}), \tag{5.3}
\end{equation*}
$$

where $\mathbf{x}=\left[x_{1}, x_{2}\right]^{T}$ are the probabilities $x_{1}$ of being in the absorbing state, and $x_{2}$ the quasistationary state, thus $\mathbf{x}$ evolves slowly. Substituting this into the governing equation (5.1), using the chain rule, and letting $\mathbf{v}_{\mathbf{x}}$ denote the $3 \times 2$ matrix $\left[\partial v_{i} / \partial x_{j}\right.$ ] we find that $\mathbf{v}$ and $\mathbf{g}$ must satisfy

$$
\begin{equation*}
Q \mathbf{v}=\mathbf{v}_{\mathbf{x}} \mathbf{g} . \tag{5.4}
\end{equation*}
$$

As this is linear we can solve it exactly by supposing

$$
\begin{equation*}
\mathbf{v}=V \mathbf{x} \quad \text { and } \quad \mathbf{g}=G \mathbf{x} \tag{5.5}
\end{equation*}
$$

where $V$ is a $3 \times 2$ matrix and $G$ is a $2 \times 2$ matrix. Thus, since (5.4) must be true for all $x$, we deduce that $V$ and $G$ must satisfy

$$
\begin{equation*}
Q V=V G . \tag{5.6}
\end{equation*}
$$

This is a type of eigenproblem. Normally we would choose $V$ to diagonalise $Q$ (remember that we are interested only in the small eigenvalues of $Q$ ); that is, the columns of $V$ are eigenvectors of $Q$, and $G$ is the diagonal matrix of the corresponding
eigenvalues (the small ones only). In a centre manifold analysis these significant eigenvalues would be all zero; here they are 0 and $-\lambda$. This fails if $Q$ is nondiagonalisable, in which case $G$ may be chosen in Jordan form and (5.6) is then solved. However, the conventional practice of choosing $G$ to be either diagonal or in Jordan form need not be followed. The choice of how to solve (5.6) is arbitrary (as long as the eigenvalues of $G$ are the significant small ones); it all depends upon what the "amplitudes" $\mathbf{x}$ will represent in the asymptotic description. Here it is desirable (but not essential) for the evolution equation $d \mathbf{x} / d t=G \mathbf{x}$ itself to represent a Markov process, thus describing the evolution between two distinct states. Hence each row of $V$ is chosen to have at most one nonzero element and the column sums of $V$ are all 1 (that the column sums of $G$ are zero then follows immediately).

Next, the invariant manifold of interest is the one spanned by the eigenvectors $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$, these being the long-lived modes as they correspond to the small eigenvalues zero and $-\lambda$. Imposing the above discussed constraints, we change the basis of this subspace to

$$
\mathbf{q}_{1}=\mathbf{e}_{1}=\left[\begin{array}{l}
1  \tag{5.7}\\
0 \\
0
\end{array}\right] \quad \text { and } \quad \mathbf{q}_{2}=\mathbf{e}_{1}+\frac{1}{2} \mathbf{e}_{2}=\left[\begin{array}{c}
0 \\
\frac{1}{2} \\
\frac{1}{2}
\end{array}\right],
$$

and deduce the solution

$$
V=\left[\mathbf{q}_{1} \mid \mathbf{q}_{2}\right]=\left[\begin{array}{cc}
1 & 0  \tag{5.8}\\
0 & \frac{1}{2} \\
0 & \frac{1}{2}
\end{array}\right] \text { and correspondingly } \quad G=\left[\begin{array}{cc}
0 & \lambda \\
0 & -\lambda
\end{array}\right] .
$$

That is, the invariant manifold description of the evolution of (5.1) is that

$$
\mathbf{p}=\mathbf{q}_{1} x_{1}+\mathbf{q}_{2} x_{2} \quad \text { such that } \quad \frac{d \mathbf{x}}{d t}=\left[\begin{array}{cc}
0 & \lambda  \tag{5.9}\\
0 & -\lambda
\end{array}\right] \mathbf{x} .
$$

Thus, to an error that decreases as does $\exp [-(1+\lambda) t]$, we conclude that the long-time evolution of (5.1) is from the quasistationary state $\mathbf{q}_{2}$ to the absorbing state $\mathbf{q}_{1}$ at the rate $\lambda$.
6. The formal invariant manifold procedure. Problems of the type discussed in the previous section are elementary, but, being linear, they are fundamental to a perturbative analysis of nonlinear systems or of a family of similar systems. In this section a formal method is outlined for deriving the invariant manifold description of a system when the description is in the typically necessary form of an asymptotic series (as in $\S 2$ ). This method is a modification of that given by Coullet and Spiegel [7], and to be more or less definite, the method is described in the context of a particular problem.

Suppose that (5.1) is modified in some manner by the inclusion of some asymptotically small linear or nonlinear terms $\mathbf{r}(\mathbf{p})$ to

$$
\begin{equation*}
\frac{d \mathbf{p}}{d t}=Q \mathbf{p}+\mathbf{r}(\mathbf{p}) . \tag{6.1}
\end{equation*}
$$

The procedure to find an asymptotic description of the corresponding invariant manifold (possibly curved) and the evolution on it is to assume that the unknowns $\mathbf{v}$ and g may be expanded in an asymptotic series. That is, we pose

$$
\begin{equation*}
\mathbf{p}(t)=\mathbf{v}(\mathbf{x}) \sim \sum_{k=0}^{\infty} \mathbf{v}^{k}(\mathbf{x}) \quad \text { such that } \quad \frac{d \mathbf{x}}{d t}=\mathbf{g}(\mathbf{x}) \sim \sum_{k=0}^{\infty} \mathbf{g}^{k}(\mathbf{x}), \tag{6.2}
\end{equation*}
$$

where all terms of "order" $k$ are grouped into $\mathbf{v}^{k}$ and $\mathbf{g}^{k}$ (the precise definition of order depends upon the form of the perturbing terms $\mathbf{r}(\mathbf{p})$ and need not concern us here). Upon substituting the ansatz (6.2) into (6.1), using the chain rule, and grouping all terms of the same order together (see Roberts [15], [16] for similar details), we find the sequence of equations

$$
\begin{equation*}
Q \mathbf{v}^{k}=\sum_{l=0}^{k} \mathbf{v}_{\mathbf{x}}^{l} \mathbf{g}^{k-l}-\mathbf{r}^{k} \tag{6.3}
\end{equation*}
$$

to be solved, where $\mathbf{r}^{k}$ is a function of $\mathbf{v}^{0}, \cdots, \mathbf{v}^{k-1}$ that depends upon the form of the perturbation $\mathbf{r}(\mathbf{p})$, and where $\mathbf{r}^{0}=0$.

The $k=0$ equation is just the linear pseudo-eigenproblem (5.4) solved in the previous section. The relevant solution is $\mathbf{v}^{0}=V \mathbf{x}$ and $\mathbf{g}^{0}=G \mathbf{x}$, where $V$ and $G$ are given by (5.8).

The real interest of this section is in calculating the higher-order correction terms $\mathbf{v}^{k}$ and $\mathbf{g}^{k}$. At order $k$, (6.3) has the form

$$
\begin{equation*}
Q \mathbf{v}^{k}-\mathbf{v}_{\mathbf{x}}^{k} G \mathbf{x}=V \mathbf{g}^{k}+\mathbf{s}^{k} \tag{6.4}
\end{equation*}
$$

where $\mathbf{s}^{k}$ is known, as it depends only upon lower-order quantities that have already been calculated. This equation is to be solved for $\mathbf{v}^{k}$ and $\mathbf{g}^{k}$ (for clarity the superscript $k$ will be omitted henceforth). It has to be solved independently of whatever values $\mathbf{x}=\left[x_{1}, x_{2}\right]^{T}$ may take, and so we consider $x_{1}$ and $x_{2}$ to be independent indeterminants (see Coullet and Spiegel [7]); that is, we consider (6.4) to be an equation that is a multinomial in $x_{1}$ and $x_{2}$. Thus we try for a solution in the form

$$
\begin{equation*}
\mathbf{v}=\sum_{m, n} \mathbf{v}_{m n} x_{1}^{m} x_{2}^{n}, \quad \mathbf{g}=\sum_{m, n} \mathbf{g}_{m n} x_{1}^{m} x_{2}^{n} \quad \text { supposing } \mathbf{s}=\sum_{m, n} \mathbf{s}_{m n} x_{1}^{m} x_{2}^{n}, \tag{6.5}
\end{equation*}
$$

where the sums may go from zero to some limit.
Upon substituting (6.5) into (6.4), equating like powers of $x_{1}^{m} x_{2}^{n}$, and using the particular form of $G$ given in (5.8) we obtain

$$
(Q+n \lambda I) \mathbf{v}_{m n}=\left\{\begin{array}{l}
V \mathbf{g}_{m n}+\mathbf{s}_{m n}, \quad n=0,  \tag{6.6}\\
V \mathbf{g}_{m n}+\mathbf{s}_{m n}+(m+1) \lambda \mathbf{v}_{m+1, n-1}, \quad n \geqq 1 .
\end{array}\right.
$$

Note that for a different form of $G$ the coupling terms in (6.6), here $\mathbf{v}_{m+1, n-1}$, between distinct equations would be different. In particular, if $G$ is diagonal then there are no coupling terms (and the solution is easier).

For whatever range of $m$ and $n$ is appropriate, (6.6) is solved such that the equations $m+n=$ constant are solved in the sequence $n=0,1,2, \cdots$ (because of the particular nature of the coupling term). The $n=0$ equation is

$$
\begin{equation*}
Q \mathbf{v}_{m 0}=V \mathbf{g}_{m 0}+\mathbf{s}_{m 0} \tag{6.7}
\end{equation*}
$$

Now $Q$ has a zero eigenvalue and is therefore singular. To solve this equation the right-hand side has to be in the range of $Q$, that is, orthogonal to the left eigenvector $\hat{\mathbf{z}}_{1}$. This gives one linear equation to determine the two unknowns of $\mathbf{g}_{m 0}$; the other necessary equations come from the precise definition of what the "amplitudes" $x_{1}$ and $x_{2}$ represent. Typically we want $\mathbf{v}_{m n}$ to have no component of the tangent space to the invariant manifold (that space spanned by $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$ ); that is, we want $\mathbf{v}_{m n}$ to be orthogonal to $\hat{\mathbf{z}}_{1}$ and $\hat{\mathbf{z}}_{2}$. (More generally, we would want $\mathbf{v}_{m n}$ to have definite components of $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$, depending upon what $x_{1}$ and $x_{2}$ are defined to be.) Premultiplying (6.7) by $\hat{\mathbf{z}}_{2}$ we then find

$$
-\lambda\left(\hat{\mathbf{z}}_{2} \mathbf{v}_{m 0}\right)=\hat{\mathbf{z}}_{2} V \mathbf{g}_{m 0}+\hat{\mathbf{z}}_{2} \mathbf{s}_{m 0},
$$

which, since the left-hand side is known (and is typically zero), forms the other linear equation to determine $\mathbf{g}_{\boldsymbol{m} 0}$. Once $\mathbf{g}_{\boldsymbol{m} 0}$ is found, (6.7) may be solved to determine $\mathbf{v}_{\boldsymbol{m} 0}$ up to an arbitrary multiple of the homogeneous solution $\mathbf{e}_{1}$. The precise multiple is determined by requiring that $\hat{\mathbf{z}}_{1} \mathbf{v}_{m 0}$ be in accord with the definitions of $x_{1}$ and $x_{2}$ (usually requiring it to be zero).

Equation (6.6) with $n=1$, and its solution, are the same as those discussed above except that $\mathbf{v}_{m+1,0}$ appears as an additional known term of the right-hand side, and except that the roles of $\hat{\mathbf{z}}_{1}$ and $\hat{\mathbf{z}}_{2}$ are interchanged.

Equation (6.6) with $n \geqq 2$ is of the form

$$
\begin{equation*}
(Q+n \lambda I) \mathbf{v}_{m n}=V \mathbf{g}_{m n}+\mathbf{s}_{m n}+(m+1) \lambda \mathbf{v}_{m+1, n-1}, \tag{6.8}
\end{equation*}
$$

where $\mathbf{s}_{m n}$ and $\mathbf{v}_{m+1, n-1}$ are known forcing terms. The difference here is that $Q+n \lambda I$ is, in general, not singular. In this case the two linear equations to determine $\mathbf{g}_{m n}$ come from requiring that $\mathbf{v}_{m n}$ have specific components (typically zero) of $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$. Multiplying on the left by the two corresponding eigenvectors, we obtain

$$
\begin{aligned}
& n \lambda\left(\hat{\mathbf{z}}_{1} \mathbf{v}_{m n}\right)=\hat{\mathbf{z}}_{1} V \mathbf{g}_{m n}+\hat{\mathbf{z}}_{1}\left(\mathbf{s}_{m n}+(m+1) \lambda \mathbf{v}_{m+1, n-1}\right), \\
& (n-1) \lambda\left(\hat{\mathbf{z}}_{2} \mathbf{v}_{m n}\right)=\hat{\mathbf{z}}_{2} V \mathbf{g}_{m n}+\hat{\mathbf{z}}_{2}\left(\mathbf{s}_{m n}+(m+1) \lambda \mathbf{v}_{m+1, n-1}\right) .
\end{aligned}
$$

Upon determining $\mathbf{g}_{m n}$ we can then (almost always) solve (6.8) for $\mathbf{v}_{m n}$. This whole formal procedure for calculating the invariant manifold, given by $\mathbf{v}$, and the evolution on it, governed by $\mathbf{g}$, can be carried out to as high an order as is desired or practical.

However, if by some mischance the matrix $Q+n \lambda I$ appearing in (6.8) is singular (for $n \geqq 2$ ), then the asymptotic calculation can proceed no further. This is no cause for alarm, as it is equivalent to the divisions by $(1+n \lambda)$ seen and discussed in §§ 2-4. Indeed, such an occurrence (or near occurrence) warns us not to proceed, as the details at this and higher orders are then irrelevant to the invariant manifold analysis.

In summary, the procedure calculates terms in the low-dimensional asymptotic description (6.2) of the dynamical system (6.1). Typical limitations of such a description are illustrated in the discussions of the simple problem (2.1) in §§ 2-4. A remaining problem is to find the initial condition $\mathbf{x}(0)$ for the low-dimensional asymptotic description (6.2) that best matches an initial condition $\mathbf{p}(0)$ of the full system (6.1); this is discussed in Roberts [20].
7. Relation to numerical models. Many numerical solutions of a set of differential equations involve finding the behaviour of some limited number of an infinite number of complete modes. A well-known example is the set of Lorenz equations (see § 2.3 of Guckenheimer and Holmes [8]) that form an elementary numerical model of convection. The usual procedure is to decide upon a complete set of modes (typically Fourier modes), select a finite number of these with which the solution is expressed, and then substitute this into the governing equations. Identities (typically trigonometric) are used to simplify products of modes (the generation of unrepresented harmonics being ignored), and the coefficients of each mode then give equations governing the amplitude of that particular mode in the solution.

This whole conventional process can now be viewed as approximating an invariant manifold and the evolution on it. First, the subspace spanned by the retained modes (say there are $N$ modes) is a tangent space to a corresponding $N$-dimensional invariant manifold, and is thus an approximation of it. Second, the evolution on this "flat" approximation to the invariant manifold is given by the equations obtained in the numerical approximation. All this leads to the possibility that such modal numerical models may be improved through this viewpoint. Instead of looking for a solution in
some "flat" $N$-dimensional vector space, the procedure introduced in earlier sections may be used to calculate the curving nature of the corresponding $N$-dimensional invariant manifold. Then the equations describing the evolution on this invariant manifold would form an improved numerical model.

Such modal numerical models obtained via this formal invariant manifold procedure would be improved in the sense that they take into account some of the dynamics of the otherwise ignored modes without explicitly including these modes in the final equations. As an example, the Lorenz equations could be modified through this approach to provide a more accurate model of convection, not by increasing the number of retained modes, but by making the three ordinary differential equations more appropriate at larger amplitudes. Thus this invariant manifold procedure is likely to be a very powerful and useful hybrid between numerical models and asymptotic expansions. How well it performs in application to the Kuramoto-Sivashinsky equations is discussed in Roberts [19].
8. Generalised applications of invariant manifolds. In almost all of the literature, the concept of an invariant manifold is applied only to dynamical systems that are dissipative, and consequently the manifold is typically stable and typically contains the large-time behaviour of the system under consideration. However, many invariant manifolds are not strictly stable but are nevertheless of immense practical importance. In this section we point out some examples that we have come across.

The simplest example of an invariant manifold that is not strictly stable occurs in any system with an (integral) invariant. Often it will be a result of conservation of mass, energy, or momentum. Such an invariant of the flow of the system restricts it to some manifold embedded in the solution space. Typically such invariants do not reduce the dimensionality of the problem significantly, but by only a few degrees of freedom. Thus there is little to be achieved by explicitly restricting the system to the corresponding invariant manifold.

An important invariant manifold in fluid mechanics is invoked by the irrotational assumption. One of the basic theorems relevant to Newtonian fluids is that if the vorticity of the fluid flow $\omega=\nabla \times \mathbf{u}$ is initially zero, then it is zero for all time. This justifies restricting attention to that class of flows that lie on the "flat" invariant manifold $\omega=0$, that is, irrotational flow. One interesting aspect is that this approximation is usually invoked only for inviscid fluids where there is no dissipative mechanism. Thus the irrotational invariant manifold is usually not strictly stable.

An interesting class of invariant manifolds are associated with solitons. We give two examples. Burgers' equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}=\nu \frac{\partial^{2} u}{\partial x^{2}} \tag{8.1}
\end{equation*}
$$

has the $2 N$-dimensional invariant manifold

$$
\begin{equation*}
u=-2 \nu \sum_{n=1}^{N}\left[x-z_{n}(t)\right]^{-1} \tag{8.2}
\end{equation*}
$$

which is written in terms of $N$ complex parameters $z_{n}$ that evolve in time according to

$$
\begin{equation*}
\dot{z}_{n}=-2 \nu \sum_{m \neq n}\left(z_{n}-z_{m}\right)^{-1} \tag{8.3}
\end{equation*}
$$

(see Bullough and Caudrey [4]). The interesting point here is that the expressions for the invariant manifold of (8.1) and the evolution on it are exact. Furthermore, Burgers' equation is dissipative and so an invariant manifold of the above form is likely to be
stable. An invariant manifold with a similar form can be found for the Kortewegde Vries equation that models the behaviour of long waves in many physical systems. The governing differential equation is

$$
\begin{equation*}
\frac{\partial u}{\partial t}+3 u \frac{\partial u}{\partial x}+\frac{1}{2} \frac{\partial^{3} u}{\partial x^{3}}=0 . \tag{8.4}
\end{equation*}
$$

This has the invariant manifold

$$
\begin{equation*}
u=2 \sum_{n=1}^{N}\left[x-z_{n}(t)\right]^{-2} \tag{8.5}
\end{equation*}
$$

(see Bullough and Caudrey [4]), on which the complex parameters evolve according to

$$
\begin{equation*}
\dot{z}_{n}=6 \sum_{m \neq n}\left(z_{n}-z_{m}\right)^{-2} \tag{8.6}
\end{equation*}
$$

provided that the initial conditions for the complex parameters satisfy

$$
\begin{equation*}
\sum_{m \neq n}\left(z_{m}-z_{n}\right)^{-3}=0 \quad \forall n \tag{8.7}
\end{equation*}
$$

(The dimensionality of the invariant manifold is a little obscure because of the constraint that (8.7) imposes on the complex parameters $z_{n}$.) Interestingly, this invariant manifold can be used to describe the interaction of solitary waves; the conservation of the individuality of solitary waves is thus seen as a consequence of the conservation of the double poles in (8.5) as they evolve in the complex plane according to (8.6).

A similar sort of invariant manifold occurs in the two-dimensional flow of an inviscid, irrotational, and incompressible fluid. There a very important class of flows can be built up with point vortices. A 2 N -dimensional invariant manifold is described by the (scalar) vorticity field

$$
\begin{equation*}
\omega=\sum_{n=1}^{N} \kappa_{n} \delta\left(x-x_{n}\right) \delta\left(y-y_{n}\right), \tag{8.8}
\end{equation*}
$$

where the locations of the vortices evolve according to

$$
\begin{equation*}
\dot{z}_{n}^{*}=\frac{1}{2 \pi i} \sum_{\substack{m=1 \\ m \neq n}}^{N} \frac{\kappa_{m}}{z_{n}-z_{m}} \tag{8.9}
\end{equation*}
$$

in which $z_{n}=x_{n}+i y_{n}$. One aspect of this invariant manifold is that it has real physical singularities. Despite this and the fact that there is no dissipation to make this an attracting manifold, it is of immense practical utility.

Other useful invariant manifolds involve neglecting oscillatory components in the full dynamical system. Thus the invariant manifold only acts as some sort of centre for the flow of the system and may best be viewed as a subcentre manifold (see Sijbrand [23, §7] for definition and properties). Some examples are the incompressible approximation in fluid mechanics, which neglects sound waves; the quasigeostrophic approximation in atmospheric dynamics, which neglects the relatively fast gravity waves in the atmosphere (see Lorenz [10], Vautard and Legras [26], Roberts [20, § 4]); the derivation of continuum mechanics from the kinetic theory of gases, which neglects the oscillatory components in the solutions of Liouville's equations (see Muncaster [11]); and the derivation of shallow water wave equations, which neglects the oscillation of short water waves.

I imagine that all of these last four examples could be rederived and extended using the formal procedure outlined in this paper. Such derivations would provide valuable new insight into the physical nature of the approximations.
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#### Abstract

A stability criterion is given for periodic solutions of an equation describing thermostat control. The proof is based on a perturbation result for discrete functional equations.
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1. Introduction and statement of results. The purpose of this paper is to establish a criterion for the local stability of periodic solutions of the equation

$$
\begin{equation*}
y(t)=\int_{-\infty}^{t} a(t-s) u(s) d s, \quad t \in \mathbf{R}, \tag{1}
\end{equation*}
$$

where $u: \mathbf{R} \rightarrow\{0,1\}$ is determined by the requirement that if $u(t)=1$ and $y$ reaches an upper level $\theta_{\text {high }}$ at time $t$, then $u(t+)=0$, and conversely, if $u(t)=0$ and $y$ reaches a lower level $\theta_{\text {low }}$ at time $t$, then $u(t+)=1$.

This equation can be used to describe systems controlled by a thermostat. For example, consider a situation where a heater is turned ON if the temperature at some fixed point drops to a level $\theta_{\text {low }}$ and is turned OFF if the temperature rises to a level $\theta_{\text {high }}$, where $\theta_{\text {low }}<\theta_{\text {high }}$. It is convenient to normalize the equation in such a way that without heating the temperature is zero and with continuous heating it is 1 . The function $a$ is determined by the requirement that if the heating is turned on at time zero for the first time, then the temperature should be $\int_{0}^{t} a(s) d s$ at time $t>0$. Without going into further details about how the heating process affects the temperature (e.g., through diffusion), we see that (1) can be used as a reasonable model if no external influences are involved.

In [2] and [3], where temperature regulation by thermostats is also considered, the main emphasis is on questions regarding existence of solutions and on a precise description of the heating process involving diffusion. In [5] this work is continued and some sufficient conditions for the existence of periodic solutions are given. In [1] thermostat control in a diffusion model is considered as well, and the existence, and in some cases, uniqueness, of periodic solutions is established.

In [6]-[8] a class of switching systems is considered where the state equation is of the form $y^{\prime}(t)=f_{j}(y(t))$ and where the index $j$, and hence the state equation, is changed when the solution reaches a "switching surface." In [8] sufficient conditions for periodic solutions are given for this kind of system. Note that a linear system $x^{\prime}(t)=$ $A x(t)+u(t) z, y(t)=C x(t)$, can be written in the form of (1), but the analysis of (1) is not dependent on any underlying structure of this form.

In [4] the existence of periodic solutions of (1) is established, but there the dependence of $u$ on $y$ is in general a slightly weaker form of thermostat control (although the difference appears only in the case where $y$ has a local maximum equal to $\theta_{\text {high }}$ or a local minimum equal to $\theta_{\text {low }}$ ). Here we will use the following notion of thermostat control.

[^105]Definition. If $I \subset \mathbf{R}$ is an interval and $y: I \rightarrow \mathbf{R}$ is a continuous function, then a function $u: I \rightarrow\{0,1\}$ is (strictly) thermostat controlled by $y$ with respect to the higher limit $\theta_{\text {high }}$ and the lower limit $\theta_{\text {low }}$ on the interval $I$ provided that $u$ is left-continuous with right-hand limits on $I$, and the following conditions hold for all $t \in I$ :
(i) $u(t)=1$ if $y(t)<\theta_{\text {low }}$;
(ii) $u(t)=0$ if $y(t)>\theta_{\text {high }}$;
(iii) If $y(t)=\theta_{\text {high }}$ and $u(t)=1$, then $u(t+)=0$, and if $u(t)-u(t+)=1$, then $y(t)=\theta_{\text {high }}$;
(iv) If $y(t)=\theta_{\text {low }}$ and $u(t)=0$, then $u(t+)=1$, and if $u(t)-u(t+)=-1$, then $y(t)=\theta_{\text {low }}$.
Note that by this definition, the function $u$ is constant on those intervals where $y(t) \in\left(\theta_{\text {low }}, \theta_{\text {high }}\right)$.

In order to study the stability of periodic solutions we allow small perturbations and therefore we consider the equation

$$
\begin{equation*}
y(t)=\int_{-\infty}^{t} a(t-s) u(s) d s+e(t), \quad t \geqq 0, \tag{2}
\end{equation*}
$$

where $u$ is given on $(-\infty, 0]$ and $u$ is strictly thermostat controlled by $y$ on $(0, \infty)$.
Since the function $u$ can take only two values, it is completely determined by the switching times at which it jumps from zero to 1 or from 1 to zero. We will use the notation that $u$ is 1 on the intervals $\left(v_{n}(u), w_{n}(u)\right]$ and zero on the intervals ( $\left.w_{n}(u), v_{n+1}(u)\right]$. No generality is lost if we assume that $v_{0}(u)=0$. It turns out, however, that it is advantageous to use the interswitching intervals $T_{n}(u)=w_{n}(u)-v_{n}(u)$ and $S_{n}(u)=v_{n+1}(u)-w_{n}(u)$ instead of the switching times. Then local stability means that if $e$ is small, $T_{n}(u)$ is close to some $T$ and $S_{n}(u)$ is close to some $S$ for all negative indices $n$; then $T_{n}(u)$ and $S_{n}(u)$ will remain close to $T$ and $S$ for all future (provided the system is thermostat controlled). A precise statement of what is meant by local stability is given in $(\bullet \bullet)$ below. Next, we give a formal definition of $T_{n}(u)$ and $S_{n}(u)$.

Definition. If $u: \mathbf{R} \rightarrow\{0,1\}$ is left-continuous with right-hand limits, $u(0)=0$ and $u(0+)=1$, then the numbers $\left\{T_{n}(u)\right\}$ and $\left\{S_{n}(u)\right\}$ are defined by

$$
u(t)=\left\{\begin{array}{lll}
1, & t \in\left(-\sum_{j=n}^{-1}\left(T_{j}(u)+S_{j}(u)\right),-\sum_{j=n}^{-1}\left(T_{j}(u)+S_{j}(u)\right)+T_{n}\right], & n<0, \\
1, & t \in\left(\sum_{j=0}^{n-1}\left(T_{j}(u)+S_{j}(u)\right), \sum_{j=0}^{n-1}\left(T_{j}(u)+S_{j}(u)\right)+T_{n}\right], & n \geqq 0, \\
0, & t \in\left(-\sum_{j=n}^{-1}\left(T_{j}(u)+S_{j}(u)\right)+T_{n+1},-\sum_{j=n+1}^{-1}\left(T_{j}(u)+S_{j}(u)\right)\right], & n<0, \\
0, & t \in\left(\sum_{j=0}^{n-1}\left(T_{j}(u)+S_{j}(u)\right)+T_{n}, \sum_{j=0}^{n}\left(T_{j}(u)+S_{j}(u)\right)\right], & n \geqq 0 .
\end{array}\right.
$$

It is easy to see that if $u$ is strictly thermostat controlled by $y$ on $(0, \infty),(2)$ holds, $\sup _{t \cong 0}|e(t)|<\min \left\{\theta_{\text {low }}, 1-\theta_{\text {high }}\right\}$, and if $\int_{0}^{\infty} a(t) d t=1$, then $T_{n}(u)$ and $S_{n}(u)$ are defined for all $n \geqq 0$.

Since the history of the function $u$ is determined by the values of $T_{n}(u)$ and $S_{n}(u)$ for $n<0$, it turns out that it is possible to show that the problem of stability is reduced to a study of the stability of a discrete functional equation of the form

$$
\begin{align*}
& \sum_{j=-\infty}^{n} \alpha_{n-j} \xi_{j}=\Phi_{n}\left(\left\{\xi_{n-j}\right\}_{j=0}^{\infty}\right)+\varphi_{n}, \quad n \geqq 0,  \tag{3}\\
& \xi_{i}=\psi_{i}, \quad i<0
\end{align*}
$$

It is well known that the $z$-transform is useful when we study linear difference equations. The criterion for stability of the linear part of (3) is $\operatorname{det}\left[\sum_{n=0}^{\infty} z^{n} \alpha_{n}\right] \neq 0$ when $|z| \leqq 1$. We will see that $f(z) /(1-z)$, where $f$ is the function appearing in $(\bullet)$, is exactly of this form, and that we get local stability for the nonlinear equation. (The factor $1-z$ is due to the translation invariance of the problem.)

Next we give a precise formulation of our result on the stability of periodic solutions.

## Theorem. Assume that

(i) $0<\theta_{\text {low }}<\theta_{\text {high }}<1$;
(ii) $a \in L^{1}\left(\mathbf{R}^{+} ; \mathbf{R}\right) \cap A C_{\mathrm{loc}}((0, \infty) ; \mathbf{R}), \int_{0}^{\infty} a(t) d t=1$, and $\int_{0}^{\infty} t^{2}\left|a^{\prime}(t)\right| d t<\infty$;
(iii) $e \in C\left(\mathbf{R}^{+} ; \mathbf{R}\right)$;
(iv) $u: \mathbf{R} \rightarrow\{0,1\}$ is left-continuous with right-hand limits, $u(0)=0, u(0+)=1$, and $u$ is strictly thermostat controlled by the solution $y$ of (2) on $(0, \infty)$;
(v) There are positive numbers $T$ and $S$ such that there exists a periodic solution ( $y_{*}, u_{*}$ ) of (1) with $u_{*}=1$ on intervals of length $T, u_{*}=0$ on intervals of length $S, u_{*}(0)=0, u_{*}(0+)=1$, and $u_{*}$ is strictly thermostat controlled by $y_{*}$ on $\mathbf{R}$;
(vi) $y_{*}^{\prime}(0-)<0$ and $y_{*}(T-)>0$.

Then the following two conditions $(\bullet)$ and $(\bullet \bullet)$ are equivalent:
(•) The function

$$
\begin{gathered}
f(z) \stackrel{\text { def }}{=} \sum_{j=1}^{\infty}(a(j(T+S))-a(j(T+S)-T)) \sum_{j=1}^{\infty}(a(j(T+S)-S)-a(j(T+S))) \\
+\sum_{j=1}^{\infty}(2 a(j(T+S))-a(j(T+S)-T) \\
\quad-a(j(T+S)-S)) \sum_{j=1}^{\infty} a(j(T+S)) z^{j}-\left(\sum_{j=1}^{\infty} a(j(T+S)) z^{j}\right)^{2} \\
+\frac{1}{z} \sum_{j=1}^{\infty} a(j(T+S)-S) z^{j} \sum_{j=1}^{\infty} a(j(T+S)-T) z^{j}
\end{gathered}
$$

has a simple zero at $z=1$ and no other zeros in $\{z \in \mathbf{C}||z| \leqq 1\}$;
(•๑) There exist numbers $\delta>0$ and $C<\infty$ such that the inequalities

$$
\begin{aligned}
& \left|T_{i}(u)-T\right| \leqq \delta, \quad\left|S_{i}(u)-S\right| \leqq \delta, \quad i<0, \\
& |e(t)| \leqq \delta, \quad t \geqq 0
\end{aligned}
$$

imply that for every $n \geqq 0$

$$
\begin{equation*}
\left|T_{n}(u)-T\right|+\left|S_{n}(u)-S\right| \leqq C\left(\sup _{i<0}\left\{\left|T_{i}(u)-T\right|,\left|S_{i}(u)-S\right|\right\}+\sup _{t \geqq 0}|e(t)|\right), \tag{4}
\end{equation*}
$$

and in the case where $\lim _{t \rightarrow \infty} e(t)=0$ it follows that

$$
T_{n}(u) \rightarrow T \quad \text { and } \quad S_{n}(u) \rightarrow S \quad \text { as } n \rightarrow \infty .
$$

It is easy to see that $y_{*}^{\prime}(0-)=\sum_{j=1}^{\infty}(a(j(T+S))-a(j(T+S)-T))$ and $y_{*}^{\prime}(T-)=$ $\sum_{j=1}^{\infty}(a(j(T+S)-S)-a(j(T+S)))$. The assumption that $u_{*}$ is strictly thermostat controlled by $y_{*}$ implies that $y_{*}^{\prime}(0-) \leqq 0$ and $y_{*}^{\prime}(T-) \geqq 0$. It is not really necessary to assume that $a$ is locally absolutely continuous, but this assumption makes the formulation of the appropriate hypotheses on the kernel $a$ much simpler. Note also that the condition (ii) is satisfied for the kernels given in the examples in [3] and [5].

In [4, Thm. 5], it is shown that if $m \geqq 1$ is an integer and $a(t)=(1 / m!) t^{m} e^{-t}$, then there exist positive numbers $\alpha$ so that there are $\lfloor(m-1) / 4\rfloor+1$ different periodic solutions ( $y_{*}, u_{*}$ ) of (1) and $u_{*}$ is strictly thermostat controlled by $y_{*}$ on $\mathbf{R}$ with respect to $\frac{1}{2}+\alpha$ and $\frac{1}{2}-\alpha$. (Note that there is an error in [4, Thm. 5] at this point since $\lfloor(m-1) / 4\rfloor+1$ has been replaced there by $\lfloor m / 4\rfloor+1$.) If the theorem above is applied in the case where $m=5$, so that there are two periodic solutions, then numerical calculations indicate that the stability condition ( $\bullet$ ), and hence also $(\bullet \bullet)$, is satisfied for the solution with the longer period only.

For completeness we state and prove the result concerning (3) that we need. Let us denote the set of integers by $\mathbf{Z}$, the set of positive integers by $\mathbf{Z}_{+}$, the set of negative integers by $\mathbf{Z}_{-}$, and the set of natural numbers, i.e., the nonnegative integers, by $\mathbf{N}$. By $|\cdot|$ we denote some norm in $\mathbf{R}^{m}$, and also the corresponding matrix norm.

If $\zeta: \mathbf{Z}_{+} \rightarrow \mathbf{R}^{m}$ and $x \in \mathbf{R}^{m}$ then we let $[x, \zeta]$ denote the sequence given by $[x, \zeta]_{j}=\zeta_{j}$ if $j>0$ and $[x, \zeta]_{0}=x$.

Proposition. Assume that:
(a) $\alpha \in l^{1}\left(\mathbf{N} ; \mathbf{R}^{m \times m}\right)$ and $\operatorname{det}\left[\alpha_{0}\right] \neq 0$;
(b) $\varphi \in l^{\infty}\left(\mathbf{N} ; \mathbf{R}^{m}\right)$;
(c) For each $j \geqq 0$ the mapping $\zeta \in l^{\infty}\left(\mathbf{N} ; \mathbf{R}^{m}\right) \mapsto \Phi_{j}(\zeta) \in \mathbf{R}^{m}$ is continuous and $\|\Phi(\zeta)\|_{1^{\infty}(\mathbf{N})}=o\left(\sup _{j \geqq 0}\left|\eta_{j} \zeta_{j}\right|\right)$ as $\|\zeta\|_{I^{\infty}(\mathbf{N})} \rightarrow 0$, where $\eta$ is some element in $l_{0}^{\infty}(\mathbf{N} ; \mathbf{R})$;
(d) $\psi \in l^{\infty}\left(\mathbf{Z}_{-} ; \mathbf{R}^{m}\right)$;
(e) There exist a constant $\gamma>0$ and a continuous function $\Gamma: \mathbf{R}^{+} \rightarrow \mathbf{R}^{+}$with $\Gamma(0)=0$ such that if $\phi \in l^{\infty}\left(\mathbf{Z}_{+} ; \mathbf{R}^{m}\right)$ and $f \in \mathbf{R}^{m}$ with $\|\phi\|_{l^{\infty}\left(\mathbf{Z}_{+}\right)} \leqq \gamma$ and $|f| \leqq \gamma$, then there exists for each $n \in \mathbf{N}$ a unique solution of $x$ of

$$
\begin{equation*}
\alpha_{0} x=\Phi_{n}([x, \phi])+f, \tag{5}
\end{equation*}
$$

and $|x| \leqq \Gamma\left(|f|+\|\phi\|_{I^{\infty}\left(\mathbf{Z}_{+}\right)}\right)$.
Then the following two conditions (*) and (**) are equivalent:
(*) $\operatorname{det}\left[\sum_{n=0}^{\infty} z^{n} \alpha_{n}\right] \neq 0$ for $|z| \leqq 1$;
(**) There exist numbers $\delta>0$ and $C<\infty$ such that

$$
\begin{array}{ll}
\left|\psi_{i}\right| \leqq \delta, & i<0, \\
\left|\varphi_{j}\right| \leqq \delta, & j \geqq 0
\end{array}
$$

imply that there is a unique solution $\xi$ of (3), for every $n \geqq 0$,

$$
\begin{equation*}
\left|\xi_{n}\right| \leqq C\left(\sup _{i<0}\left|\psi_{i}\right|+\sup _{0 \leqq k \leqq n}\left|\varphi_{k}\right|\right), \tag{6}
\end{equation*}
$$

and, in the case where $\lim _{n \rightarrow \infty} \varphi_{n}=0$, it follows that

$$
\xi_{n} \rightarrow 0 \quad \text { as } n \rightarrow \infty .
$$

We see from the proof of this proposition that the continuity assumption in (c) is needed only when we establish the necessity of (*). Observe that no assumptions about Lipschitz continuity are made and note also that the assumption $\operatorname{det}\left[\alpha_{0}\right] \neq 0$ in (a) actually follows from (e) (without this assumption there is clearly no hope of finding a unique solution).

If we are interested only in the stability of the solutions and do not care about the asymptotic stability, then we can take $\eta \equiv 1$ in (c).
2. Proof of the theorem. First we introduce some notation. We write $T_{n}=T_{n}(u)$, $S_{n}=S_{n}(u)$, and

$$
\begin{aligned}
& \Delta S_{n}=S_{n}-S, \\
& \Delta T_{n}=T_{n}-T, \\
& v_{n}= \begin{cases}\sum_{j=0}^{n-1}\left(T_{j}+S_{j}\right), & n>0, \\
-\sum_{j=n}^{-1}\left(T_{j}+S_{j}\right), & n \leqq 0,\end{cases} \\
& w_{n}=v_{n}+T_{n}, \\
& V_{n}=n(T+S) \\
& W_{n}=V_{n}+T .
\end{aligned}
$$

This definition says that $u$ takes the value 1 on the intervals ( $v_{n}, w_{n}$ ] and zero on the intervals ( $w_{n}, v_{n+1}$ ]. Similarly, $u_{*}=1$ on $\left(V_{n}, W_{n}\right.$ ] and $u_{*}=0$ on the intervals ( $W_{n}, V_{n+1}$ ]. Below we will need the following relations for $n>j$ :

$$
\begin{align*}
& v_{n}+T-v_{j}-\left(V_{n}+T-V_{j}\right)=\sum_{i=j}^{n-1}\left(\Delta T_{i}+\Delta S_{i}\right), \\
& v_{n}+T-w_{j}-\left(V_{n}+T-W_{j}\right)=\sum_{i=j+1}^{n-1}\left(\Delta T_{i}+\Delta S_{i}\right)+\Delta S_{j}  \tag{7}\\
& w_{n}+S-v_{j}-\left(W_{n}+S-V_{j}\right)=\Delta T_{n}+\sum_{i=j}^{n-1}\left(\Delta T_{i}+\Delta S_{i}\right), \\
& w_{n}+S-w_{j}-\left(W_{n}+S-W_{j}\right)=\Delta T_{n}+\sum_{i=j+1}^{n-1}\left(\Delta T_{i}+\Delta S_{i}\right)+\Delta S_{j}
\end{align*}
$$

Since we want to obtain an equation that gives $T_{n}$ as a function of $T_{j}$ and $S_{j}, j<n$, it is advantageous to have a function that is otherwise equal to $u$ but does not jump from 1 to zero at $v_{n}+T_{n}$. Therefore we define

$$
u_{\tau}(t)= \begin{cases}u(t), & t \leqq \tau \\ u(\tau+), & t>\tau\end{cases}
$$

As the number $\tau$ we will use both $v_{n}$ and $w_{n}$. When we replace $u$ by $u_{\tau}$ we must replace $y$ by the function

$$
\begin{equation*}
y_{\tau}(t)=\int_{-\infty}^{t} a(t-s) u_{\tau}(s) d s \tag{8}
\end{equation*}
$$

Note that the reason for introducing these new functions is purely technical.
It is clear that $T_{n}$ is determined as the smallest positive number for which $y_{v_{n}}\left(v_{n}+T_{n}\right)+e\left(v_{n}+T_{n}\right)=\theta_{\text {high }}$ and $S_{n}$ as the smallest positive number for which $y_{w_{n}}\left(w_{n}+S_{n}\right)+e\left(w_{n}+S_{n}\right)=\theta_{\text {low }}$.

Now a straightforward calculation, where we use (7) and the facts that $V_{n}-V_{j}=$ $(n-j)(T+S)$ and $V_{n}-W_{j}=(n-j)(T+S)-T$, shows that for all $n \geqq 0$ we have

$$
\begin{aligned}
& y_{v_{n}}\left(v_{n}+T\right)-y_{*}\left(V_{n}+T\right) \\
& \quad=\int_{-\infty}^{v_{n}+T} a\left(v_{n}+T-s\right) u_{v_{n}}(s) d s-\int_{-\infty}^{v_{n}+T} a\left(V_{n}+T-s\right) u_{*}(s) d s
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{j=-\infty}^{n-1}\left(\int_{v_{n}+T-w_{j}}^{v_{n}+T-v_{j}} a(s) d s-\int_{V_{n}+T-W_{j}}^{V_{n}+T-V_{j}} a(s) d s\right) \\
& =\sum_{j=-\infty}^{n-1}\left(\int_{V_{n}+T-V_{j}}^{v_{n}+T-v_{j}} a(s) d s-\int_{V_{n}+T-W_{j}}^{v_{n}+T-w_{j}} a(s) d s\right) \\
& =\sum_{j=-\infty}^{n-1} a((n-j)(T+S)+T) \sum_{i=j}^{n-1}\left(\Delta T_{i}+\Delta S_{i}\right)  \tag{9}\\
& \quad-\sum_{j=-\infty}^{n-1} a((n-j)(T+S))\left(\sum_{i=j+1}^{n-1}\left(\Delta T_{i}+\Delta S_{i}\right)+\Delta S_{j}\right) \\
& \quad+\sum_{j=-\infty}^{n-1} \int_{V_{n}+T-V_{j}}^{v_{n}+T-v_{j}}\left(a(s)-a\left(V_{n}+T-V_{j}\right)\right) d s \\
& \quad \quad-\sum_{j=-\infty}^{n-1} \int_{V_{n}+T-W_{j}}^{v_{n}+T-w_{j}}\left(a(s)-a\left(V_{n}+T-W_{j}\right)\right) d s .
\end{align*}
$$

We rewrite the terms on the right-hand side in (9) that are linear in $\Delta T_{i}$ and $\Delta S_{i}$ :

$$
\begin{align*}
& \sum_{j=-\infty}^{n-1} a((n-j)(T+S)+T) \sum_{i=j}^{n-1}\left(\Delta T_{i}+\Delta S_{i}\right) \\
& \quad-\sum_{j=-\infty}^{n-1} a((n-j)(T+S))\left(\sum_{i=j+1}^{n-1}\left(\Delta T_{i}+\Delta S_{i}\right)+\Delta S_{j}\right) \\
& =\sum_{i=-\infty}^{n-1}\left(\sum_{j=n-i}^{\infty} a(j(T+S)+T)\right)\left(\Delta T_{i}+\Delta S_{i}\right)  \tag{10}\\
& \quad-\sum_{i=-\infty}^{n-1}\left(\sum_{j=n-i+1}^{\infty} a(j(T+S))\right)\left(\Delta T_{i}+\Delta S_{i}\right) \\
& \quad-\sum_{i=-\infty}^{n-1} a((n-i)(T+S)) \Delta S_{i} .
\end{align*}
$$

A similar calculation shows that

$$
\begin{aligned}
& y_{w_{n}}\left(w_{n}+S\right)-y_{*}\left(W_{n}+S\right) \\
& =\int_{-\infty}^{w_{n}+s} a\left(w_{n}+S-s\right) u_{w_{n}}(s) d s-\int_{-\infty}^{w_{n}+s} a\left(W_{n}+S-s\right) u_{*}(s) d s \\
& =\sum_{j=-\infty}^{n}\left(\int_{w_{n}+S-w_{j}}^{w_{n}+s-v_{j}} a(s) d s-\int_{W_{n}+s-w_{j}}^{w_{n}+s-v_{j}} a(s) d s\right) \\
& =\sum_{j=-\infty}^{n}\left(\int_{W_{n}+s-v_{j}}^{w_{n}+s-v_{j}} a(s) d s-\int_{W_{n}+s-w_{j}}^{w_{n}+S-w_{j}} a(s) d s\right) \\
& =\sum_{j=-\infty}^{n} a((n-j+1)(T+S))\left(\sum_{i=j}^{n-1}\left(\Delta T_{i}+\Delta S_{i}\right)+\Delta T_{n}\right) \\
& \quad-\sum_{j=-\infty}^{n-1} a((n-j)(T+S)+S)\left(\sum_{i=j+1}^{n-1}\left(\Delta T_{i}+\Delta S_{i}\right)+\Delta T_{n}+\Delta S_{j}\right) \\
& \quad+\sum_{j=-\infty}^{n} \int_{W_{n}+s-v_{j}}^{w_{n}+s-v_{j}}\left(a(s)-a\left(W_{n}+S-V_{j}\right)\right) d s \\
& \quad-\sum_{j=-\infty}^{n} \int_{W_{n}+s-w_{j}}^{w_{n}+s-w_{j}}\left(a(s)-a\left(W_{n}+S-W_{j}\right)\right) d s .
\end{aligned}
$$

Here the linear terms are

$$
\begin{align*}
& \sum_{j=-\infty}^{n} a((n-j+1)(T+S))\left(\sum_{i=j}^{n-1}\left(\Delta T_{i}+\Delta S_{i}\right)+\Delta T_{n}\right) \\
& \quad-\sum_{j=-\infty}^{n-1} a((n-j)(T+S)+S)\left(\sum_{i=j+1}^{n-1}\left(\Delta T_{i}+\Delta S_{i}\right)+\Delta T_{n}+\Delta S_{j}\right) \\
&= \sum_{i=-\infty}^{n-1}\left(\sum_{j=n-i+1}^{\infty} a(j(T+S))\right)\left(\Delta T_{i}+\Delta S_{i}\right)+\sum_{j=1}^{\infty} a(j(T+S)) \Delta T_{n}  \tag{12}\\
& \quad-\sum_{i=-\infty}^{n-1}\left(\sum_{j=n-i+1}^{\infty} a(j(T+S)+S)\right)\left(\Delta T_{i}+\Delta S_{i}\right) \\
& \quad-\sum_{j=1}^{\infty} a(j(T+S)+S) \Delta T_{n}-\sum_{i=-\infty}^{n-1} a((n-i)(T+S)+S) \Delta S_{i} .
\end{align*}
$$

Since $y_{*}\left(V_{n}+T\right)=\theta_{\text {high }}=y_{v_{n}}\left(v_{n}+T_{n}\right)+e\left(v_{n}+T_{n}\right)=y_{v_{n}}\left(w_{n}\right)+e\left(w_{n}\right)$ we see that

$$
\begin{align*}
& y_{v_{n}}\left(v_{n}+T\right)-y_{*}\left(V_{n}+T\right)+y_{*}^{\prime}\left(W_{n}-\right) \Delta T_{n} \\
& \quad=-\int_{0}^{\Delta T_{n}}\left(y_{v_{n}}^{\prime}\left(w_{n}-s\right)-y_{*}^{\prime}\left(W_{n}-\right)\right) d s-e\left(w_{n}\right) . \tag{13}
\end{align*}
$$

A similar argument gives

$$
\begin{align*}
& y_{w_{n}}\left(w_{n}+S\right)-y_{*}\left(W_{n}+S\right)+y_{*}^{\prime}\left(V_{n+1}-\right) \Delta S_{n} \\
& \quad=-\int_{0}^{\Delta S_{n}}\left(y_{w_{n}}^{\prime}\left(v_{n+1}-s\right)-y_{*}^{\prime}\left(V_{n+1}-\right)\right) d s-e\left(v_{n+1}\right) . \tag{14}
\end{align*}
$$

From now on we assume that $e\left(w_{n}\right)$ and $e\left(v_{n}\right)$ are some given numbers, although we otherwise treat $\Delta T_{n}$ and $\Delta S_{n}$ as unknown in the equations we study.

If we combine (9) and (11) with (10) and (12), and finally also with (13) and (14), then we can rewrite the resulting two equations in vector form as

$$
\begin{equation*}
\sum_{j=-\infty}^{n} \alpha_{n-j}\binom{\Delta T_{j}}{\Delta S_{j}}=\Phi_{n}\left(\left\{\binom{\Delta T_{n-j}}{\Delta S_{n-j}}\right\}_{j=0}^{\infty}\right)-\binom{e\left(w_{n}\right)}{e\left(v_{n+1}\right.}, \quad n \geqq 0, \tag{15}
\end{equation*}
$$

where for each $n \geqq 0, \alpha_{n}$ is a $2 \times 2$ real-valued matrix, and $\Phi_{n}$ is a nonlinear function defined on sequences.

Now we want to apply our proposition and must verify all the assumptions.
A rather lengthy but quite straightforward calculation shows that we have

$$
\operatorname{det}\left[\sum_{n=0}^{\infty} z^{n} \alpha_{n}\right]=\frac{f(z)}{1-z},
$$

where $f$ is the function defined in ( $\bullet$ ).
Next we consider assumption (c). Let $b$ be a continuous nondecreasing function on $\mathbf{R}^{+}$such that $b(0)=1, \lim _{t \rightarrow \infty} b(t)=\infty$, and $\int_{0}^{\infty} t^{2} b(t)\left|a^{\prime}(t)\right| d t<\infty$. Define the sequence $\left\{\eta_{j}\right\}_{j=0}^{\infty}$ by $\eta_{j}=1 / b(j \min \{S, T\})$.

From (7) we conclude that

$$
\begin{align*}
\left|v_{n}+T-v_{j}-\left(V_{n}+T-V_{j}\right)\right| & \leqq \sum_{i=j}^{n-1}\left|\Delta T_{i}+\Delta S_{i}\right| \\
& \leqq(n-j) \frac{1}{\eta_{n-j}} \sup _{i \leqq n}\left\{\eta_{n-i}\left(\left|\Delta T_{i}\right|+\left|\Delta S_{i}\right|\right)\right\} \tag{16}
\end{align*}
$$

since the sequence $\eta$ is nondecreasing and therefore $\sum_{i=j}^{n-1} 1 / \eta_{n-i} \leqq(n-j) / \eta_{n-j}$.
Assume that $\sup _{i \leqq n}\left(\left|\Delta T_{i}\right|+\left|\Delta S_{i}\right|\right) \leqq \min \{S, T\} / 2$. By (16) we have the following estimate:

$$
\begin{aligned}
\mid \sum_{j=-\infty}^{n-1} & \int_{V_{n}+T-v_{j}}^{v_{n}+T-v_{j}}\left(a(s)-a\left(V_{n}+T-V_{j}\right)\right) d s \mid \\
& \leqq\left|\sum_{j=-\infty}^{n-1} \int_{V_{n}+T-v_{j}}^{v_{n}+T-v_{j}} a^{\prime}(s)\left(v_{n}+T-v_{j}-s\right) d s\right| \\
& \leqq \sup _{i \leqq n}\left\{\eta_{n-i}\left(\left|\Delta T_{i}\right|+\left|\Delta S_{i}\right|\right)\right\} \\
& \quad \times \sum_{j=-\infty}^{n-1} \int_{\left|s-\left(V_{n}+T-V_{j}\right)\right| \leqq \sum_{i=j}^{n=1}\left(\left|\Delta T_{i}\right|+\left|\Delta S_{i}\right|\right)}(n-j) \frac{1}{\eta_{n-j}}\left|a^{\prime}(s)\right| d s .
\end{aligned}
$$

It is clear that every term in the sum on the right-hand side in the inequality above converges to zero as $\sup _{i \leq n}\left(\left|\Delta T_{i}\right|+\left|\Delta S_{i}\right|\right) \rightarrow 0$. To show that the sum itself goes to zero we use the dominated convergence theorem. This can be done, as we have the dominating sum

$$
\begin{gathered}
\sum_{j=-\infty}^{n-1} \int_{\left|s-\left(V_{n}+T-V_{j}\right)\right| \leqq(n-j) \min \{T, S\} / 2}(n-j) \frac{1}{\eta_{n-j}}\left|a^{\prime}(s)\right| d s \\
\leqq \frac{1}{\min \{S, T\}^{2}} \int_{0}^{\infty} \int_{t}^{\infty} s b(s)\left|a^{\prime}(s)\right| d s d t<\infty
\end{gathered}
$$

We conclude that

$$
\begin{aligned}
\sum_{j=-\infty}^{n-1} & \int_{V_{n}+T-v_{j}}^{v_{n}+T-v_{j}}\left(a(s)-a\left(V_{n}+T-V_{j}\right)\right) d s \\
& =o\left(\sup _{i \leq n}\left\{\eta_{n-i}\left(\left|\Delta T_{i}\right|+\left|\Delta S_{i}\right|\right)\right\}\right) \quad \text { as } \sup _{i \leq n}\left(\left|\Delta T_{i}\right|+\left|\Delta S_{i}\right|\right) \rightarrow 0 .
\end{aligned}
$$

In the same way we show that this conclusion holds for all the other nonlinear terms in (9) and (11) as well.

From (8) we get the following expressions for derivatives:

$$
\begin{aligned}
& y_{v_{n}}^{\prime}\left(w_{n}+t\right)=\sum_{j=-\infty}^{n-1}\left(a\left(w_{n}+t-v_{j}\right)-a\left(w_{n}+t-w_{j}\right)\right)+a\left(w_{n}+t-v_{n}\right), \\
& y_{w_{n}}^{\prime}\left(v_{n+1}+t\right)=\sum_{j=-\infty}^{n}\left(a\left(v_{n+1}+t-v_{j}\right)-a\left(v_{n+1}+t-w_{j}\right)\right) .
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
& \left|y_{v_{n}}^{\prime}\left(w_{n}+t\right)-y_{*}^{\prime}\left(W_{n}-\right)\right| \\
& \qquad \begin{array}{l}
\leqq \sum_{j=-\infty}^{n-1}\left|a\left(w_{n}+t-v_{j}\right)-a\left(W_{n}-V_{j}\right)\right| \\
\quad \quad+\sum_{j=-\infty}^{n-1}\left|a\left(w_{n}+t-w_{j}\right)-a\left(W_{n}-W_{j}\right)\right|+\left|a\left(w_{n}+t-v_{n}\right)-a\left(W_{n}-V_{n}\right)\right| .
\end{array} .
\end{aligned}
$$

Let us consider, for example, the first of these sums:

$$
\begin{aligned}
& \sup _{\left|\left|\left|\leq\left|\left|T_{n}\right|\right.\right.\right.\right.} \sum_{j=-\infty}^{n-1}\left|a\left(w_{n}+t-v_{j}\right)-a\left(W_{n}-V_{j}\right)\right| \\
& \quad \leqq \sum_{j=-\infty}^{n-1} \int_{\left|s-\left(W_{n}-V_{j}\right)\right| \leq 2\left|\Delta T_{n}\right|+\sum_{i=1}^{n=1}} \mid\left(\Delta T_{i}|+| \Delta s_{i}\right)
\end{aligned}\left|a^{\prime}(s)\right| d s .
$$

It is clear that every term in this sum converges to zero as sup ${ }_{i \leq n}\left(\left|\Delta T_{i}\right|+\left|\Delta S_{i}\right|\right) \rightarrow 0$, and we can again use the dominated convergence theorem and the fact that $\int_{0}^{\infty} t\left|a^{\prime}(t)\right| d t<\infty$ to prove that the whole sum converges toward zero. All other terms can be treated in a similar manner; this gives the desired result that

$$
\begin{aligned}
& \int_{0}^{\Delta T_{n}}\left(y_{v_{n}}^{\prime}\left(w_{n}-s\right)-y_{*}^{\prime}\left(W_{n}-\right)\right) d s=o\left(\sup _{i \leqq n}\left\{\eta_{n-i}\left(\left|\Delta T_{i}\right|+\left|\Delta S_{i}\right|\right)\right\}\right), \\
& \int_{0}^{\Delta s_{n}}\left(y_{w_{n}}^{\prime}\left(v_{n+1}-s\right)-y_{*}^{\prime}\left(V_{n+1}-\right)\right) d s=o\left(\sup _{i \leqq n}\left\{\eta_{n-i}\left(\left|\Delta T_{i}\right|+\left|\Delta S_{i}\right|\right)\right\}\right)
\end{aligned}
$$

as $\sup _{i \leqq n}\left(\left|\Delta T_{i}\right|+\left|\Delta S_{i}\right|\right) \rightarrow 0$.
We conclude that assumption (c) is satisfied.
Assumption (vi) implies that $\operatorname{det}\left[\alpha_{0}\right] \neq 0$ and from (13), (14), and the argument given above we can see that the existence assumption (e) is satisfied as well. (Here we use the fact that $u_{*}(t)<\theta_{\text {high }}$ on ( $V_{n}, W_{n}$ ), and $u_{*}(t)>\theta_{\text {low }}$ on ( $W_{n}, V_{n+1}$ ).)

Now an application of the proposition completes the proof.
3. Proof of the proposition. We use the following notation: If $n \in \mathbf{Z}$ and if $\left\{\zeta_{j}\right\}$ is a sequence of elements in $\mathbf{R}^{m}$ defined at least for all indices $j \leqq n$, then the sequence $H_{n} \zeta: \mathbf{N} \rightarrow \mathbf{R}^{m}$ is defined by $\left(H_{n} \zeta\right)_{j}=\zeta_{n-j}$, i.e., $H_{n} \zeta$ consists of the part of $\zeta$ "before" $n$.

It is well known that condition (*) implies that there exists a resolvent kernel $\rho \in l^{1}\left(\mathbf{N} ; \mathbf{R}^{m}\right)$ such that

$$
\sum_{j=0}^{n} \alpha_{n-j} \rho_{j}=\sum_{j=0}^{n} \rho_{n-j} \alpha_{j}=\delta_{0 n}, \quad n \geqq 0 .
$$

(Here $\delta_{i j}=I$ if $i=j$ and zero otherwise.)
Choose

$$
\varepsilon \in\left(0, \frac{\gamma}{1+\|\alpha\|_{1^{1}\left(\mathbf{Z}_{+}\right)}}\right]
$$

to be so small that

$$
\begin{equation*}
\text { If }\|\zeta\|_{l^{\infty}(\mathbf{N})} \leqq \max \left\{\Gamma\left(2 \varepsilon+\varepsilon\|\alpha\|_{I^{1}\left(\mathbf{Z}_{+}\right)}\right), \varepsilon\right\} \quad \text { then }\|\Phi(\zeta)\|_{l^{\infty}(\mathbf{N})} \leqq \frac{\|\zeta\|_{l^{\infty}(\mathbf{N})}}{2\|\rho\|_{1^{1}(\mathbf{N})}} . \tag{17}
\end{equation*}
$$

Take

$$
\begin{gather*}
C=2\left(1+\|\alpha\|_{l^{1}\left(\mathbf{Z}_{+}\right)}\right)\|\rho\|_{l^{1}(\mathbf{N})},  \tag{18}\\
\delta=\frac{\varepsilon}{2 C} . \tag{19}
\end{gather*}
$$

Let $\psi$ and $\varphi$ satisfy

$$
\begin{array}{ll}
\left|\psi_{i}\right| \leqq \delta, & i<0, \\
\left|\varphi_{j}\right| \leqq \delta, & j \geqq 0 .
\end{array}
$$

Assume that $n \geqq 0$ is such that (3) has a unique solution $\xi_{j}$ for all $j<n$ and (6) holds with $n$ replaced by $j<n$.

Since $C \geqq 1$, this assumption holds when $n=0$.
Note that $\left|\xi_{j}\right| \leqq \varepsilon$ for all $j<n$. It follows that

$$
\left|\varphi_{n}-\sum_{j=-\infty}^{n-1} \alpha_{n-j} \xi_{j}\right|<\varepsilon\left(1+\|\alpha\|_{l^{\prime}\left(\mathbf{Z}_{+}\right)}\right)
$$

and since (3) can be rewritten as

$$
\alpha_{0} \xi_{n}=\Phi\left(\left[\xi_{n},\left\{\xi_{n-j}\right\}_{j=1}^{\infty}\right]\right)+\varphi_{n}-\sum_{j=-\infty}^{n-1} \alpha_{n-j} \xi_{j},
$$

we conclude from assumption (e) that there exists a unique solution $\xi_{n}$ such that $\left|\xi_{n}\right| \leqq \Gamma\left(\varepsilon\left(2+\|\alpha\|_{l^{1}\left(\mathbf{z}_{+}\right)}\right)\right)$. If $\left|\xi_{n}\right| \leqq C\left(\sup _{i<0}\left|\psi_{i}\right|+\sup _{0 \leqq k \leqq n}\left|\varphi_{k}\right|\right)$, then the induction step is completed. Otherwise $\left\|H_{j} \xi\right\|_{l^{\infty}(\mathrm{N})} \leqq\left|\xi_{n}\right|$ when $j \leqq n$, so we get from (17) that

$$
\begin{equation*}
\left|\Phi_{j}\left(H_{j} \xi\right)\right| \leqq \frac{\left|\xi_{n}\right|}{2\|\rho\| l_{l^{1}(\mathbf{N})}}, \quad 0 \leqq j \leqq n . \tag{20}
\end{equation*}
$$

With the aid of the resolvent kernel $\rho$ we can write $\xi_{n}$ as

$$
\begin{equation*}
\xi_{n}=\sum_{j=0}^{n} \rho_{n-j}\left(\Phi_{j}\left(H_{j} \xi\right)+\varphi_{j}-\sum_{i=-\infty}^{-1} \alpha_{j-i} \psi_{i}\right) . \tag{21}
\end{equation*}
$$

It follows from (20) and (21) that

$$
\left|\xi_{n}\right| \leqq \frac{1}{2}\left|\xi_{n}\right|+\|\rho\|_{l^{1}(\mathbf{N})}\left(\sup _{0 \leqq k \leqq n}\left|\varphi_{k}\right|+\|\alpha\|_{l^{\prime}(\mathbf{N})} \sup _{i<0}\left|\psi_{i}\right|\right),
$$

and we conclude that (6) holds. This completes the induction argument.
Assume next that $\lim _{n \rightarrow \infty} \varphi_{n}=0$ but that $\lim \sup _{n \rightarrow \infty}\left|\xi_{n}\right|>0$. It is clear from (6) and from our choice of $\delta$ that $\left|\xi_{n}\right| \leqq \varepsilon$ for all $n$. Hence we get from (17) that

$$
\underset{n \rightarrow \infty}{\limsup }\left|\Phi_{n}\left(H_{n} \xi\right)\right| \leqq \frac{\lim \sup _{n \rightarrow \infty}\left|\xi_{n}\right|}{2\|\rho\|_{I^{1}(\mathbf{N})}}
$$

(Only at this point do we need the assumption that $\eta_{j} \rightarrow 0$; otherwise we could take $\eta_{j} \equiv 1$.)

On the other hand, it follows from (21) that

$$
\underset{n \rightarrow \infty}{\limsup }\left|\xi_{n}\right| \leqq\|\rho\|_{l^{1}(\mathbb{N})} \limsup _{n \rightarrow \infty}\left|\Phi_{n}\left(H_{n} \xi\right)\right|
$$

and combining these two inequalities we get the desired contradiction.
Next, let us show that if (*) does not hold, then (**) fails too. First we consider the case where there exists a point $z_{0}$ such that $\left|z_{0}\right|<1$ and $z_{0}$ is a simple zero of the function $\operatorname{det}\left[\sum_{n=0}^{\infty} z^{n} \alpha_{n}\right]$ and there are no other zeros of this function in the set $\left\{z\left||z| \leqq\left|z_{0}\right|\right\}\right.$ except $\overline{z_{0}}$. Clearly, we may assume that $z_{0} \neq 0$ and from now on we also assume that $z_{0}$ is not real. Otherwise, some small changes in the proof would be necessary.

Since $z_{0}$ is a simple zero, it follows that in a neighborhood of this point we have

$$
\begin{equation*}
\left[\sum_{n=0}^{\infty} z^{n} \alpha_{n}\right]^{-1}=\frac{1}{2} \frac{z_{0}}{z_{0}-z} A+B(z) \tag{22}
\end{equation*}
$$

where $A \in \mathbf{C}^{m \times m} \backslash 0$ and $B$ is a matrix-valued function that is analytic at $z_{0}$. From (22) we immediately see that $\sum_{n=0}^{\infty} z_{0}^{n} \alpha_{n} A=0$. Since all the other zeros (except $\overline{z_{0}}$ ) of
$\operatorname{det}\left[\sum_{n=0}^{\infty} z^{n} \alpha_{n}\right]$ have absolute value larger than $\left|z_{0}\right|$, there exist a number $r \in\left(\left|z_{0}\right|, 1\right]$ and a sequence $\varrho$ such that

$$
\begin{gather*}
\sum_{j=0}^{\infty} r^{j}\left|\varrho_{j}\right|<\infty,  \tag{23}\\
\rho_{j}=\Re\left[z_{0}^{-j} A\right]+\varrho_{j}, \quad j \geqq 0 . \tag{24}
\end{gather*}
$$

(Observe that here $\mathfrak{R} M$ is the matrix with each element equal to the real part of the corresponding element in $M$.)

Let $\varepsilon$ be a positive number such that if $\|\zeta\|_{I^{\infty}(\mathbf{N})} \leqq 4 \varepsilon$, then

$$
\begin{equation*}
\|\Phi(\zeta)\|_{l^{\infty}(\mathbf{N})} \leqq\|\zeta\|_{l^{\infty}(\mathbf{N})} \frac{1}{8} \min \left\{\frac{1}{\sum_{j=0}^{\infty} r^{j}|\varrho|}, \frac{r-\left|z_{0}\right|}{|A|}\right\} \tag{25}
\end{equation*}
$$

Assume that $(* *)$ holds and let $\delta$ and $C$ be the numbers given there. Pick a positive number $q$ such that $4 \varepsilon r^{q+1}<\min \{\delta, \varepsilon / C\}$. Let $v \in \mathrm{C}^{m}$ be such that $|v|=1$ and $|\mathfrak{R}[A v]| \geqq$ $\frac{1}{2}|A|$.

Define the set $\Omega$ by

$$
\begin{aligned}
\Omega= & \left\{\left\{\vartheta_{j}\right\}_{j=0}^{q}\left|\vartheta_{j} \in \mathbf{R}^{m},\left|\vartheta_{j}\right| \leqq 4 \varepsilon r^{q-j}, j=0,1,2, \cdots, q\right\}\right. \\
& \times\left\{w \in \mathbf{C}^{m}| | w \left\lvert\, \leqq \frac{\varepsilon}{|A|} r^{q}\right.\right\} .
\end{aligned}
$$

Next we consider a mapping $(\vartheta, w) \in \Omega \mapsto(G(\vartheta, w), g(\vartheta, w))$ defined as follows:

$$
\begin{align*}
G_{n}(\vartheta, w)= & \frac{3 \varepsilon}{|A|} \mathfrak{R}\left[z_{0}^{q-n} A v\right]-\sum_{j=n+1}^{q} \mathfrak{R}\left[z_{0}^{-n+j} A\right] \Phi_{j}\left(H_{j} \xi\right)  \tag{26}\\
& +\sum_{j=0}^{n} \varrho_{n-j} \Phi_{j}\left(H_{j} \xi\right), \quad n=0,1,2, \cdots, q, \quad g(\vartheta, w)=\sum_{j=0}^{q} z_{0}^{j} \Phi_{j}\left(H_{j} \xi\right)
\end{align*}
$$

where

$$
\xi_{n}= \begin{cases}\Re\left[z_{0}^{-n} A\left(\frac{3 \varepsilon}{|A|} z_{0}^{q} v-w\right)\right], & n<0 \\ \vartheta_{n}, & n=0,1,2, \cdots, q\end{cases}
$$

It is clear that the mapping $(\vartheta, w) \mapsto(G(\vartheta, w), g(\vartheta, w))$ is continuous (in the topology of $\left.\mathbf{R}^{m \times(q+1)} \times \mathbf{C}^{m}\right)$, and we must show that it maps $\Omega$ into itself. First we observe that if $(\vartheta, w) \in \Omega$, then $\sup _{j \leqq q}\left|\xi_{j}\right| \leqq 4 \varepsilon$ and $\left\|H_{j} \xi\right\|_{l^{\infty}(\mathbf{N})} \leqq 4 \varepsilon r^{q-j}$, when $0 \leqq j \leqq q$. Therefore it follows from our choice of $\varepsilon$ and the fact that $\left|z_{0}\right|<r \leqq 1$ that

$$
\begin{aligned}
& \left|\sum_{j=n+1}^{q} \Re\left[z_{0}^{-n+j} A\right] \Phi_{j}\left(H_{j} \xi\right)\right| \leqq 4 \varepsilon \frac{r-\left|z_{0}\right|}{8|A|}|A| \sum_{j=n+1}^{q}\left|z_{0}\right|^{-n+j} r^{q-j} \leqq \frac{\varepsilon}{2} r^{q-n}, \\
& \left|\sum_{j=0}^{n} \varrho_{n-j} \Phi_{j}\left(H_{j} \xi\right)\right| \leqq \frac{1}{8 \sum_{j=0}^{\infty} r^{j}\left|\varrho_{j}\right|} \sum_{j=0}^{n}\left|\varrho_{n-j}\right| 4 \varepsilon r^{q-j} \leqq \frac{\varepsilon}{2} r^{q-n}, \\
& \left|\sum_{j=0}^{q} z_{0}^{j} \Phi_{j}\left(H_{j} \xi\right)\right| \leqq \frac{4 \varepsilon\left(r-\left|z_{0}\right|\right)}{8|A|} \sum_{j=0}^{q}\left|z_{0}\right|^{j} r^{q-j} \leqq \frac{r^{q} \varepsilon}{|A|} .
\end{aligned}
$$

Furthermore,

$$
\left|\frac{3 \varepsilon}{|A|} \Re\left[z_{0}^{q-n} A v\right]\right| \leqq 3 \varepsilon r^{q-n}
$$

and so we see that the range of the mapping in question is contained in $\Omega$.

Since $\Omega$ is convex, we can apply Schauder's fixed-point theorem and find $\left(\vartheta^{*}, w^{*}\right) \in$ $\Omega$ such that $G\left(\vartheta^{*}, w^{*}\right)=\vartheta^{*}$ and $g\left(\vartheta^{*}, w^{*}\right)=w^{*}$. Define $\xi^{*}$ by

$$
\xi_{n}^{*}= \begin{cases}\mathfrak{N}\left[z_{0}^{-n} A\left(\frac{3 \varepsilon}{|A|} z_{0}^{q} v-w^{*}\right)\right], & n<0, \\ \vartheta_{n}^{*}, & n=0,1,2, \cdots, q\end{cases}
$$

We can now rewrite the definition of $G$ to get

$$
\xi_{n}^{*}=\mathfrak{R}\left[z_{0}^{-n} A\left(\frac{3 \varepsilon}{|A|} z_{0}^{q} v-w^{*}\right)\right]+\sum_{j=0}^{n}\left(\Re\left[z_{0}^{n-j} A\right]+\varrho_{n-j}\right) \Phi_{j}\left(H_{j} \xi^{*}\right) .
$$

But in view of (24) this implies that $\xi^{*}$ satisfies the equation

$$
\begin{aligned}
& \sum_{j=0}^{n} \alpha_{n-j} \xi_{j}=\Phi_{n}\left(H_{n} \xi\right), \quad 0 \leqq n \leqq q \\
& \xi_{i}=\mathfrak{R}\left[z_{0}^{-i} A\left(\frac{3 \varepsilon}{|A|} z_{0}^{q} v-w\right)\right], \quad i<0
\end{aligned}
$$

Finally, note that

$$
\left|\xi_{q}^{*}\right|=\left|G_{q}\left(\vartheta^{*}, w^{*}\right)\right| \geqq \frac{3 \varepsilon}{2}-\frac{\varepsilon}{2}=\varepsilon,
$$

and we get the desired contradiction since ( ${ }^{* *)}$ implies that $\left|\xi_{q}^{*}\right| \leqq C 4 \varepsilon r^{q+1}<\varepsilon$.
If our assumption on the zero $z_{0}$ is not satisfied, but $\operatorname{det}\left[\sum_{n=0}^{\infty} z^{n} \alpha_{n}\right]$ has some zero with absolute value less than or equal to 1 , then we proceed as follows: Assume that ( $* *$ ) holds and let $\delta$ and $C$ be the positive numbers given there. Next choose a sequence $\beta \in l^{1}\left(\mathbf{N} ; \mathbf{R}^{m}\right)$ such that

$$
\|\alpha-\beta\|_{I^{1}(\mathbf{N})}<\frac{1}{16 C}
$$

and such that $\operatorname{det}\left[\sum_{n=0}^{\infty} z^{n} \boldsymbol{\beta}_{n}\right]$ has a simple zero in some point $z_{0}$ with $\left|z_{0}\right|<1$ and no other zeros except $\overline{z_{0}}$, with absolute value less than or equal to $\left|z_{0}\right|$. It is not too difficult to see that this can always be done.

As we have seen in the above, we can find a sequence $\psi \in l^{\infty}\left(\mathbf{Z}_{-} ; \mathbf{R}^{m}\right)$ and an integer $q>0$ such that $\sup _{i<0}\left|\psi_{i}\right|$ is arbitrarily small and the solution $\xi^{*}$ of the equation

$$
\begin{aligned}
& \sum_{j=0}^{n} \beta_{n-j} \xi_{j}=\Phi_{n}\left(H_{n} \xi\right), \quad 0 \leqq n \leqq q, \\
& \xi_{i}=\psi_{i}, \quad i<0
\end{aligned}
$$

satisfies $\left|\xi_{j}^{*}\right| \leqq 16 C \sup _{i<0}\left|\psi_{i}\right|, 0 \leqq j \leqq q$, and $\left|\xi_{q}^{*}\right| \geqq 4 C \sup _{i<0}\left|\psi_{i}\right|$. But then $\xi^{*}$ is also a solution of the equation

$$
\begin{aligned}
& \sum_{j=0}^{n} \alpha_{n-j} \xi_{j}=\Phi_{n}\left(H_{n} \xi\right)+\varphi_{n}, \quad 0 \leqq n \leqq q \\
& \xi_{i}=\psi_{i}, \quad i<0
\end{aligned}
$$

where $\varphi_{n}=\sum_{j=0}^{n}\left(\alpha_{n-j}-\beta_{n-j}\right) \xi_{j}^{*}$. But now $\left|\varphi_{j}\right| \leqq 16 C \sup _{i<0}\left|\psi_{i}\right| /(16 C), 0 \leqq j \leqq q$, and since $\left|\xi_{q}\right| \geqq 4 C \sup _{i<0}\left|\psi_{i}^{*}\right|$ we get a contradiction.
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#### Abstract

This paper is concerned with the class of far-field patterns corresponding to the scattering of time-harmonic acoustic plane waves by an inhomogeneous medium of compact support. This class is shown to be complete in $L^{2}(\partial \Omega)$ (where $\partial \Omega$ is the unit sphere) for any positive value of the wave number, with the possible exception of a discrete set of wave numbers called transmission eigenvalues. The existence of a unique weak solution to the interior transmission problem (which plays a basic role in a new method for solving the inverse scattering problem) is also established for any positive value of the wave number provided the wave number is not a transmission eigenvalue.
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1. Introduction. In this paper, as in a previous paper by Colton [1], we are concerned with the class of far-field patterns corresponding to the scattering of timeharmonic acoustic plane waves by an inhomogeneous medium of compact support. In [1] it is shown that this class of far-field patterns is complete in $L^{2}(\partial \Omega)$, where $\partial \Omega$ is the unit sphere provided that the wave number is sufficiently small. The purpose of this paper is to remove this restriction on the wave number and show that the class of far-field patterns is complete in $L^{2}(\partial \Omega)$ for any positive value of the wave number with the possible exception of a discrete set of wave numbers called transmission eigenvalues. (In the case of a spherically symmetric medium it is shown in [3] that these transmission eigenvalues actually exist and can be numerically determined from the far-field data.) We will also consider a recently introduced boundary value problem for the reduced wave equation called the interior transmission problem, which plays a basic role in a new method for solving the inverse scattering problem introduced by Colton and Monk in [3]. In [3] it is shown that there exists a unique weak solution to the interior transmission problem provided the wave number is sufficiently small. Here we will establish the existence of a unique weak solution to the interior transmission problem for any positive value of the wave number provided the wave number is not a transmission eigenvalue.

In passing, we would like to note the recent paper of Kirsch [6], which also studies the relationship between far-field patterns and the interior transmission problem for acoustic waves, as well as the work of Colton and Päivärinta [4], which considers the case of electromagnetic wave propagation in an inhomogeneous medium.
2. Wave propagation in an inhomogeneous medium and far-field patterns. Consider the scattering due to a nonabsorbing inhomogeneous medium of compact support of

[^106]the incident plane wave
\[

$$
\begin{equation*}
u^{i}(\mathbf{x}, t) \equiv \exp [i k \mathbf{x} \cdot \hat{\alpha}-i \omega t] \tag{2.1}
\end{equation*}
$$

\]

where $k>0$ is the wave number, $\omega$ is the frequency, and $\hat{\alpha},|\hat{\alpha}|=1$, is the direction of propagation. Let $c(\mathbf{x}), \mathbf{x} \in R^{3}$, denote the local speed of sound and assume that $c(\mathbf{x})=c_{0}>0$ for $r=|\mathbf{x}|>a$ where $c_{0}$ is a constant. Then, if $k=\omega / c_{0}>0, n(\mathbf{x})=$ $\left(c_{0} / c(\mathbf{x})\right)^{2}$, and we factor out the term $e^{-i \omega t}$, under appropriate assumptions (cf. [8]) the mathematical problem we are faced with is to determine the velocity potential $u(\mathbf{x})$ of the total field such that

$$
\begin{align*}
& \Delta_{3} u+k^{2} n(\mathbf{x}) u=0 \quad \text { in } R^{3},  \tag{2.2}\\
& u(\mathbf{x}) \equiv \exp [i k \mathbf{x} \cdot \hat{\alpha}]+u^{s}(\mathbf{x}),  \tag{2.3}\\
& \lim _{r \rightarrow \infty} r\left(\frac{\partial u^{s}}{\partial r}-i k u^{s}\right)=0 \tag{2.4}
\end{align*}
$$

where $u^{s}(\mathbf{x})$ denotes the scattered field, and the Sommerfeld radiation condition (2.4) is assumed to hold uniformly for $\hat{\mathbf{x}}=\mathbf{x} /|\mathbf{x}|$ on the unit sphere $\partial \Omega$. As in [1] and [3], we will make the assumption that $n(\mathbf{x})$ is positive and continuously differentiable and that

$$
\begin{equation*}
B=\left\{\mathbf{x} \in R^{3}: n(\mathbf{x}) \neq 1\right\} \tag{2.5}
\end{equation*}
$$

is simply connected (with $C^{2}$ boundary $\partial B$ ) and contains the origin. In particular, this implies that for $\mathbf{x} \in B$, either $c(\mathbf{x})>c_{0}$ or $0<c(\mathbf{x})<c_{0}$.

The scattering problem (2.2)-(2.4) is easily seen to be equivalent to the integral equation

$$
\begin{equation*}
u(\mathbf{x})=\exp [i k \mathbf{x} \cdot \hat{\alpha}]-k^{2} \int_{B} \int \Phi(\mathbf{x}, \mathbf{y}) m(\mathbf{y}) u(\mathbf{y}) d \mathbf{y} \tag{2.6}
\end{equation*}
$$

where $u(\mathbf{x})=u(\mathbf{x} ; k, \hat{\alpha})$,

$$
\begin{equation*}
m(\mathbf{x})=1-n(\mathbf{x}) \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi(\mathbf{x}, \mathbf{y})=\frac{\exp [i k|\mathbf{x}-\mathbf{y}|]}{4 \pi|\mathbf{x}-\mathbf{y}|} \tag{2.8}
\end{equation*}
$$

From (2.3) and (2.6) it is seen that $u^{s}(\mathbf{x})$ has the asymptotic behavior

$$
\begin{equation*}
u^{s}(\mathbf{x})=\frac{e^{i k r}}{r} F(\hat{\mathbf{x}} ; k, \hat{\alpha})+O\left(\frac{1}{r^{2}}\right) \tag{2.9}
\end{equation*}
$$

where

$$
\begin{equation*}
F(\hat{\mathbf{x}} ; k, \hat{\alpha})=-\frac{k^{2}}{4 \pi} \int_{B} \int \exp [-i k \hat{\mathbf{x}} \cdot \mathbf{y}] m(\mathbf{y}) u(\mathbf{y}) d \mathbf{y} \tag{2.10}
\end{equation*}
$$

The function $F(\hat{\mathbf{x}} ; k, \hat{\alpha})$ is known as the far-field pattern corresponding to the incident plane wave (2.1). Noting that for $\mathbf{x} \in B, m(\mathbf{x})$ is either always positive or always negative, we assume without loss of generality that $m(\mathbf{x})$ is positive for $\mathbf{x} \in B$ and define the Hilbert space $L_{m}^{2}(B)$ by

$$
\begin{equation*}
L_{m}^{2}(B)=\left\{u: u \text { measurable, } \int_{B} \int m|u|^{2} d \mathbf{x}<\infty\right\} \tag{2.11}
\end{equation*}
$$

with the inner product given by

$$
\begin{equation*}
(f, g)=\int_{B} \int m f \bar{g} d \mathbf{x} . \tag{2.12}
\end{equation*}
$$

(If $m(\mathbf{x})$ is negative for $\mathbf{x} \in B$, then $m(\mathbf{x})$ must be replaced by $-m(\mathbf{x})$ in the definition above.) We now define the compact operator $\mathbf{T}_{k}: L_{m}^{2}(B) \rightarrow L_{m}^{2}(B)$ by

$$
\begin{equation*}
\mathbf{T}_{k} u=\int_{B} \int \Phi(\mathbf{x}, \mathbf{y}) m(\mathbf{y}) u(\mathbf{y}) d \mathbf{y} \tag{2.13}
\end{equation*}
$$

and write (2.6) in the short form

$$
\begin{equation*}
u=\exp [i k \mathbf{x} \cdot \hat{\alpha}]-k^{2} \mathbf{T}_{k} u \tag{2.14}
\end{equation*}
$$

The existence of a unique solution to (2.6) (or 12.14) is established in [8] and [3].
Let $\left\{\hat{\alpha}_{n}\right\}_{1}^{\infty}$ be a countable dense set of vectors on the unit sphere $\partial \Omega$ and for each fixed $k>0$ define the class $\mathbf{F}$ of far-field patterns by

$$
\begin{equation*}
\mathbf{F}=\left\{F\left(\hat{\mathbf{x}} ; k, \hat{\alpha}_{n}\right): n=1,2,3, \cdots\right\} \tag{2.15}
\end{equation*}
$$

Our aim is to show that, except possibly for a discrete set of values of $k>0$, the set $\mathbf{F}$ is complete in $L^{2}(\partial \Omega)$. To do this we will need four lemmas. The first of these is the following reciprocity principle.

Lemma 1. Let $F(\hat{\mathbf{x}} ; k, \hat{\alpha})$ be the far-field pattern corresponding to the incident plane wave (2.1). Then

$$
F(\hat{\mathbf{x}} ; k, \hat{\alpha})=F(-\hat{\alpha} ; k,-\hat{\mathbf{x}}) .
$$

Proof. Using the representation theorem for the scattered field $u^{s}$ [2] and the asymptotic behavior of the fundamental solution $\Phi(\mathbf{x}, \mathbf{y})$, we have

$$
\begin{align*}
& F(\hat{\mathbf{x}} ; k, \hat{\alpha})=\frac{1}{4 \pi} \int_{\partial B}\left\{u^{s}(\mathbf{y}, k, \hat{\alpha}) \frac{\partial}{\partial \nu_{y}} \exp [-i k \hat{\mathbf{x}} \cdot \mathbf{y}]\right. \\
&\left.\quad-\exp [-i k \hat{\mathbf{x}} \cdot \mathbf{y}] \frac{\partial}{\partial \nu} u^{s}(\mathbf{y} ; k, \hat{\alpha})\right\} d s(\mathbf{y}) \\
&= \frac{1}{4 \pi} \int_{\partial B}\left\{u^{s}(\mathbf{y} ; k, \hat{\alpha}) \frac{\partial}{\partial \nu}\left(u(\mathbf{y} ; k,-\hat{\mathbf{x}})-u^{s}(\mathbf{y} ; k,-\hat{\mathbf{x}})\right)\right. \\
&\left.\quad-\left(u(\mathbf{y} ; k,-\hat{\mathbf{x}})-u^{s}(\mathbf{y} ; k,-\hat{\mathbf{x}})\right) \frac{\partial}{\partial \nu} u^{s}(\mathbf{y} ; k, \hat{\alpha})\right\} d s(\mathbf{y}) \\
&= \frac{1}{4 \pi} \int_{\partial B}\left\{(u(\mathbf{y} ; k, \hat{\alpha})-\exp [i k \mathbf{y} \cdot \hat{\alpha}]) \frac{\partial}{\partial \nu} u(\mathbf{y} ; k,-\hat{\mathbf{x}})\right.  \tag{2.16}\\
&\left.\quad-u(\mathbf{y} ; k,-\hat{\mathbf{x}}) \frac{\partial}{\partial \nu}(u(\mathbf{y} ; k, \hat{\alpha})-\exp [i k \mathbf{y} \cdot \hat{\alpha}])\right\} d s(\mathbf{y}) \\
&= \frac{-1}{4 \pi} \int_{\partial B}\left\{\exp [i k \mathbf{y} \cdot \hat{\alpha}] \frac{\partial}{\partial \nu} u(\mathbf{y} ; k,-\hat{\mathbf{x}})\right. \\
&=\left.\quad-u(\mathbf{y} ; k,-\hat{\mathbf{x}}) \frac{\partial}{\partial \nu} \exp [i k \mathbf{y} \cdot \hat{\alpha}]\right\} d s(\mathbf{y})
\end{align*}
$$

where $\nu$ is the unit outward normal to $\partial B$ and we use the identities

$$
\begin{align*}
& \int_{\partial B}\left\{u^{s}(\mathbf{y} ; k, \hat{\alpha}) \frac{\partial}{\partial \nu} u^{s}(\mathbf{y} ; k,-\hat{\mathbf{x}})-u^{s}(\mathbf{y} ; k,-\hat{\mathbf{x}}) \frac{\partial}{\partial \nu} u^{s}(\mathbf{y} ; k, \hat{\alpha})\right\} d s(\mathbf{y})=0,  \tag{2.17}\\
& \int_{\partial B}\left\{u(\mathbf{y} ; k, \hat{\alpha}) \frac{\partial}{\partial \nu} u(\mathbf{y} ; k,-\hat{\mathbf{x}})-u(\mathbf{y} ; k,-\hat{\mathbf{x}}) \frac{\partial}{\partial \nu} u(\mathbf{y} ; k, \hat{\alpha})\right\} d s(\mathbf{y})=0,
\end{align*}
$$

which follow from Green's theorem.
Lemma 2. The orthogonal complement of $\mathbf{F}$ in $L^{2}(\partial \Omega)$ consists of those functions $g \in L^{2}(\partial \Omega)$ for which there exists $w \in C^{2}(B) \cap C^{1}(\bar{B})$ and $v$ defined by

$$
\begin{equation*}
v(\mathbf{x})=\int_{\partial \Omega} g(\hat{\mathbf{y}}) \exp [i k \mathbf{x} \cdot \hat{\mathbf{y}}] d s(\hat{\mathbf{y}}) \tag{2.18}
\end{equation*}
$$

such that $\{v, w\}$ is a solution to

$$
\begin{array}{ll}
\Delta_{3} w+k^{2} n(\mathbf{x}) w=0 & \text { in } B, \\
\Delta_{3} v+k^{2} v=0 & \text { in } B, \\
w=v & \text { on } \partial B,  \tag{2.19}\\
\frac{\partial w}{\partial \nu}=\frac{\partial v}{\partial \nu} & \text { on } \partial B .
\end{array}
$$

Remark. Functions $v$ of the form (2.18) are called Herglotz wave functions with Herglotz kernel g (cf. [5]). The boundary value problem (2.19) is the (homogeneous) interior transmission problem first studied in [3].

Proof. Let $\mathbf{F}^{\perp}$ denote the orthogonal complement to $\mathbf{F}$. We will show that if $g \in \mathbf{F}^{\perp}$ then $g$ satisfies the assumptions stated in the lemma. The fact that, if $g$ satisfies the assumptions of the lemma, then $g \in \mathbf{F}^{\perp}$, follows from a simple application of Green's formula.

Suppose $g \in \mathbf{F}^{\perp}$, i.e.,

$$
\begin{equation*}
\int_{\partial \Omega} F\left(\hat{\mathbf{x}} ; k, \hat{\alpha}_{n}\right) \overline{g(\hat{\mathbf{x}})} d s(\hat{\mathbf{x}})=0 \tag{2.20}
\end{equation*}
$$

for $n=1,2, \cdots$. From Lemma 1 and the continuity of $F$ as a function of $\hat{\alpha}$ we have that

$$
\begin{equation*}
\int_{\partial \Omega} F(-\hat{\alpha} ; k,-\hat{\mathbf{x}}) \overline{g(\hat{\mathbf{x}})} d s(\hat{\mathbf{x}})=0 \tag{2.21}
\end{equation*}
$$

for all $\hat{\alpha} \in \partial \Omega$, i.e.,

$$
\begin{equation*}
\int_{\partial \Omega} F(\hat{\mathbf{x}} ; k, \hat{\alpha}) \overline{g(-\hat{\alpha})} d s(\hat{\alpha})=0 \tag{2.22}
\end{equation*}
$$

for all $\hat{\mathbf{x}} \in \partial \Omega$. By superposition we note that the left-hand side of (2.22) is the far-field pattern of the scattered field $w^{s}$ corresponding to the incident field

$$
\begin{align*}
w^{i}(\mathbf{x}) & =\int_{\partial \Omega} \overline{g(-\hat{\alpha})} \exp [i k \mathbf{x} \cdot \hat{\alpha}] d s(\hat{\alpha}) \\
& =\int_{\partial \Omega} g(\hat{\alpha}) \exp [i k \mathbf{x} \cdot \hat{\alpha}] d s(\hat{\alpha}) . \tag{2.23}
\end{align*}
$$

But from (2.22) we have that the far-field pattern of $w^{s}$ vanishes and hence $w^{s}$ vanishes in $R^{3} \backslash B$, i.e., if $w=w^{s}+w^{i}$, then $w=w^{i}$ on $\partial B$ and $\partial w / \partial \nu=\partial w^{i} / \partial \nu$ on $\partial B$. Taking the conjugate of $w$ now implies the lemma.

To show that $\mathbf{F}$ is complete in $L^{2}(\partial \Omega)$ except for possibly a discrete set of $k$ values, it now suffices by Lemma 2 and the theory of Herglotz wave functions [5] to show that the eigenvalues of (2.19) form a discrete set, i.e., except for possibly a discrete set of $k$ values the only solution of (2.19) is $\{v, w\}$ identically zero. To this end we define the discrete set $I$ by

$$
I=\left\{k: k^{2} \text { is a Dirichlet eigenvalue of }-\Delta_{3} \text { in } B\right\}
$$

and define the vector space $W$ by

$$
W=\left\{u \in C^{2}(B) \cap C^{1}(\bar{B}): u=\frac{\partial u}{\partial \nu}=0 \text { on } \partial B, \int_{B} \int \frac{1}{m}\left(|u|^{2}+\left|\Delta_{3} u\right|^{2}\right) d \mathbf{x}<\infty\right\} .
$$

We make $W$ a Hilbert space $\bar{W}$ by defining on $W$ the inner product

$$
\begin{equation*}
\langle u, v\rangle=\int_{B} \int \frac{1}{m}\left(u \bar{v}+\Delta_{3} u \Delta_{3} \bar{v}\right) d \mathbf{x}, \quad u, v \in W \tag{2.24}
\end{equation*}
$$

and completing $W$ with respect to the norm $|u|=\sqrt{\langle u, u\rangle}$.
We first want to define an isomorphism $\mathbf{S}(k)$ on $\bar{W}$ that depends analytically on $k$ for $k$ in a complex neighborhood of $k_{0} \in R^{+}$. To do this, we let $G(\mathbf{x}, \mathbf{y})$ be the Dirichlet Green's function for $\Delta_{3}+k^{2}$ in $B, k \in R^{+} \backslash I$, and make the assumption that there exists a positive constant $\gamma=\gamma(k)$ such that for all $\mathbf{y}, \mathbf{z} \in \bar{B}$ we have

$$
\begin{equation*}
\left|\int_{B} \int \frac{\sqrt{m(\mathbf{y}) m(\mathbf{z})}}{m(\mathbf{x})} G(\mathbf{x}, \mathbf{y}) G(\mathbf{x}, \mathbf{z}) d \mathbf{x}\right| \leqq \gamma(\mathbf{k}) \tag{2.25}
\end{equation*}
$$

where the integral in (2.25) is uniformly convergent. Roughly speaking, condition (2.25) says that, if $m(\mathbf{x})$ is continuously differentiable, then for $\mathbf{y} \in \partial B, m(\mathbf{x})=$ $O\left(|\mathbf{x}-\mathbf{y}|^{\alpha}\right), 1 \leqq \alpha<3$, as $\mathbf{x} \rightarrow \mathbf{y}$. We can now prove the following two lemmas.

Lemma 3. Assume that (2.25) is valid. Then for all $k_{0} \in R^{+}$there exists a positive constant $c=c\left(k_{0}\right)$ such that

$$
|u|^{2} \leqq c\left(k_{0}\right) \int_{B} \int \frac{1}{m}\left|\Delta_{3} u+k_{0}^{2} u\right|^{2} d \mathbf{x}
$$

for $u \in \bar{W}$.
Proof. We first choose $k_{0} \in R^{+} \backslash I$. Then for $u \in \bar{W}$ we have the representation

$$
\begin{equation*}
u(\mathbf{x})=-\int_{B} \int\left(\Delta_{3}+k_{0}^{2}\right) u(\mathbf{y}) G(\mathbf{x}, \mathbf{y}) d \mathbf{y}, \quad \mathbf{x} \in B \tag{2.26}
\end{equation*}
$$

and hence we have

$$
\begin{align*}
& \int_{B} \int \frac{1}{m}|u|^{2} d \mathbf{x}= \int_{B}  \tag{2.27}\\
& \iint_{B} \int\left(\Delta_{3}+k_{0}^{3}\right) u(\mathbf{y})\left(\Delta_{3}+k_{0}^{2}\right) \overline{u(\mathbf{z})} \\
& \cdot \int_{B} \int \frac{1}{m(\mathbf{x})} G(\mathbf{x}, \mathbf{y}) G(\mathbf{x}, \mathbf{y}) G(\mathbf{x}, \mathbf{z}) d \mathbf{x} d \mathbf{y} d \mathbf{z}
\end{align*}
$$

We now see that

$$
\begin{align*}
\int_{B} \int \frac{1}{m}|u|^{2} d \mathbf{x} & \leqq \gamma\left(k_{0}\right)\left|\int_{B} \int \frac{1}{\sqrt{m}}\left(\Delta_{3}+k_{0}^{2}\right) u d \mathbf{x}\right|^{2} \\
& \leqq \gamma\left(k_{0}\right) \operatorname{vol} B \int_{B} \int \frac{1}{m}\left|\left(\Delta_{3}+k_{0}^{2}\right) u\right|^{2} d \mathbf{x} \tag{2.28}
\end{align*}
$$

In addition,

$$
\begin{equation*}
\int_{B} \int \frac{1}{m}\left|\Delta_{3} u\right|^{2} d \mathbf{x} \leqq 2 \int_{B} \int \frac{1}{m}\left|\Delta_{3} u+k_{0}^{2} u\right|^{2} d \mathbf{x}+2 k_{0}^{2} \int_{B} \int \frac{1}{m}|u|^{2} d \mathbf{x} \tag{2.29}
\end{equation*}
$$

and (2.28), (2.29) imply the lemma is true for $k_{0} \in R^{+} \backslash I$.
Now assume $k_{0} \in I$ and let $k_{1} \in R^{+} \backslash I$. From the analysis above, we see that $\Delta_{3}+k_{1}^{2}: \bar{W} \rightarrow L_{1 / m}^{2}(B)$ is injective and has closed range, i.e., $\Delta_{3}+k_{1}^{2}$ is a semi-Fredholm operator. But $\Delta_{3}+k_{0}^{2}=\Delta_{3}+k_{1}^{2}+\left(k_{0}^{2}-k_{1}^{2}\right)$ is also semi-Fredholm since from (2.25) and Rellich's lemma I: $\bar{W} \rightarrow L_{1 / m}^{2}(B)$ is easily seen to be compact (a bit more effort shows that this can also be established without assuming that (2.25) is uniformly convergent). Since $\Delta_{3}+k_{0}^{2}$ is injective (represent $u$ as in (2.26) with $G(\mathbf{x}, \mathbf{y})$ replaced by $\Phi(\mathbf{x}, \mathbf{y})$ and note that the norm in $L_{1 / m}^{2}(B)$ dominates the norm in $L^{2}(B)$ ) we can now conclude that the lemma is true for $k=k_{0}$ since the range of a semi-Fredholm operator is closed.

The lemma is now proved.
Now fix $k_{0} \in R^{+}$and define for $u, v \in \bar{W}$ the inner product

$$
\begin{equation*}
\langle u, v\rangle_{k_{0}}=\int_{B} \int \frac{1}{m}\left(\Delta_{3} u+k_{0}^{2} u\right)\left(\Delta_{3} \bar{v}+k_{0}^{2} \bar{v}\right) d \mathbf{x} \tag{2.30}
\end{equation*}
$$

with norm $|u|_{k_{0}}=\sqrt{\langle u, v\rangle_{k_{0}}}$. By Lemma 3 the norm $|\cdot|_{k_{0}}$ is equivalent to $|\cdot|$ for any $k_{0} \in R^{+}$.
Lemma 4. For arbitrary complex $k$ define the sesquilinear form $\mathbf{B}$ on $\bar{W}$ by

$$
\mathbf{B}(u, v ; k)=\int_{B} \int \frac{1}{m}\left(\Delta_{3}+k^{2}\right) u\left(\Delta_{3}+k^{2}\right) \bar{v} d \mathbf{x}
$$

where it is assumed that (2.25) is valid. Then for every $k_{0} \in R^{+}$there exists $\varepsilon>0$ such that if $\left|k-k_{0}\right|<\varepsilon$ then

$$
\left|\mathbf{B}(u, v ; k)-\mathbf{B}\left(u, v ; k_{0}\right)\right| \leqq C|u|_{k_{0}}|v|_{k_{0}}
$$

where $C$ is a constant satisfying $0<C<1$.
Proof. B is well defined by Lemma 3. We have

$$
\begin{gather*}
\mathbf{B}(u, v ; k)-\mathbf{B}\left(u, v ; k_{0}\right)=\left(k^{2}-k_{0}^{2}\right) \int_{B} \int_{B} \frac{1}{m}\left(u \Delta_{3} \bar{v}+\bar{v} \Delta_{3} u\right) d \mathbf{x} \\
+\left(k^{4}-k_{0}^{4}\right) \int_{B} \int \frac{1}{m} u \bar{v} d \mathbf{x} \tag{2.31}
\end{gather*}
$$

and hence by Schwarz's inequality

$$
\begin{align*}
& \left|\mathbf{B}(u, v ; k)-\mathbf{B}\left(u, v ; k_{0}\right)\right| \leqq\left|k^{2}-k_{0}^{2}\right|\left(\int_{B} \int \frac{1}{m}|u|^{2} d \mathbf{x}\right)^{1 / 2}\left(\int_{B} \int \frac{1}{m}\left|\Delta_{3} v\right|^{2} d \mathbf{x}\right)^{1 / 2} \\
&  \tag{2.32}\\
& +\left|k^{2}-k_{0}^{2}\right|\left(\int_{B} \int \frac{1}{m}|v|^{2} d \mathbf{x}\right)^{1 / 2}\left(\int_{B} \int \frac{1}{m}\left|\Delta_{3} u\right|^{2} d \mathbf{x}\right)^{1 / 2} \\
& +\left|k^{4}-k_{0}^{4}\right|\left(\int_{B} \int \frac{1}{m}|u|^{2} d \mathbf{x}\right)^{1 / 2}\left(\int_{B} \int \frac{1}{m}|v|^{2} d \mathbf{x}\right)^{1 / 2}
\end{align*}
$$

From Lemma 3 we now have that

$$
\begin{equation*}
\left|\mathbf{B}(u, v ; k)-\mathbf{B}\left(u, v ; k_{0}\right)\right| \leqq\left(2\left|k^{2}-k_{0}^{2}\right|+\left|k^{4}-k_{0}^{4}\right|\right) c\left(k_{0}\right)|u|_{k_{0}}|v|_{k_{0}} . \tag{2.33}
\end{equation*}
$$

Hence if $\left|k-k_{0}\right|$ is sufficiently small, then $\left(2\left|k^{2}-k_{0}^{2}\right|+\left|k^{4}-k_{0}^{4}\right|\right) c\left(k_{0}\right)$ is less than 1 and the lemma follows.

Since $\mathbf{B}\left(u, v ; k_{0}\right)=\langle u, v\rangle_{k_{0}}$, we see from Lemma 4 that for each $v \in \bar{W}, \mathbf{B}(u, v ; k)$ is a bounded linear functional on $\bar{W}$. Hence, by the Riez representation theorem, there exists $v_{k} \in \bar{W}$ such that

$$
\begin{equation*}
\mathbf{B}(u, v ; k)=\left\langle u, v_{k}\right\rangle_{k_{0}} . \tag{2.34}
\end{equation*}
$$

Since $v \mapsto v_{k}$ is linear, there exists a linear operator $\mathbf{T}=\mathbf{T}(k)$ such that

$$
\begin{equation*}
\mathbf{B}(u, v ; k)=\langle u, \mathbf{T}(k) v\rangle_{k_{0}} \tag{2.35}
\end{equation*}
$$

for all $u, v \in \bar{W}$. Since from Lemma 4 we have that

$$
\begin{equation*}
|\mathbf{B}(u, v ; k)| \leqq(1+C)|u|_{k_{0}}, \tag{2.36}
\end{equation*}
$$

we see that $\mathbf{T}(k)$ is a bounded operator. Now let $\mathbf{S}(k)$ be the adjoint of $\mathbf{T}(k)$ in $W$, i.e.,

$$
\begin{equation*}
B(u, v ; k)=\langle\mathbf{S}(k) u, v\rangle_{k_{0}} . \tag{2.37}
\end{equation*}
$$

We claim that $\mathbf{S}(k)$ is an isomorphism on $\bar{W}$ that depends analytically on $k$. The analyticity follows from the theory of operator-valued analytic functions [7] since from (2.37), $\mathbf{S}(k)$ is weakly analytic and hence strongly analytic. $\mathbf{S}(k)$ is injective, since if $\mathbf{S}(k) u=0$, then $\mathbf{B}(u, v ; k)=0$ for every $v \in \bar{W}$, and hence from Lemma 4 we have $\mathbf{B}\left(u, u ; k_{0}\right)=0$, which implies that $u=0$. The range of $\mathbf{S}(k)$ is dense in $W$, since if $\langle\mathbf{S}(k) u, v\rangle_{k_{0}}=0$ for every $\boldsymbol{u} \in \bar{W}$, then by (2.37), $\mathbf{B}(u, v ; k)=0$ for every $u \in \bar{W}$ and from Lemma 4 we can conclude that $v=0$. Hence, to show that $\mathbf{S}(k)$ is an isomorphism, we now only need to show that the range of $\mathbf{S}(k)$ is closed. It suffices to show that there exists $\delta>0$ such that for every $u \in \bar{W}$,

$$
\begin{equation*}
|\mathbf{S}(k) u|_{k_{0}} \geqq \delta|u|_{k_{0}} \tag{2.38}
\end{equation*}
$$

and we need only consider $u$ such that $|u|_{k_{0}}=1$. For such a $u$ we have

$$
\begin{gather*}
|\mathbf{S}(k) u|_{k_{0}}=\sup _{|v| k_{k_{0}}=1}\left|\langle v, \mathbf{S}(k) u\rangle_{k_{0}}\right| \\
=\sup _{|v|_{k_{0}} \leqq 1}|\mathbf{B}(u, v ; k)|  \tag{2.39}\\
\geqq|\mathbf{B}(u, u ; k)|, \\
|\mathbf{B}(u, u ; k)| \geqq \mathbf{B}\left(u, u ; k_{0}\right)-\left|\mathbf{B}(u, u ; k)-\mathbf{B}\left(u, u ; k_{0}\right)\right| \\
\geqq|u|_{k_{0}}^{2}-C|u|_{k_{0}}^{2}  \tag{2.40}\\
=1-C .
\end{gather*}
$$

Inequality (2.38) now follows from (2.39) and (2.40), recalling that $|u|_{k_{0}}=1$.
We are now in a position to prove the main result of this section.
Theorem 1. Assume that (2.25) is valid. Then, except possibly for a discrete set of values of $k>0$, the set $\mathbf{F}$ is complete in $L^{2}(\partial \Omega)$.

Proof. We began by defining a projection operator $\mathbf{P}_{k}$ in $L_{m}^{2}(B)$ depending on $k \in R^{+}$. Let $f \in L_{m}^{2}(B)$ and for fixed $k_{0} \in R^{+}$define the linear functional $l_{f}$ by

$$
\begin{equation*}
l_{f}(\phi)=\int_{B} \int \bar{f}\left(\Delta_{3}+k^{2}\right) \mathbf{S}^{-1}(k) \phi d \mathbf{x} \tag{2.41}
\end{equation*}
$$

where $\phi \in \bar{W}$ and $k$ is such that $\left|k-k_{0}\right|<\varepsilon$, where $\varepsilon$ is defined as in Lemma 4. Then $l_{f}$ is bounded on $\bar{W}$ by Lemma 3 and the fact that $\mathbf{S}^{-1}(k)$ is bounded. By the Riesz representation theorem, there exists $p_{f} \in \bar{W}$ such that for all $\phi \in \bar{W}$

$$
\begin{equation*}
l_{f}(\phi)=\left\langle\phi, p_{f}\right\rangle_{k_{0}} \tag{2.42}
\end{equation*}
$$

where $p_{f}$ depends on $k$ and the mapping $f \mapsto p_{f}$ is bounded from $L_{m}^{2}(B)$ into $\bar{W}$. Then

$$
\begin{equation*}
\left\langle p_{f}, \phi\right\rangle_{k_{0}}=\int_{B} \int f\left(\Delta_{3}+k^{2}\right) \overline{\mathbf{S}^{-1}(k) \phi} d \mathbf{x} \tag{2.43}
\end{equation*}
$$

and $\mathbf{S}^{-1}(k)$ is analytic since the isomorphism $\mathbf{S}(k)$ is also. Hence we have that $\overline{\mathbf{S}^{-1}(k) \phi}$ can be analytically continued off the real axis and from (2.43) the mapping $f \mapsto p_{f}$ is weakly analytic. Hence, the mapping is strongly analytic, i.e., $p_{f}=p_{f}(k)$ is an analytic function of $k$ in a neighborhood of every point in $R^{+}$. We now define the analytic operator $\mathbf{P}_{k}: L_{m}^{2}(B) \rightarrow L_{m}^{2}(B)$ by

$$
\begin{equation*}
\mathbf{P}_{k} f=\frac{1}{m}\left(\Delta_{3}+k^{2}\right) p_{f} \tag{2.44}
\end{equation*}
$$

Note that $\mathbf{P}_{k} f \in L_{m}^{2}(B)$ since

$$
\begin{align*}
\int_{B} \int m\left|\mathbf{P}_{k} f\right|^{2} d \mathbf{x} & =\int_{B} \int \frac{1}{m}\left|\Delta_{3} p_{f}+k^{2} p_{f}\right|^{2} d \mathbf{x} \\
& =\left|p_{f}\right|_{k}^{2}  \tag{2.45}\\
& \leqq c\|f\|_{L_{m}^{2}(\boldsymbol{B})}
\end{align*}
$$

for some constant $c$.
We now want to show that $\mathbf{P}_{k}$ is a projection operator for $k \in R^{+}$. To this end, let $H$ be the vector space

$$
H=\operatorname{span}\left\{j_{l}(k \mid \mathbf{x}) \mid Y_{l}^{m}(\hat{\mathbf{x}}): l=0,1,2, \cdots,-l \leqq m \leqq l\right\}
$$

where $j_{l}(k|\mathbf{x}|)$ is a spherical Bessel function and $Y_{l}^{m}(\hat{\mathbf{x}})$ is a spherical harmonic, and let $\bar{H}$ denote the closure of $H$ in $L_{m}^{2}(B)$ and $H^{\perp}$ the orthogonal complement of $H$ in $L_{m}^{2}(B)$. Then for $f \in H$ we have

$$
\begin{equation*}
\int_{B} \int \bar{f}\left(\Delta_{3} \phi+k^{2} \phi\right) d \mathbf{x}=\int_{B} \int \phi\left(\Delta_{3} \bar{f}+k^{2} \bar{f}\right) d \mathbf{x}=0 \tag{2.46}
\end{equation*}
$$

for all $\phi \in \bar{W}$, and by a limiting process, (2.46) is also valid for $f \in \bar{H}$. Hence, since $\mathbf{S}$ is an isomorphism, $p_{f}=0$ for $f \in \bar{H}$. For $f \in H^{\perp}$ we have

$$
\begin{align*}
m(x) f(x) & =-\left(\Delta_{3}+k^{2}\right) \int_{B} \int m(\mathbf{y}) f(\mathbf{y}) \Phi(\mathbf{x}, \mathbf{y}) d \mathbf{y}  \tag{2.47}\\
& =-\left(\Delta_{3}+k^{2}\right) \mathbf{T}_{k} f
\end{align*}
$$

and, by the addition formula for Bessel functions and the unique continuation property of solutions to the Helmholtz equation, $\mathbf{T}_{k} f$ is in $\bar{W}$. Hence from the definition of $p_{f}$ we have

$$
\begin{align*}
l_{f}(\mathbf{S}(k) \phi) & =\left\langle\mathbf{S}(k) \phi, p_{f}\right\rangle_{k_{0}}  \tag{2.48}\\
& =\mathbf{B}\left(\phi, p_{f} ; k\right),
\end{align*}
$$

i.e., from (2.41) and (2.47),

$$
\begin{align*}
& \int_{B} \int \frac{1}{m}\left(\Delta_{3} \overline{p_{f}}+k^{2} \overline{p_{f}}\right)\left(\Delta_{3} \phi+k^{2} \phi\right) d \mathbf{x}  \tag{2.49}\\
& \quad=-\int_{B} \int \frac{1}{m}\left(\Delta_{3} \overline{\mathbf{T}_{k} f}+k^{2} \overline{\mathbf{T}_{k} f}\right)\left(\Delta_{3} \phi+k^{2} \phi\right) d \mathbf{x}
\end{align*}
$$

for all $\phi \in \bar{W}$ and $k \in R^{+}$. Hence

$$
\begin{equation*}
p_{f}+\mathbf{T}_{k} f=0 \tag{2.50}
\end{equation*}
$$

for $f \in H^{\perp}$. Hence $\mathbf{P}_{k} f=f$ for $f \in H^{\perp}$, i.e., for $k \in R^{+}, \mathbf{P}_{k}$ is a projection operator (depending analytically on the parameter $k$ ).

We have shown above that $\mathbf{P}_{k} h=0$ for $h \in \bar{H}$. In particular, if $\{v, w\}$ is a solution of (2.19) then $\mathbf{P}_{k} v=0$. Furthermore, we see that $\left(1 / k^{2}\right)(w-v) \in \bar{W}$ and for $k \in R^{+}$

$$
\begin{align*}
l_{w}(\mathbf{S}(k) \phi) & =\int_{B} \int \bar{w}\left(\Delta_{3} \phi+k^{2} \phi\right) d \mathbf{x} \\
& =\int_{B} \int \frac{1}{m}\left(\Delta_{3}+k^{2}\right)\left(\frac{\bar{w}-\bar{v}}{k^{2}}\right)\left(\Delta_{3}+k^{2}\right) \phi d \mathbf{x}  \tag{2.51}\\
& =\frac{1}{k^{2}}\langle\mathbf{S}(k) \phi, w-v\rangle_{k_{0}},
\end{align*}
$$

i.e., $p_{w}=\left(1 / k^{2}\right)(w-v)$ and $\mathbf{P}_{k} w=(1 / m)\left(\Delta_{3}+k^{2}\right)\left((w-v) / k^{2}\right)=w$. If we now use Green's formula to rewrite (2.19) in the form

$$
\begin{align*}
w(\mathbf{x})-v(\mathbf{x}) & =-\int_{B} \int \Phi(\mathbf{x}, \mathbf{y})\left(\Delta_{3}+k^{2}\right)(w(\mathbf{y})-v(\mathbf{y})) d \mathbf{y}  \tag{2.52}\\
& =-k^{2}\left(\mathbf{T}_{k} w\right)(\mathbf{x})
\end{align*}
$$

and apply the operator $\mathbf{P}_{k}$ to both sides of (2.52), we arrive at the operator equation

$$
\begin{equation*}
w+k^{2} \mathbf{P}_{k} \mathbf{T}_{k} w=0 \tag{2.53}
\end{equation*}
$$

Since $\mathbf{P}_{k}$ is bounded, $\mathbf{P}_{k} \mathbf{T}_{k}$ is compact, and since $\mathbf{P}_{k} \mathbf{T}_{k}$ is an analytic function of $k$, we can conclude from the theory of analytic Fredholm operators that $\left(\mathbf{I}+k^{2} \mathbf{P}_{k} \mathbf{T}_{k}\right)^{-1}$ is a meromorphic function of $k$ (cf. [7]). Hence, from (2.53) $w=0$, except possibly for a discrete set of values of $k$. From (2.19) this implies $v=0$ and the theorem follows.

The discrete set of values of $k>0$ such that the set $\mathbf{F}$ is possibly not complete consists of those numbers $k>0$ such that $\mathbf{I}+k^{2} \mathbf{P}_{k} \mathbf{T}_{k}$ is not invertible. But $\mathbf{I}+k^{2} \mathbf{P}_{k} \mathbf{T}_{k}$ not being invertible is equivalent to $\mathbf{I}+k^{2} \mathbf{P}_{k} \mathbf{T}_{k} \mathbf{P}_{k}$ not being invertible, i.e., by the Fredholm alternative and the self-adjointness of $\mathbf{P}_{k}, \mathbf{I}+k^{2} \mathbf{P}_{k} \mathbf{T}_{k}^{*} \mathbf{P}_{k}$ is not invertible. This is equivalent to saying that $\mathbf{I}+k^{2} \mathbf{P}_{k} \mathbf{T}_{k}^{*}$ is not invertible. Note that in $L_{m}^{2}(B)$ we have that

$$
\begin{equation*}
\mathbf{T}_{k}^{*} v=\int_{B} \int \bar{\Phi}(\mathbf{x}, \mathbf{y}) m(\mathbf{y}) v(\mathbf{y}) d \mathbf{y} \tag{2.54}
\end{equation*}
$$

where $\bar{\Phi}(\mathbf{x}, \mathbf{y})$ denotes the compex conjugate of $\Phi(\mathbf{x}, y)$.
Definition 1. Values of $k>0$ such that $\mathbf{I}+k^{2} \mathbf{P}_{k} \mathbf{T}_{k}^{*}$ is not invertible are called transmission eigenvalues.

As noted in the Introduction, transmission eigenvalues in general exist (cf. [3] for the special case of a spherically stratified medium). The above discussion shows that the transmission eigenvalues form a discrete set if (2.25) is valid.
3. Transmission eigenvalues and the interior transmission problem. In this section of our paper we will show how the transmission eigenvalues are related to the existence of nontrivial solutions to what we will call the homogeneous interior transmission problem. If $k$ is not a transmission eigenvalue we will show that there exists a unique
solution to the interior transmission problem first discussed in [3]. The interior transmission problem we are about to consider arises in a natural way in connection with the inverse sfattering problem of determining the index of refraction $n(\mathbf{x})$ from the far-field pattern $F(\hat{\mathbf{x}} ; k, \hat{\alpha})$ for fixed $k, \hat{\alpha} \in \partial \Omega, \hat{\mathbf{x}} \in \partial \Omega$. This was first discussed in [3] and here we will merely outline the basic ideas. The "direct approach" for solving the inverse scattering problem is to determine $n(\mathbf{x})$ from (2.10) (recalling that $m(\mathbf{x})=1-$ $n(\mathbf{x})$ ) and the scattering problem (2.2)-(2.4). The "dual approach" introduced by Colton and Monk in [3] is to first determine $g \in L^{2}(\partial \Omega)$ such that

$$
\begin{equation*}
\int_{\partial \Omega} F(\hat{\mathbf{x}} ; k, \hat{\alpha}) g(\hat{\mathbf{x}}) d s(\hat{\mathbf{x}})=1 \tag{3.1}
\end{equation*}
$$

for fixed $k$ and $\hat{\alpha} \in \partial \Omega$. Then, if we define the Herglotz wave function $v$ by (2.18) it can be shown as in Lemma 2 (see also [6]) that (3.1) is satisfied if and only if $\{v, w\}$ satisfies the interior transmission problem

$$
\begin{array}{ll}
\Delta_{3} w+k^{2} n(\mathbf{x}) w=0 & \text { in } \Omega_{b}, \\
\Delta_{3} v+k^{2} v=0 & \text { in } \Omega_{b}, \\
w(\mathbf{x})-v(\mathbf{x})=\frac{e^{-i k r}}{r} & \text { on } \partial \Omega_{b} \\
\frac{\partial w}{\partial r}(\mathbf{x})-\frac{\partial v}{\partial r}(\mathbf{x})=\frac{\partial}{\partial r} \frac{e^{-i k r}}{r} & \text { on } \partial \Omega_{b} \tag{3.5}
\end{array}
$$

where $\Omega_{b}=\{\mathbf{x}:|\mathbf{x}|<b\}, b>a$ (note that by unique continuation $v(\mathbf{x})=w(\mathbf{x})$ for $\mathbf{x} \in$ $\left.\Omega_{b} \backslash B\right)$. The "dual approach" for solving the inverse scattering problem is to now determine $n(\mathbf{x})$ from (3.1) and the interior transmission problem (3.2)-(3.5) [3]. From the point of view of applications, it suffices to consider only weak solutions of the interior transmission problem, since Theorem 3.3 of [3] shows that every weak solution, if it exists, can be approximated by a classical solution $\left\{v_{0}, w_{0}\right\}$ such that $v_{0}$ is a Herglotz wave function.

Definition 2. The pair $\{v, w\}$ is said to be a weak solution of the interior transmission problem if
(a) $v \in \bar{H}$ (where $H$ is defined in Theorem 1),
(b) $w \in L_{m}^{2}(B)$ satisfies $v=w+k^{2} \mathbf{T}_{k}^{*} w$,
(c) For $\mathbf{x} \in \partial \Omega_{b}, k^{2} \mathbf{T}_{k}^{*} w=-e^{-i k r} / r$.

As remarked after Lemma 2, the homogeneous interior transmission problem is to find a solution $\{v, w\}$ of (3.2), (3.3) such that

$$
\begin{array}{cc}
w(\mathbf{x})-v(\mathbf{x})=0 & \text { on } \partial \Omega_{b} \\
\frac{\partial w}{\partial r}(\mathbf{x})-\frac{\partial v}{\partial r}(\mathbf{x})=0 & \text { on } \partial \Omega_{b} .
\end{array}
$$

The corresponding weak formulation is to find a pair $\{v, w\}$ such that (a) and (b) of Definition 2 are satisfied and for $x \in \partial \Omega_{b}$,

$$
\begin{equation*}
k^{2} \mathbf{T}_{k}^{*} w=0 \tag{3.6}
\end{equation*}
$$

From (3.6) and the addition formula for Bessel functions we see that since $k>0$, $w \in H^{\perp}$, and hence if $\{v, w\}$ is a weak solution of the homogeneous interior transmission problem then

$$
\begin{equation*}
0=w+k^{2} \mathbf{P}_{k} \mathbf{T}_{k}^{*} w \tag{3.7}
\end{equation*}
$$

i.e., for a nontrivial weak solution of the homogeneous interior transmission problem to exist for $k>0, k$ must be a transmission eigenvalue. Conversely, if $k$ is a transmission eigenvalue then there exists $w \in L_{m}^{2}(B), w \neq 0$, such that (3.7) is valid. Then $w \in H^{\perp}$ and hence (3.6) is true by the addition formula for Bessel functions. Furthermore, setting $\mathbf{T}_{k}^{*} w=h+\mathbf{P}_{k} \mathbf{T}_{k}^{*} w, h \in \bar{H}$, we see that $v=w+k^{2} \mathbf{T}_{k}^{*} w$, where $v=k^{2} h \in \bar{H}$, i.e., $\{v, w\}$ is a weak nontrivial solution of the homogeneous interior transmission problem.

In [3], the existence of a unique weak solution to the interior transmission problem is proved only for values of $k$ sufficiently small. We can now do much better.

Theorem 2. Suppose $k>0$. Then if $k$ is not a transmission eigenvalue there exists a unique weak solution to the interior transmission problem.

Proof. If two weak solutions of the interior transmission problem exist then their difference satisfies the homogeneous interior transmission problem, and, since $k>0$ is not a transmission eigenvalue, from the discussion preceding this theorem the difference must be identically zero. Hence we have established uniqueness.

To prove existence, we introduce the vector space $H_{0}$ defined by

$$
\begin{equation*}
H_{0}=\operatorname{span}\left\{j_{l}(k|\mathbf{x}|) Y_{l}^{m}(\hat{\mathbf{x}}): l=1,2, \cdots,-l \leqq m \leqq l\right\} \tag{3.8}
\end{equation*}
$$

and let $\mathbf{P}_{k}^{0}: L_{m}^{2}(B) \rightarrow H_{0}^{\perp}$ be the projection operator from $L_{m}^{2}(B)$ onto the orthogonal complement $H_{0}^{\perp}$ of $H_{0}$. Suppose for $k>0$ we can find a constant $c$ and function $w \in L_{m}^{2}(B)$ such that

$$
\begin{gather*}
c \mathbf{P}_{k}^{0} j_{0}=w+k^{2} \mathbf{P}_{k} \mathbf{T}_{k}^{*} w,  \tag{3.9}\\
-k^{2}\left(j_{0}, w\right)=1 \tag{3.10}
\end{gather*}
$$

where $j_{0}(k|\mathbf{x}|)$ is the spherical Bessel function of order zero. (We note that $\mathbf{P}_{k}^{0} j_{0} \neq 0$.) Then $w \in H_{0}^{\perp}$ and setting $j_{0}=h_{0}+\mathbf{P}_{k}^{0} j_{0}, h_{0} \in \bar{H}_{0}, \mathbf{T}_{k}^{*} w=h_{1}+\mathbf{P}_{k} \mathbf{T}_{k}^{*} w, h_{1} \in \bar{H}$, we see that

$$
\begin{equation*}
v=w+k^{2} \mathbf{T}_{k}^{*} w \tag{3.11}
\end{equation*}
$$

where $v=c\left(j_{0}-h_{0}\right)+k^{2} h_{1} \in \bar{H}$. From (3.10) and the fact that $w \in H_{0}^{\perp}$ we see from the addition formula for Bessel functions that part (c) of Definition 2 is satisfied, i.e., $\{v, w\}$ is a weak solution of the interior transmission problem. Hence to show existence it suffices to show the existence of a solution to (3.9), (3.10).

To solve (3.9), (3.10), it suffices to find a solution $w_{0}$ of

$$
\begin{equation*}
\mathbf{P}_{k}^{0} j_{0}=w_{0}+k^{2} \mathbf{P}_{k} \mathbf{T}_{k}^{*} w_{0} \tag{3.12}
\end{equation*}
$$

such that $\left(j_{0}, w_{0}\right) \neq 0$, since setting $\gamma=\left(j_{0}, w_{0}\right), c=-1 / k^{2} \gamma, w=-w_{0} / k^{2} \gamma$ gives a solution of (3.9), (3.10). But since $k$ is not a transmission eigenvalue we know that there exists a unique solution of (3.12). Hence to complete the proof of the theorem it suffices to show that $\left(j_{0}, w_{0}\right) \neq 0$, where $w_{0}$ is the solution of (3.12). Suppose, on the contrary, that $\left(j_{0}, w_{0}\right)=0$. Then, since from (3.12) we have that $w_{0} \in H_{0}^{\perp}$, we can conclude that in fact $w_{0} \in H^{\perp}$. Then, since $\mathbf{P}_{k} \mathbf{P}_{0}^{0} j_{0}=\mathbf{P}_{k} j_{0}=0$, we have from (3.12) that $w_{0}+k^{2} \mathbf{P}_{k} \mathbf{T}_{k}^{*} w_{0}=0$, which implies that $w_{0}=0$ since $k$ is not a transmission eigenvalue. But from (3.12) this is a contradiction since $\mathbf{P}_{k} j_{0} \neq 0$. Hence ( $\left.j_{0}, w_{0}\right) \neq 0$ and the theorem is proved.

In conclusion, we mention two possible topics for future research that we feel are particularly interesting. The first is to see if Theorems 1 and 2 are true when $n(\mathbf{x})$ can assume the value 1, i.e., the sound speed in the inhomogeneous medium can be both greater than and less than the sound speed of the host medium. (Note that if $n(\mathbf{x})$ is identically equal to 1 then, by the unique continuation principle for the Helmholtz equation, no solution exists to the interior transmission problem for any value of $k$.)

The second problem of interest to consider is the inverse spectral problem of determining the index of refraction $n(\mathbf{x})$ from the transmission eigenvalues. This is of particular interest for the inverse scattering problem since, as mentioned in the Introduction, the transmission eigenvalues can be numerically determined from the far-field data.
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#### Abstract

Functions with values in $L^{p}$ on a torus, in $L_{p}(-\infty,+\infty)$, or in $l_{p}, 1 \leqq p \leqq \infty$ are considered. These functions are allowed to have linearly dependent arguments. A generalized Hölder inequality for products of such functions is established. The proofs involve the use of convex polytypes associated with polymatroids and the Riesz-Thorin interpolation theorem.
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## 1. The generalized Hölder inequality.

A. Here we present the generalized Hölder inequality for products of functions of linearly dependent arguments obtained in [AB] for $L_{p}$ functions, $1 \leqq p \leqq \infty$, on the torus. Corresponding results for other spaces such as $L_{p}(-\infty,+\infty)$ and $l_{p}$ are also presented. These generalized Hölder inequalities can be used to obtain central and noncentral limit theorems for dependent random variables, e.g., time series with long-range dependence (see [T] and [A]). Long-range dependence is often encountered in nature, for example, in geophysical time series and in the context of critical phenomena in physics.
B. Let $M$ be an $m \times n$ matrix, $\mathbf{x}=\left(x_{1}, \cdots, x_{m}\right)$, and let $l_{1}(\mathbf{x}), \cdots, l_{n}(\mathbf{x})$ be $n$ linear transformations such that

$$
\left(l_{1}(\mathbf{x}), \cdots, l_{n}(\mathbf{x})\right)=\left(x_{1}, \cdots, x_{m}\right) M
$$

Let $f_{j}, j=1, \cdots, n$ be functions on $L_{p_{j}}(d \mu), 1 \leqq p_{j} \leqq \infty$.
We want to find conditions on $z_{j}=1 / p_{j}, j=1, \cdots, n$, so that the generalized Hölder inequality

$$
\begin{equation*}
\left|\int \prod_{j=1}^{n} f_{j}\left(l_{j}(\mathbf{x})\right) \prod_{i=1}^{m} d \mu\left(x_{i}\right)\right| \leqq K \prod_{j=1}^{n}\left\|f_{j}\right\|_{p_{j}} \tag{GH}
\end{equation*}
$$

holds.
The key observation is that it is enough to find those points $\mathbf{z}=\left(z_{1}, \cdots, z_{n}\right)$ with coordinates $z_{i}$ equal to zero or one, for which (GH) holds; then by the Riesz-Thorin interpolation theorem, (GH) will hold for the smallest convex set generated by these points.
C. We consider the following three cases:
(Ca) $\quad \mu$ is Lebesgue measure, normalized to unity, on the torus and the matrix $M$ has only integer elements.
(Cb) $\quad \mu$ is a counting measure (i.e., $\int f(x) d \mu(x)$ means $\left.\sum_{x=-\infty}^{+\infty} f(x)\right)$. Moreover,

[^107]the matrix $M$ has only integer elements and all its nonsingular $m \times m$ minors have determinant $\pm 1$.
(Cc) $\quad \mu$ is Lebesgue measure and all the nonsingular $m \times m$ minors of $M$ have determinants bounded below in absolute value by $1 / K$.
D. Let $A$ denote both a subset of columns of $M$ and also the set of indices labeling the columns. Let $r(A)$ be the rank of the matrix with columns $A$. The subsets of $M$ include $A=\varnothing$ whose rank is zero.

Theorem. Suppose, respectively, that conditions (Ca), (Cb), or (Cc) hold. Then the generalized Hölder inequality $(\mathrm{GH})$ holds for any $\mathbf{z}=\left(z_{1}, \cdots, z_{n}\right) \in[0,1]^{n}$ satisfying, respectively,
(a1) $\sum_{j \in A} z_{j} \leqq r(A)$, for all $A$;
(b1) $\sum_{j \in A} z_{j}+r\left(A^{c}\right) \geqq r(M)$, for all $A$ and $r(M)=m$;
(c1) $\sum_{j=1}^{n} z_{j}=r(M)=m$, and either condition (a1) or (b1).
The constant $K$ in ( GH ) equals 1 in cases $(\mathrm{Ca})$ and $(\mathrm{Cb})$.
Remarks. (1) We can have $n<m$ in case (Ca) but not in cases (Cb) and (Cc). In fact, neither conditions (b1) or (c1) nor the generalized Hölder inequality (GH) are satisfied when $n<m$. (To verify that condition (b1) fails when $n<m$, take $A$ to be all the columns of $M$. Then (b1) becomes $\sum_{j=1}^{n} z_{j} \geqq m$, having no solution $\mathbf{z}=\left(z_{1}, \cdots, z_{n}\right) \in$ $[0,1]^{n}$ when $n<m$.)
(2) The additional condition $\sum_{j=1}^{n} z_{j}=r(M)$ in (c1) says that (a1) (and (b1)) must be equalities when $A=M$.

In practice, it is not necessary to check that (a1) or (b1) hold for all $A$. It is enough to focus on flat and padded sets, which we now define.

Let $s(A)$ denote the span of $A$, i.e., the set of all linear combinations of columns in $\boldsymbol{A}$ that are contained in $M$. Flats are maximal dependent subsets, i.e., subsets of $M$ that coincide with their span $(A=s(A))$. The set $A$ is padded if any column a in $A$ is also in $s(A \backslash\{\mathbf{a}\})$, i.e., if it is a linear combination of other columns of $A$. Note that a flat set is not necessarily a padded set (singletons are flats but not padded), nor is a padded set necessarily a flat set. For example, if $M$ corresponds to the complete graph with 4 vertices, i.e.,

$$
M=\left(\begin{array}{llllll}
1 & 0 & 0 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & 1
\end{array}\right)
$$

and if $A$ is the subset consisting of the first four columns, then $A$ is padded but not flat.
Because $z_{i} \geqq 0$, condition (a1) holds if it holds for all sets $\boldsymbol{A}$ that are flats. Condition (b1) holds if it holds for all sets $A^{c}$ that are flats. In fact, because $0 \leqq z_{i} \leqq 1$, we have the following proposition.

Proposition. Conditions (a1) and (b1) in the theorem are, respectively, equivalent to
(a1') $r(A)-\sum_{j \in A} z_{j} \geqq 0$, for all $A$ flat and padded.
(b1') $r(M)-r(A)-\sum_{j \in A^{c}} z_{j} \leqq 0$, for all $A$ flat and padded and $r(M)=m$.
Remarks. (1) The sets $\varnothing$ and $M$ are flat and $\varnothing$ is padded. The set $A=\varnothing$ always satisfies ( $\mathrm{a} 1^{\prime}$ ) and the set $A=M$ always satisfies the inequality in (b1').
(2) $A$ is independent if $r(A)=|A|$. Any flat can be expressed as $s(A)$ where $A$ is independent and, for such $A, r(s(A))=r(A)=|A|$. Condition (a1') is then equivalent to

$$
|A|-\sum_{j \in s(A)} z_{j} \geqq 0 \quad \forall A \text { independent. }
$$

Such relations, known as power counting conditions in mathematical physics, ensure the convergence of the left-hand side of (GH) when the integrands are regularly varying functions (see, for example, [FT] and [TT]).

## 2. Examples.

(1) As an example of ( $\mathrm{a} 1^{\prime}$ ), consider the integral

$$
J=\int_{T} \int_{T} f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) f_{3}\left(x_{1}+x_{2}\right) f_{4}\left(x_{1}-x_{2}\right) d x_{1} d x_{2}
$$

where $T$ denotes the torus $[0,1]$, so $f_{j}(x \pm 1)=f_{j}(x), j=1, \cdots, 4$. Here $m=2, n=4$, and

$$
M=\left(\begin{array}{rrrr}
1 & 0 & 1 & 1 \\
0 & 1 & 1 & -1
\end{array}\right)
$$

has rank $r(M)=2$. The flats consist of $\varnothing$, the single columns, and $M$. Only $\varnothing$ and $M$ are flat and padded. Since ( $\mathrm{a} 1^{\prime}$ ) always holds for $\varnothing$, it is sufficient to apply it to $M$. The theorem yields

$$
|J| \leqq\left\|f_{1}\right\|_{1 / z_{1}}\left\|f_{2}\right\|_{1 / z_{2}}\left\|f_{3}\right\|_{1 / z_{3}}\left\|f_{4}\right\|_{1 / z_{4}}
$$

for any $\mathbf{z}=\left(z_{1}, z_{2}, z_{3}, z_{4}\right) \in[0,1]^{4}$ satisfying $z_{1}+z_{2}+z_{3}+z_{4} \leqq 2$, e.g., if $\mathbf{z}=\left(0,1, \frac{1}{4}, \frac{1}{2}\right)$, then

$$
|J| \leqq\left(\sup _{0 \leqq x \leqq 1}\left|f_{1}(x)\right|\right)\left(\int_{0}^{1}\left|f_{2}(x)\right| d x\right)\left(\int_{0}^{1} f_{3}^{4}(x) d x\right)^{1 / 4}\left(\int_{0}^{1} f_{4}^{2}(x) d x\right)^{1 / 2}
$$

(2) To illustrate (b1'), consider

$$
S=\sum_{x_{1}=-\infty}^{\infty} \sum_{x_{2}=-\infty}^{\infty} f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) f_{3}\left(x_{1}+x_{2}\right) f_{4}\left(x_{1}-x_{2}\right) .
$$

Since $m, n$, and $M$ are as in Example (1), we have $r(M)=m$ and the only flat and padded sets are $\varnothing$ and $M$. Since it is sufficient to apply (b1') to $\varnothing$, the theorem yields $|S| \leqq\left\|f_{1}\right\|_{1 / z_{1}}\left\|f_{2}\right\|_{1 / z_{2}}\left\|f_{3}\right\|_{1 / z_{3}}\left\|f_{4}\right\|_{1 / z_{4}}$ for any $\mathbf{z}=\left(z_{1}, z_{2}, z_{3}, z_{4}\right) \in[0,1]^{4}$ satisfying $z_{1}+z_{2}+$ $z_{3}+z_{4} \geqq 2$, e.g., $|S| \leqq \prod_{j=1}^{4}\left(\sum_{x=-\infty}^{+\infty} f_{j}^{2}(x)\right)^{1 / 2}$.
(3) An application of (c1) yields

$$
\left|\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) f_{3}\left(x_{1}+x_{2}\right) f_{4}\left(x_{1}-x_{4}\right) d x_{1} d x_{2}\right| \leqq \prod_{j=1}^{4}\left(\int_{-\infty}^{+\infty}\left|f_{j}(x)\right|^{1 / z_{j}} d x\right)^{z_{j}}
$$

for any $\mathbf{z}=\left(z_{1}, z_{2}, z_{3}, z_{4}\right) \in[0,1]^{4}$ satisfying $z_{1}+z_{2}+z_{3}+z_{4}=2$.
(4) The usual Hölder inequality provides an extreme example of (c1), where $M=(1, \cdots, 1), r(M)=m=1$, and $r(A)=1$, for all $A$. Then condition (c1) becomes $\sum_{j=1}^{n} z_{j}=1$.
(5) The other extreme occurs when there are $n=m$ functions. If the linear transformations are of full rank ( $r(M)=m$ ), then (c1) or a direct change of variable yields the trivial condition $z_{j}=1, j=1, \cdots, m$.
3. Proofs. Throughout, we consider the cases (a), (b), (c), characterized by the conditions $(\mathrm{Ca}),(\mathrm{Cb}),(\mathrm{Cc})$, respectively.

Lemma 1. Let $\mathbf{z}=\left(z_{1}, \ldots, z_{n}\right)$ have all coordinates equal to zero or one, and let $A_{\mathbf{z}}$ denote the set of columns of the matrix $M$ corresponding to those $j$ 's for which $z_{j}=1$. Then (GH) holds if, respectively,
(a2) $r\left(A_{z}\right)=\left|A_{z}\right|$ (i.e., $A_{z}$ is an "independent" set);
(b2) $r\left(A_{z}\right)=r(M)=m$ (i.e., $A_{z}$ is a "generating" set);
(c2) $r\left(A_{\mathbf{z}}\right)=\left|A_{\mathbf{z}}\right|=r(M)=m$ (i.e., $A_{\mathbf{z}}$ is a "basis").
The constant $K$ in (GH) equals 1 in cases (a) and (b).
Proof. We replace $x_{1}, \cdots, x_{m}$ by a linear combination of new variables $u_{1}, \cdots, u_{m}$, as follows. In case (a), we have $r\left(A_{z}\right)=\left|A_{z}\right| \leqq m$. We let the $u_{i}=x_{i}$, $i=1, \cdots, m-\left|A_{z}\right|$ and set the remaining $u_{i}$ 's equal to the $l_{j}(\mathbf{x}), j \in A_{z}$. In case (b) we let the $u_{i}$ 's be any independent subset of the $l_{j}(\mathbf{x}), j \in A_{\mathbf{z}}$. In case (c), we set $u_{i}=l_{i}(\mathbf{x})$, $i \in A_{\mathbf{z}}$.

In each of the cases, after switching to the new variables and bounding $f_{j}$ by $\left|f_{j}\right|$, we can move the sup norms $\left\|f_{j}\right\|_{1 / 0}, j \notin A_{\mathbf{z}}$ outside the integrals. The conditions of the lemma ensure that what remains, namely $\prod_{j \in A_{z}}\left|f_{j}\right|$, is integrable.

Note that in case (a), no constant $K$ appears because the multiplicity of the linear map over the torus exactly cancels the Jacobian of the transformation. Note also that in the case (b), there may be more functions $\left|f_{j}\right|$ with $z_{j}=1$ than variables $u_{j}$. But the multiple sum only increases if the arguments of these $\left|f_{j}\right|$ are changed to new arguments independent of $u_{i}, i=1, \cdots, m$, and if these new arguments are summed.

Lemma 2. The conditions (a2), (b2), (c2) and (a1), (b1), (c1) are, respectively, equivalent for points $\mathbf{z}=\left(z_{1}, \cdots, z_{n}\right)$ whose coordinates are all equal to zero or one.

Proof. (a) $r\left(A_{\mathbf{z}}\right)=\left|A_{\mathbf{z}}\right|$ is equivalent to: for all $A \subset A_{\mathbf{z}}, r(A)=|A|=\sum_{j \in A} z_{j}$. For general $A$, write $A=A^{\prime} \cup A^{\prime \prime}$, where $A^{\prime} \subset A_{\mathrm{z}}, A^{\prime \prime} \subset A_{\mathrm{z}}^{c}$. Then $\sum_{j \in A} z_{j}=\sum_{j \in A^{\prime}} z_{j}=r\left(A^{\prime}\right) \leqq$ $r\left(A^{\prime} \cup A^{\prime \prime}\right)=r(A)$.
(b) One direction follows from

$$
\begin{aligned}
\sum_{j \in A} z_{j}+r\left(A^{c}\right) & =\left|A \cap A_{\mathbf{z}}\right|+r\left(A^{c}\right) \\
& \geqq r\left(A \cap A_{\mathbf{z}}\right)+r\left(A^{c}\right) \\
& \geqq r\left(A \cap A_{\mathbf{z}}\right)+r\left(A^{c} \cap A_{\mathbf{z}}\right) \\
& \geqq r\left(A_{\mathbf{z}}\right) \\
& =r(M)=m .
\end{aligned}
$$

To get the other direction, set $A^{c}=A_{\mathbf{z}}$.
(c) Suppose $\sum_{i=1}^{n} z_{i}=r(M)=m$. Then (a1) and (b1) are equivalent because when either one holds,

$$
\sum_{j=1}^{n} z_{j}=\sum_{j \in A} z_{j}+\sum_{j \in A^{c}} z_{j} \leqq \sum_{j \in A} z_{j}+r\left(A^{c}\right) .
$$

So (c1) $\Rightarrow(\mathrm{c} 2)$ by parts (a) and (b). To get (c2) $\Rightarrow(\mathrm{c} 1)$ note that $\left|A_{\mathbf{z}}\right|=m \Leftrightarrow \sum_{j=1}^{n} z_{j}=m$, and use parts (a) and (b).

Proof of the theorem. Consider the convex domain in $[0,1]^{n}$ generated by $\mathbf{z}=$ ( $z_{1}, \cdots, z_{n}$ ) satisfying condition (a1), (b1), (c1), respectively. The extreme points of the domain have coordinates all equal to zero or one.

Indeed, in case (a), condition (a1) characterizes the independent polytope of a polymatroid with the rank $r(\cdot)$ as submodular function [W, Thm. 18.3.1]. Edmonds' formula [W, Thm. 18.4.1] applies. The formula relates coordinates of the extreme points of the independence polytope to rank differences. Since all coordinates lie in [0,1] and since the rank function is integer-valued, the coordinates of the extreme points can only be zero or one.

In case (b), let $r^{*}$ be the rank function of the dual matroid [W, Thm. 2.1.2], i.e., $r^{*}(A)=|A|-r(M)+r\left(A^{c}\right)$. Condition (b1) can be rewritten $\sum_{j \in A}\left(1-z_{j}\right) \leqq$ $|A|-r(M)+r\left(A^{c}\right)$, i.e.,

$$
\sum_{j \in A}\left(1-z_{j}\right) \leqq r^{*}(A)
$$

Edmonds' formula then applies to $1-z_{j}$.
Finally, in case (c), the extreme points for (c1) are a subset of the extreme points for (a1) and (b1).

Thus, by Lemmas 2 and 1, the generalized Hölder inequality (GH) holds for all $\mathbf{z}=\left(z_{1}, \ldots, z_{n}\right)$ that are extreme points of the convex domain characterized by (a1), (b1), (c1), respectively. To show that it holds for all $\mathbf{z}$ belonging to the convex domain use the Riesz-Thorin interpolation theorem [BL, Exercise 1.6.13, p. 18] with $z_{j}=1 / p_{j}$ and $T=L_{p_{1}} \times \cdots \times L_{p_{n}} \rightarrow L_{1}$.

Proof of the proposition. To prove (a1') $\Rightarrow(\mathrm{a} 1)$, we must show that $d(A) \equiv$ $r(A)-\sum_{j \in A} z_{j} \geqq 0$ for all $A$. If $A$ is padded and flat, then $d(A) \geqq 0$ by (a1'). If $A$ is padded and not flat, then

$$
\begin{equation*}
d(A) \geqq r(A)-\sum_{j \in s(A)} z_{j}=r(s(A))-\sum_{j \in s(A)} z_{j}=d(s(A)) \geqq 0 \tag{1}
\end{equation*}
$$

by ( $\mathrm{a}^{\prime}$ ) since $s(A)$ is padded and flat. If $A$ is not padded, there exists a column $\mathbf{a}_{i} \in A$ such that $\mathbf{a}_{i} \notin s\left(A \backslash\left\{\mathbf{a}_{i}\right\}\right)$ are hence

$$
\begin{equation*}
d(A)=d\left(A \backslash\left\{\mathbf{a}_{i}\right\}\right)+1-z_{i} \geqq d\left(A \backslash\left\{\mathbf{a}_{i}\right\}\right) \tag{2}
\end{equation*}
$$

If $d\left(A \backslash\left\{\mathbf{a}_{i}\right\}\right) \geqq 0$, we are done. If it is not, keep repeating the argument and use the fact that $d(\varnothing) \geqq 0$.

To prove $\left(\mathrm{b} 1^{\prime}\right) \Rightarrow(\mathrm{b} 1)$, we must show that $d^{\prime}(A) \equiv r(M)-r(A)-\sum_{j \in A^{c}} z_{j} \geqq 0$ for all $A$. An argument similar to the preceding one applies. Merely replace (1) by

$$
d^{\prime}(A) \leqq r(M)-r(A)-\sum_{j \in(s(A))^{c}} z_{j}=r(M)-r(s(A))-\sum_{j \in(s(A))^{c}} z_{j}=d^{\prime}(s(A)) \leqq 0
$$

and (2) by

$$
d^{\prime}(A)=d\left(A \backslash\left\{\mathbf{a}_{i}\right\}\right)-1+z_{i} \leqq d\left(A \backslash\left\{\mathbf{a}_{i}\right\}\right) .
$$

We have $d(\varnothing) \leqq 0$ since $\varnothing$ is padded and flat.
4. Extension. It is natural to expect that a generalized Hölder inequality holds for functions of several variables $f_{j}\left(x_{1}, \cdots, x_{k}\right)$ belonging to a tensor product space $L_{p_{1}} \otimes \cdots \otimes L_{p_{k}}$. There are many such tensor product spaces [LC]. The smallest one (corresponding to the greatest cross norm) is defined as follows: if $f$ is a finite sum of products, then

$$
\|f\|_{p_{1}, \cdots, p_{k}}=\inf \sum_{u=1}^{s} \prod_{v=1}^{k}\left\|f^{(u, v)}\left(x_{v}\right)\right\|_{p_{v}}
$$

where the infimum is taken over all decompositions of $f\left(x_{1}, \cdots, x_{k}\right)$ in the form $\sum_{u=1}^{s} \prod_{v=1}^{k} f^{(u, v)}\left(x_{v}\right)$. The corresponding tensor space is obtained by completing the set of finite sums of products under this norm. A natural analogue of the theorem holds for such a space (e.g., see [AB, Thm. 1']). It would be interesting to find out whether (GH) holds over larger $L_{p}$ tensor product spaces (corresponding to smaller cross norms).
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#### Abstract

A family of Fuchsian systems of differential equations in two variables that interpolate Appell's $F_{1}$ and $F_{4}$ are constructed. Their geometric properties are also studied.
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0. Introduction. In this paper, we construct a family $E(s)$ of Fuchsian differential equations, depending on the two-dimensional parameter $s$, defined on the complex projective plane $M=\mathbb{C} P^{2}$ with regular singularities along

$$
H: x y z(x-y)(y-z)(z-x)\left\{(x+y-z)^{2}-4 x y\right\}=0
$$

where $[x, y, z]$ is a system of homogeneous coordinates on $M$.
We call this arrangement $H$, of six lines and one conic, the $P^{2}\left(\mathbb{F}_{2}\right)$-arrangement, because the set of lines in the projective plane $P^{2}\left(\mathbb{F}_{2}\right)$ over the finite field $\mathbb{F}_{2}=\{0,1\}$ consists of seven lines corresponding to the seven components of $H$. The arrangement $H$ relates the Weyl group $W\left(F_{4}\right)$ of type $F_{4}$ as follows. The 24 mirrors of the reflections in the Coxeter group $F_{4}$ defines a hyperplane arrangement in $\mathbb{C}^{4}$. Passing to $\mathbb{C} P^{3}$, this arrangement defines a plane arrangement in $\mathbb{C} P^{3}$ called the $W\left(F_{4}\right)$-arrangement. The restriction $\tilde{H}$ of the $W\left(F_{4}\right)$-arrangement to any projective plane $N$ in the arrangement consists of 13 lines in $\mathbb{C} P^{2}$ that can be given by the equation

$$
\begin{aligned}
\tilde{H}: X Y Z\left(X^{2}-Y^{2}\right)\left(Y^{2}-Z^{2}\right)\left(Z^{2}-X^{2}\right)(X+Y+Z)(-X+Y+Z)( & X-Y+Z) \\
\cdot & (X+Y-Z)=0
\end{aligned}
$$

where $[X, Y, Z]$ is a system of homogeneous coordinates on $N$. The arrangement $H$ is the image of $\tilde{H}$ under the map $\pi: N \rightarrow M$ given by

$$
\pi:[X, Y, Z] \rightarrow[x, y, z]=\left[X^{2}, Y^{2}, Z^{2}\right] .
$$

The map $\pi$ is the quotient map by the group $K\left(\simeq \mathbb{Z}_{2}+\mathbb{Z}_{2}\right)$ generated by $[X, Y, Z] \rightarrow$ $[-X, Y, Z]$ and $[X, Y, Z] \rightarrow[X,-Y, Z]$ (see Fig. 1).

The two subarrangements

$$
H^{\prime}: x y z(x-y)(y-z)(z-x)=0, \quad H^{\prime \prime}: x y z\left\{(x+y-z)^{2}-4 x y\right\}=0
$$

of the arrangement $H$ are well known as the singular loci of Appell's hypergeometric differential equations $F_{1}$ and $F_{4}$, respectively (see Fig. 2). Our equation interpolates the equation $F_{1}$ and the modified equation $F_{4}^{\prime}$ (see § 2) of $F_{4}$. More precisely, for some special values of the parameter $s$, our equation $E(s)$ turns out to be the equation $F_{1}$ and for some other special values of $s$, it turns out to be the equation $F_{4}^{\prime}$. Moreover, the principal parts of the equations $E(s)$, after some normalization, are linear combinations of those of the equations $F_{1}$ and $F_{4}^{\prime}$. We must say that it is a surprising result if we recall the nonlinearity of the integrability condition (see § 1). This mysterious phenomenon is also reported in [Yos2].

For some special values of the parameter $s$, the equation $E(s)$ happens to give the uniformizing equations (see §3) of the hyperbolic orbifolds found by Hunt and
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Fig. 1
Höfer [Hun], [Höf], where a hyperbolic orbifold is an orbifold whose universal uniformization is the complex unit ball $\mathbb{B}^{2}=\left\{\left.\left(z_{1}, z_{2}\right) \in \mathbb{C}^{2}| | z_{1}\right|^{2}+\left|z_{2}\right|^{2}<1\right\}$.

1. The main theorem. We consider a system in the form
(E)

$$
\frac{\partial^{2} w}{\partial x_{i} \partial x_{j}}=\sum_{k=1}^{2} P_{i j}^{k}(x) \frac{\partial w}{\partial x_{k}}+P_{i j}^{0}(x) w, \quad i, j=1,2
$$

defined on $M=\mathbb{C} P^{2}$, where $w$ is the unknown and $x=\left(x_{1}, x_{2}\right)$ is a system of inhomogeneous coordinates on $M$.


Fig. 2

Definition. System (E) is said to be in normal form if

$$
\begin{equation*}
\sum_{j=1}^{2} P_{i j}^{j}(x)=0 \quad \text { for } i=1,2 . \tag{N}
\end{equation*}
$$

Definition. System (E) is said to be completely integrable if (E) has three linearly independent solutions.

Any completely integrable system in the form (E) can be transformed into the uniquely determined system in normal form by replacing the unknown $w$ by its product with a nonzero function of $x$. The consequent system is called the normal form of ( E ) [Yos1].

It is known [Yos3] that ( E ) in normal form is completely integrable if and only if the coefficients $\left\{P_{i j}^{k}\right\}$ satisfy the following equations:

$$
\begin{aligned}
& P_{i j}^{k}(x)=P_{j i}^{k}(x), \quad i, j=1,2, \quad k=0,1,2, \\
& P_{11}^{0}(x)=-\frac{\partial P_{11}^{1}(x)}{\partial x_{1}}-\frac{\partial P_{11}^{2}(x)}{\partial x_{2}}+2\left\{P_{11}^{1}(x)\right\}^{2}-2 P_{22}^{2}(x) P_{11}^{2}(x),
\end{aligned}
$$

$$
\begin{aligned}
& P_{12}^{0}(x)= \frac{\partial P_{22}^{2}(x)}{\partial x_{1}}+\frac{\partial P_{11}^{1}(x)}{\partial x_{2}}+P_{22}^{1}(x) P_{11}^{2}(x)-P_{11}^{1}(x) P_{22}^{2}(x), \\
& P_{22}^{0}(x)=-\frac{\partial P_{22}^{2}(x)}{\partial x_{2}}-\frac{\partial P_{22}^{1}(x)}{\partial x_{1}}+2\left\{P_{22}^{2}(x)\right\}^{2}-2 P_{11}^{1}(x) P_{22}^{1}(x), \\
&(I C)_{1}:=-2 \frac{\partial^{2} P_{11}^{1}(x)}{\partial x_{1} \partial x_{2}}-\frac{\partial^{2} P_{11}^{2}(x)}{\partial x_{2}^{2}}+6 P_{11}^{1}(x) \frac{\partial P_{11}^{1}(x)}{\partial x_{2}}-3 P_{11}^{2}(x) \frac{\partial P_{22}^{2}(x)}{\partial x_{2}} \\
&-3 P_{22}^{2}(x) \frac{\partial P_{11}^{2}(x)}{\partial x_{2}}+3 P_{11}^{1}(x) \frac{\partial P_{22}^{2}(x)}{\partial x_{1}}-\frac{\partial^{2} P_{22}^{2}(x)}{\partial x_{1}^{2}} \\
&(I C)_{2}:=-2 \frac{\partial^{2} P_{22}^{2}(x)}{\partial x_{2} \partial x_{1}}-\frac{\partial^{2} P_{22}^{1}(x)}{\partial x_{1}^{2}}+6 P_{22}^{2}(x) \frac{\partial P_{22}^{2}(x)}{\partial x_{1}}-3 P_{22}^{1}(x) \frac{\partial P_{11}^{1}(x)}{\partial x_{1}} \\
&-3 P_{11}^{1}(x) \frac{\partial P_{22}^{1}(x)}{\partial x_{1}}+3 P_{22}^{2}(x) \frac{\partial P_{11}^{1}(x)}{\partial x_{2}}-\frac{\partial^{2} P_{11}^{1}(x)}{\partial x_{2}^{2}} \\
&-2 P_{22}^{1}(x) \frac{\partial P_{11}^{2}(x)}{\partial x_{2}}-P_{11}^{2}(x) \frac{\partial P_{22}^{1}(x)}{\partial x_{2}}=0 .
\end{aligned}
$$

Lemma 1 [Yos3]. Let $Q_{i j}^{k}(\xi)(i, j, k=1,2)$ be the coefficients of the normal form of the transformed system of ( E$)$ by the coordinate change $\xi=\xi(x)$. Then we have

$$
\begin{gathered}
Q_{i j}^{k}(\xi)=\sum_{l=1}^{2} \frac{\partial^{2} \xi_{l}}{\partial x_{i} \partial x_{j}} \frac{\partial x_{k}}{\partial \xi_{l}}-\frac{1}{3}\left(\delta_{i}^{k} \frac{\partial}{\partial x_{j}}+\delta_{j}^{k} \frac{\partial}{\partial x_{i}}\right) \log \left(\operatorname{det}\left(\frac{\partial \xi}{\partial x}\right)\right) \\
+\sum_{p, q, r=1}^{2} P_{p q}^{r}(x) \frac{\partial \xi_{p}}{\partial x_{i}} \frac{\partial \xi_{q}}{\partial x_{j}} \frac{\partial x_{k}}{\partial \xi_{r}}
\end{gathered}
$$

where $\delta_{j}^{k}$ is the Kronecker symbol.
If $Q_{i j}^{k}(x)=P_{i j}^{k}(x)(i, j, k=1,2)$, then the system ( E ) is said to be invariant under the transform $x \rightarrow \xi$.

Definition. A projective solution of a completely integrable system ( E ) is the pair $z=\left(z_{1}, z_{2}\right)$ of ratios $z_{i}=w_{i} / w_{0}(i=1,2)$ of three linearly independent solutions $w_{0}, w_{1}$, and $w_{2}$ of (E).

Definition. A projective solution of ( E ) is said to be ramifying at $O=(0,0)$ along $x_{1}=0$ with exponent $\alpha$ if there exists a projective solution $z=\left(z_{1}, z_{2}\right)$, which is expressed as follows:

$$
z_{1}(x)=x_{1}^{\alpha} v_{1}, \quad z_{2}(x)=v_{2}, \quad \operatorname{det}\left(\frac{\partial z}{\partial x}\right)=x_{1}^{\alpha-1} u
$$

for some $\alpha \in \mathbb{C}$, where $v_{1}, v_{2}$, and $u$ are holomorphic at $O$, not divisible by $x_{1}$.
Lemma 2 [Yos2]. If a projective solution of $(\mathrm{E})$ in normal form is ramifying along $x_{1}=0$ with exponent $\alpha$, then the coefficients $P_{i j}^{k}$ of (E) have the following properties:
(R) $P_{22}^{2}(x), \quad x_{1} P_{11}^{2}(x), \quad\left(1 / x_{1}\right) P_{22}^{1}(x)$, and $P_{11}^{1}(x)-\left(\alpha-1 / 3 x_{1}\right)$ are holomorphic.

Definition. System (E) in the normal form is said to have ramifying singularities along $x_{1}=0$ with exponent $\alpha$ if the condition (R) holds.

To state the theorem we prepare some notation. Let $[x, y, z]$ be a system of homogeneous coordinates on $M$ related to $\left(x_{1}, x_{2}\right)$ by $x_{1}=x / z$ and $x_{2}=y / z$. Let $H_{i}(i=1, \cdots, 7)$ denote the following curves:

$$
\begin{array}{ccc}
H_{1}:\{x=0\}, & H_{2}:\{y=0\}, & H_{3}:\{z=0\}, \quad H_{4}:\{x=y\}, \\
H_{5}:\{y=z\}, & H_{6}:\{z=x\}, & H_{7}:\left\{(x+y-z)^{2}-4 x y=0\right\},
\end{array}
$$

so we have $H=\cup_{i=1}^{7} H_{i}$. Let $G$ be the transformation group on $M$ generated by $[x, y, z] \rightarrow[z, x, y]$ and $[x, y, z] \rightarrow[y, x, z]$. Note that $G$ is isomorphic to the symmetric group in three letters.

Theorem. For given complex numbers $s_{i} \neq 1(i=1, \cdots, 7)$, there is a completely integrable differential equation $E(s)$, in normal form, with ramifying singularities along $H_{i}$ with exponent $s_{i}$ if and only if

$$
s_{1}=s_{2}=s_{3}, \quad s_{4}=s_{5}=s_{6}, \quad 6 s_{1}-3 s_{4}-2 s_{7}+2=0
$$

(In particular, $E(s)$ is $G$-invariant.) The four coefficients of $(E(s)$ ) are explicitly given as follows:

$$
\begin{aligned}
& P_{11}^{1}\left(x_{1}, x_{2}\right)=\frac{S^{1}}{x_{1}}+\frac{S^{4}\left(x_{1}-2 x_{2}+1\right)}{2\left(x_{1}-1\right)\left(x_{1}-x_{2}\right)}+\frac{4 S^{7} x_{2}}{\left(x_{1}+x_{2}-1\right)^{2}-4 x_{1} x_{2}}, \\
& P_{11}^{2}\left(x_{1}, x_{2}\right)=\frac{-3 S^{4} x_{2}\left(x_{2}-1\right)}{2 x_{1}\left(x_{1}-1\right)\left(x_{1}-x_{2}\right)}+\frac{4 S^{7} x_{2}\left(x_{2}-1\right)}{x_{1}\left\{\left(x_{1}+x_{2}-1\right)^{2}-4 x_{1} x_{2}\right\}}, \\
& P_{22}^{1}\left(x_{1}, x_{2}\right)=P_{11}^{2}\left(x_{2}, x_{1}\right), \quad P_{22}^{2}\left(x_{1}, x_{2}\right)=P_{11}^{1}\left(x_{2}, x_{1}\right),
\end{aligned}
$$

where $S^{i}=\frac{1}{3}\left(s_{i}-1\right)$.
Remark. Other coefficients $P_{i j}^{k}$ of (E) are uniquely determined by the equalities $(\mathrm{N})$ and by the assumption that ( E ) is completely integrable. Therefore, in the sequel, to describe the system (E) in normal form we give only the four coefficients $P_{11}^{1}, P_{11}^{2}$, $P_{22}^{2}$, and $P_{22}^{1}$ of (E).
2. Relation between $\boldsymbol{E}(\boldsymbol{s})$ and Appell's hypergeometric differential equations. Appell's hypergeometric equation $F_{1}\left(a, b, b^{\prime}, c\right)$ is a differential equation with regular singularities on $\cup_{i=1}^{6} H_{i}$, while it is nonsingular along $H_{7}$. The normal form of $F_{1}\left(a, b, b^{\prime}, c\right)$ is given by

$$
\begin{aligned}
& P_{11}^{1}\left(a, b, b^{\prime}, c ; x_{1}, x_{2}\right) \\
& \quad=\frac{1}{3} \frac{x_{2}\left(x_{2}-1\right)}{f_{1}}\left\{\left(c-b^{\prime}\right) x_{2}+(2 b-c) x_{1}+\left(b^{\prime}-(a+b+1)\right) x_{1} x_{2}+(a-b+1) x_{1}^{2}\right\}, \\
& P_{11}^{2}\left(a, b, b^{\prime}, c ; x_{1}, x_{2}\right)=\frac{\left(x_{2}\left(x_{2}-1\right)\right)^{2}}{f_{1}} b, \\
& P_{22}^{2}\left(a, b, b^{\prime}, c ; x_{1}, x_{2}\right)=P_{11}^{1}\left(a, b^{\prime}, b, c ; x_{2}, x_{1}\right), \\
& P_{22}^{1}\left(a, b, b^{\prime}, c ; x_{1}, x_{2}\right)=P_{11}^{2}\left(a, b^{\prime}, b, c ; x_{2}, x_{1}\right),
\end{aligned}
$$

where $f_{1}=x_{1} x_{2}\left(x_{1}-1\right)\left(x_{2}-1\right)\left(x_{1}-x_{2}\right)$.
Proposition 1. Equation $E(s)$ with $s_{7}=1$ coincides with the normal form of Appell's $F_{1}$ which is G-invariant. Precise correspondence between $E(s)=E\left(s_{1}, s_{2}, s_{3}\right)$ and $F_{1}\left(a, b, b^{\prime}, c\right)$ is given by

$$
E\left(s_{1}, s_{4}, 1\right)=F_{1}\left(-s_{1}-s_{4}+1,-\frac{1}{2}\left(s_{4}-1\right),-\frac{1}{2}\left(s_{4}-1\right),-\frac{1}{2}\left(2 s_{1}+s_{4}-3\right)\right) .
$$

This identity is valid for all $s_{1}, s_{4} \in \mathbb{C}$.

Appell's hypergeometric equation $F_{4}\left(a, b, c, c^{\prime}\right)$ is a differential equation with four linearly independent solutions and has regular singularities on $\bigcup_{i=1}^{3} H_{i} \cup H_{7}$, while it is nonsingular along $\cup_{i=4}^{6} H_{i}$. The solution space of $F_{4}\left(a, b, c, c^{\prime}\right)$ has three-dimensional invariant subspace if $b=c+c^{\prime}+1$ [Kat]. The corresponding equation is called the modified $F_{4}$ and denoted by $F_{4}^{\prime}\left(a, b, c, c^{\prime}\right)$. The four coefficients of the normal form of $F_{4}^{\prime}\left(a, b, c, c^{\prime}\right)$ are given by

$$
\begin{aligned}
& \begin{aligned}
P_{11}^{1}\left(a, b, c, c^{\prime} ; x_{1}, x_{2}\right)= & -\frac{1}{3} \frac{1}{f_{4}}\left\{c\left(x_{2}-1\right)^{2}+\left(a-\left(b+c+2 c^{\prime}-1\right)\right) x_{1}\right. \\
& \left.\quad+\left(a+5 b-c-2 c^{\prime}+1\right) x_{1} x_{2}+\left(a-\left(b+2 c^{\prime}-1\right)\right) x_{1}^{2}\right\},
\end{aligned} \\
& P_{11}^{2}\left(a, b, c, c^{\prime} ; x_{1}, x_{2}\right)=\frac{x_{2}^{2}}{f_{4}}\left\{\left(a-b-c^{\prime}+1\right) x_{1}+\left(a+b-c^{\prime}+1\right)\left(1-x_{2}\right)\right\}, \\
& P_{22}^{2}\left(a, b, c, c^{\prime} ; x_{1}, x_{2}\right)= \\
& P_{11}^{1}\left(a, b, c^{\prime}, c ; x_{2}, x_{1}\right),
\end{aligned}
$$

where $f_{4}=x_{1} x_{2}\left\{\left(x_{1}+x_{2}-1\right)^{2}-4 x_{1} x_{2}\right\}$.
Proposition 2. Equation $E(s)$ with $s_{4}=1$ coincides with the normal form of Appell's modified $F_{4}$, which is $G$-invariant. Precise correspondence between $E(s)$ and $F_{4}^{\prime}\left(a, b, c, c^{\prime}\right)$ is given by

$$
E\left(s_{1}, 1,3 s_{1}-\frac{1}{2}\right)=F_{4}^{\prime}\left(-3 s_{1}+1,2 s_{1}+1,-s_{1}+1,-s_{1}+1\right) .
$$

3. Uniformizing equations of some hyperbolic orbifolds. We briefly recall the definitions of orbifolds and their uniformizations. Let $X$ be a complex manifold, let $S$ be a hypersurface of $X$, let $S=\cup_{j} S_{j}$ be its decomposition into irreducible components, and let $b_{j}$ be either infinity or an integer called the weight attached to the corresponding $S_{j}$. The triple ( $X, S, b$ ) is called an orbifold if for every point in $X-\cup\left\{S_{j} \mid b_{j}=\infty\right\}$ there is an open neighborhood $U$ and a covering manifold that ramifies along $U \cap S$ with the given indices $b$. It is called uniformizable if there is a global covering manifold (called a uniformization) of $X$ with the given ramification datum ( $S, b$ ). If $X$ is uniformizable, there exists a uniformization $\tilde{X}$ that is simply connected, called the universal uniformization. Let $X$ be an orbifold and $\tilde{X}$ be its universal uniformization. The multivalued inverse map $X \rightarrow \tilde{X}$ of the projection $\tilde{X} \rightarrow X$ is called the developing map.

If the universal uniformization of an orbifold $(X, S, b)$ is isomorphic to the complex ball (we call such an orbifold hyperbolic), there exists a unique Fuchsian differential equation in normal form such that its projective solution gives the developing map. The equation is called the uniformizing equation of the orbifold ( $X, S, b$ ). For more details see [Yos2].

In his thesis, Hunt [Hun] has studied $N$-dimensional hyperbolic orbifolds. He has discovered a three-dimensional hyperbolic orbifold attached to the $W\left(\mathbb{F}_{4}\right)$ arrangement. Restricting to a plane in the $W\left(\mathbb{F}_{4}\right)$-arrangement, we have a twodimensional hyperbolic orbifold attached to a line arrangement in $\mathbb{C} P^{2}$-the $P^{2}\left(\mathbb{F}_{2}\right)$ arrangement. Furthermore, Höfer [Höf] has shown that there are only four hyperbolic orbifolds over this arrangement. These orbifolds are given as follows. Consider the arrangement $\tilde{H}$ in $N$. Define the weight function $b$ on $N$ as in Table 1 (see Fig. 3).

Corollary. Uniformizing differential equations of the above orbifolds are obtained by pulling back $E(s)$ under the map $\pi$, where the values of the parameter $s$ are given as in Table 2.

TAble 1

| Case | $\left(\cup_{i=1}^{3} \tilde{H}_{i}\right.$, | $\bigcup_{i=4}^{6} \tilde{H}_{i}$, | $\tilde{H}_{7}$, | $p$, | $q$, | $r)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $(\infty$, | 2, | 4, | -4, | 2, | $2)$ |
| 2 | $(6$, | 2, | 2, | -4, | 6, | $3)$ |
| 3 | $(-6$, | 6, | 2, | 4, | 2, | $1)$ |
| 4 | $(-3$, | 3, | $\infty$, | $\infty$, | 1, | $1)$ |



Fig. 3

Table 2

| Case | $\left(s_{1}\right.$, | $s_{4}$, | $\left.s_{7}\right)$ |
| :---: | :--- | :--- | :--- |
| 1 | $(0$, | $\frac{1}{2}$, | $\left.\frac{1}{4}\right)$ |
| 2 | $\left(\frac{1}{12}\right.$, | $\frac{1}{4}$, | $\left.\frac{1}{4}\right)$ |
| 3 | $\left(-\frac{1}{12}\right.$, | $\frac{1}{6}$, | $\left.\frac{1}{4}\right)$ |
| 4 | $\left(-\frac{1}{6}\right.$, | $\frac{1}{6}$, | $0)$ |

Remark. In the case where $s_{7}=1, E(s)$ reduces to Appell's $F_{1}$, which has been studied by Terada [Ter] and Deligne and Mostow [DM].
4. Proof of the results. Let the projective planes $M, N$, arrangements $\tilde{H}, H$, the group $K$, and the projection $\pi: N \rightarrow M$ be as above. The arrangement $\tilde{H}$ in $N$ consists of 13 lines:

$$
\begin{aligned}
& \tilde{H}_{1}=\{X=0\}, \quad \tilde{H}_{2}=\{Y=0\}, \quad \tilde{H}_{3}=\{Z=0\}, \\
& \tilde{H}_{4}=\left\{X^{2}-Y^{2}=0\right\}, \quad \tilde{H}_{5}=\left\{Y^{2}-Z^{2}=0\right\}, \quad \tilde{H}_{6}=\left\{Z^{2}-X^{2}=0\right\}, \\
& \tilde{H}_{7}=\{(X+Y+Z)(-X+Y+Z)(X-Y+Z)(X+Y-Z)=0\} .
\end{aligned}
$$

Note that $\pi\left(\tilde{H}_{i}\right)=H_{i}(i=1, \cdots, 7)$ and $\pi(\tilde{H})=H$.
We construct a $K$-invariant differential equation ( $\tilde{E}$ ) defined on $N$ with ramifying singularities along $\tilde{H}_{i}$ with exponent $t_{i}(i=1, \cdots, 7)$. We follow the method established in [Yos3].

Lemma 3 [Yos3]. If ( E ) has ramifying singularities along the line at infinity, then the total degree of the rational function $P_{i j}^{k}(x)$ is negative for $i, j, k=1,2$.

By Lemma 3, we can put

$$
\begin{array}{ll}
\tilde{P}_{11}^{1}=X_{2}\left(X_{2}^{2}-1\right) A / F, & \tilde{P}_{11}^{2}=X_{2}^{2}\left(X_{2}^{2}-1\right)^{2} B / F, \\
\tilde{P}_{22}^{2}=X_{1}\left(X_{1}^{2}-1\right) C / F, & \tilde{P}_{22}^{1}=X_{1}^{2}\left(X_{1}^{2}-1\right)^{2} D / F,
\end{array}
$$

where

$$
\begin{gathered}
A=\sum_{i+j \leq 8} a(i, j) X_{1}^{i} X_{2}^{j}, \quad B=\sum_{i+j \leqq 5} b(i, j) X_{1}^{i} X_{2}^{j}, \\
C=\sum_{i+j \leqq 8} c(i, j) X_{1}^{i} X_{2}^{j}, \quad D=\sum_{i+j \leq 5} d(i, j) X_{1}^{i} X_{2}^{j}, \\
F=X_{1} X_{2}\left(X_{1}^{2}-1\right)\left(X_{2}^{2}-1\right)\left(X_{1}^{2}-X_{2}^{2}\right)\left(X_{1}+X_{2}+1\right)\left(-X_{1}+X_{2}+1\right)\left(X_{1}-X_{2}+1\right) \\
\\
\cdot\left(X_{1}+X_{2}-1\right) .
\end{gathered}
$$

The assumption that the system ( E ) is $K$-invariant says that

$$
\begin{aligned}
& a(i, j)=c(i, j)=0 \quad \text { unless } i \equiv j \equiv 0 \bmod 2, \\
& b(i, j)=0 \quad \text { unless } i+1 \equiv j \equiv 0 \bmod 2 \\
& d(i, j)=0 \quad \text { unless } i \equiv j+1 \equiv 0 \bmod 2
\end{aligned}
$$

Applying Lemma 2, along every component of $\tilde{H}$, we obtain finitely many linear equations with unknowns $a(i, j), \cdots, d(i, j)$. By solving these, all the coefficients $a(i, j), \cdots, d(i, j)$ are expressed in terms of $t_{i}(i=1, \cdots, 7)$ :

$$
\begin{aligned}
& A\left(X_{1}, X_{2}\right)=-T^{1}\left(X_{1}^{2}-1\right)\left(X_{1}^{2}-X_{2}^{2}\right)\left\{\left(X_{1}^{2}+X_{2}^{2}-1\right)^{2}-4 X_{1}^{2} X_{2}^{2}\right\} \\
& \quad-T^{4} X_{1}^{2}\left(X_{1}^{2}-2 X_{2}^{2}+1\right)\left\{\left(X_{1}^{2}+X_{2}^{2}-1\right)^{2}-4 X_{1}^{2} X_{2}^{2}\right\} \\
& \quad-8 T^{7} X_{1}^{2} X_{2}^{2}\left(X_{1}^{2}-1\right)\left(X_{1}^{2}-X_{2}^{2}\right), \\
& B\left(X_{1}, X_{2}\right)=3 T^{4} X_{1}\left\{\left(X_{1}^{2}+X_{2}^{2}-1\right)^{2}-4 X_{1}^{2} X_{2}^{2}\right\}-8 T^{7} X_{1}\left(X_{1}^{2}-1\right)\left(X_{1}^{2}-X_{2}^{2}\right), \\
& C\left(X_{1}, X_{2}\right)=-A\left(X_{2}, X_{1}\right), \quad D\left(X_{1}, X_{2}\right)=-B\left(X_{2}, X_{1}\right),
\end{aligned}
$$

where $T^{i}=\frac{1}{3}\left(t_{i}-1\right)$; moreover, these linear equations require that $t_{i}$ 's satisfy $T^{1}=T^{2}=$ $T^{3}, T^{4}=T^{5}=T^{6}, 3 T^{1}-3 T^{4}-2 T^{7}=0$.

Now we study the integrability condition. The integrability condition of $\tilde{E}(t)$ is given by

$$
\begin{aligned}
& (I C)_{1}=-64 T^{7}\left(3 T^{1}-3 T^{4}-2 T^{7}\right) X_{1}^{2} X_{2}^{3}\left(X_{1}^{2}-1\right)^{2}\left(X_{2}^{2}-1\right)^{3}\left(X_{1}^{2}-X_{2}^{2}\right)^{2} / F^{2} \\
& (I C)_{2}=-64 T^{7}\left(3 T^{1}-3 T^{4}-2 T^{7}\right) X_{1}^{3} X_{2}^{2}\left(X_{1}^{2}-1\right)^{3}\left(X_{2}^{2}-1\right)^{2}\left(X_{1}^{2}-X_{2}^{2}\right)^{2} / F^{2}
\end{aligned}
$$

Since the parameter has the relation such that $3 T^{1}-3 T^{4}-2 T^{7}=0$, we have $(I C)_{1}=$ $(I C)_{2}=0$.

Finally, we project $\tilde{E}(t)$ by the quotient map $\pi: M \rightarrow M / K \cong N$, where $\pi$ is given by $\left(X_{1}, X_{2}\right) \rightarrow\left(x_{1}, x_{2}\right)=\left(X_{1}^{2}, X_{2}^{2}\right)$. By Lemma 1, coefficients $P_{i j}^{k}$ of the normal form of $\pi(\tilde{E}(t))$ are given as follows:

$$
\begin{aligned}
& P_{11}^{1}(x)=-\frac{1}{6 x_{1}^{2}}+\frac{1}{2 x_{1}} \tilde{P}_{11}^{1}(X), \quad P_{22}^{2}(x)=-\frac{1}{6 x_{2}^{2}}+\frac{1}{2 x_{2}} \tilde{P}_{22}^{2}(X), \\
& P_{11}^{2}(x)=\frac{x_{2}}{2 x_{1}^{2}} \tilde{P}_{11}^{2}(X), \quad P_{22}^{1}(x)=\frac{x_{1}}{2 x_{2}^{2}} \tilde{P}_{22}^{1}(X) .
\end{aligned}
$$

Since $\pi$ is branching along only the three lines $\bigcup_{i=1}^{3} H_{i}$ with indices 2 , there are the relations among the exponents such that $t_{1}=2 s_{1}, t_{4}=s_{4}$, and $t_{7}=s_{7}$. Thus we obtain the differential equations we want. Easy calculations show the remaining claims of the theorem.

Propositions 1 and 2 are proved by straightforward computation, so we omit the detail. If $s_{7}=1$, the equations $(I C)_{1}=(I C)_{2}=0$ are satisfied. This proves the last statement of Proposition 1.

## 5. Linear structure of the set of solutions of the nonlinear differential equation

 (IC). The integrability conditionIC

$$
(I C)_{1}=(I C)_{2}=0
$$

of $(\mathrm{E})$ with $(\mathrm{N})$ is a system of nonlinear differential equations with unknowns $\left\{P_{i j}^{k}\right\}=$ $\left\{P_{11}^{1}=-P_{12}^{2}, P_{11}^{2}, P_{22}^{1}, P_{22}^{2}=-P_{12}^{1}\right\}$. There is a one-to-one correspondence between the set of solutions of IC and the set of completely integrable systems ( E ) in normal form. We have a great interest in rational solutions of IC of which corresponding systems (E) have transcendental solutions. The method used in $\S 4$ is a practical one for finding such solutions.

Since the system IC is by no means linear, we cannot expect that linear combinations $\left\{t_{1} R_{i j}^{k}+t_{2} Q_{i j}^{k}\right\}\left(t_{1}, t_{2} \in \mathbb{C}\right)$ of two solutions $\left\{R_{i j}^{k}\right\}$ and $\left\{Q_{i j}^{k}\right\}$ of IC are also solutions of IC; indeed, it is not true in general. But sometimes miracles occur. Propositions 1 and 2 say that the coefficients $\left\{P_{i j}^{k}\right\}$ of the principal parts of $E(s)$ are linear combinations of the coefficients of the principal parts of the normal form of Appell's $F_{1}$ (with a special parameter) and those of the system $F_{4}^{\prime}$ (with a special parameter). In [Yos2], it is shown that linear combinations $\left\{t_{1} R_{i j}^{k}+t_{2} Q_{i j}^{k}\right\}$ of two solutions $\left\{R_{i j}^{k}\right\}$ and $\left\{Q_{i j}^{k}\right\}$ of IC are solutions of IC:

$$
\begin{align*}
& R_{11}^{1}(x, y)=3 / x+81 x^{2} y^{3}\left(2-x^{3}-y^{3}\right) / w, \\
& R_{11}^{2}(x, y)=81 x y\left(1+x^{3}-y^{6}-x^{3} y^{3}\right) / w, \\
& R_{22}^{2}(x, y)=R_{11}^{1}(y, x), \quad R_{22}^{1}(y, x)=R_{11}^{2}(y, x), \\
& Q_{11}^{1}(x, y)=3 x^{2}\left(y^{3}-1\right)\left(1+x^{3}-2 y^{3}\right) / 2 h, \\
& Q_{11}^{2}(x, y)=-9 x y\left(y^{3}-1\right)^{2} / 2 h, \\
& Q_{22}^{2}(x, y)=Q_{11}^{1}(y, x), \quad Q_{22}^{1}(x, y)=Q_{11}^{2}(y, x),
\end{align*}
$$

where

$$
\begin{aligned}
& w=\prod_{a, b=0}^{2}\left(\omega^{a} x+\omega^{b} y+1\right)=\left(x^{3}+y^{3}+1\right)^{3}-27 x^{3} y^{3}, \\
& h=\left(x^{3}-1\right)\left(y^{3}-1\right)\left(x^{3}-y^{3}\right) .
\end{aligned}
$$

These two examples suggest the existence of some linear structure of the set of solutions of IC that is as yet veiled in mystery.

We conclude this paper by giving a useful system to test whether $t_{1} R_{i j}^{k}+t_{2} Q_{i j}^{k}$ $\left(t_{1}, t_{2} \in \mathbb{C}\right)$ are solutions of IC.

Proposition 3. Let $\left\{R_{i j}^{k}\right\}$ and $\left\{Q_{i j}^{k}\right\}$ be solutions of IC. Then:
(1) For all $t \in \mathbb{C},\left\{t R_{i j}^{k}\right\}$ are solutions of IC if and only if $\left\{R_{i j}^{k}\right\}$ satisfy the following conditions:

$$
\begin{aligned}
& 2 \frac{\partial^{2} R_{11}^{1}}{\partial x_{1} \partial x_{2}}+\frac{\partial^{2} R_{11}^{2}}{\partial x_{2}^{2}}+\frac{\partial^{2} R_{22}^{2}}{\partial x_{1}^{2}}=0, \\
& 2 \frac{\partial^{2} R_{22}^{2}}{\partial x_{2} \partial x_{1}}+\frac{\partial^{2} R_{22}^{1}}{\partial x_{1}^{2}}+\frac{\partial^{2} R_{11}^{1}}{\partial x_{2}^{2}}=0 .
\end{aligned}
$$

(2) $\left\{R_{i j}^{k}+Q_{i j}^{k}\right\}$ is a solution of IC if and only if $\left(\left\{R_{i j}^{k}\right\},\left\{Q_{i j}^{k}\right\}\right)$ satisfy the following equations:

$$
\begin{aligned}
& 6\left\{R_{11}^{1}\right.\left.\frac{\partial Q_{11}^{1}}{\partial x_{2}}+Q_{11}^{1} \frac{\partial R_{11}^{1}}{\partial x_{2}}\right\} \\
&-3\left\{R_{11}^{2} \frac{\partial Q_{22}^{2}}{\partial x_{2}}+Q_{11}^{2} \frac{\partial R_{22}^{2}}{\partial x_{2}}-R_{22}^{2} \frac{\partial R_{11}^{2}}{\partial x_{2}}-Q_{22}^{2} \frac{\partial R_{11}^{2}}{\partial x_{2}}+R_{11}^{1} \frac{\partial Q_{22}^{2}}{\partial x_{1}}+Q_{11}^{1} \frac{\partial R_{22}^{2}}{\partial x_{1}}\right\} \\
&-2\left\{R_{11}^{2} \frac{\partial Q_{22}^{1}}{\partial x_{1}}+Q_{11}^{2} \frac{\partial R_{22}^{1}}{\partial x_{1}}\right\}-\left\{R_{22}^{1} \frac{\partial Q_{11}^{2}}{\partial x_{1}}+Q_{22}^{1} \frac{\partial R_{11}^{2}}{\partial x_{1}}\right\}=0, \\
& 6\left\{R_{22}^{2} \frac{\partial Q_{22}^{2}}{\partial x_{1}}+Q_{22}^{2} \frac{\partial R_{22}^{2}}{\partial x_{1}}\right\} \\
&-3\left\{R_{22}^{1} \frac{\partial Q_{11}^{1}}{\partial x_{1}}+Q_{22}^{1} \frac{\partial R_{11}^{1}}{\partial x_{1}}-R_{11}^{1} \frac{\partial Q_{22}^{1}}{\partial x_{1}}-Q_{11}^{1} \frac{\partial R_{22}^{1}}{\partial x_{1}}+R_{22}^{2} \frac{\partial Q_{11}^{1}}{\partial x_{2}}+Q_{22}^{2} \frac{\partial R_{11}^{1}}{\partial x_{2}}\right\} \\
&-2\left\{R_{22}^{1} \frac{\partial Q_{11}^{2}}{\partial x_{2}}+Q_{22}^{1} \frac{\partial R_{11}^{2}}{\partial x_{2}}\right\}-\left\{R_{11}^{2} \frac{\partial Q_{22}^{1}}{\partial x_{2}}+Q_{11}^{2} \frac{\partial R_{22}^{1}}{\partial x_{2}}\right\}=0 .
\end{aligned}
$$

Acknowledgment. The authors are grateful to Professor Mitsuo Kato who kindly informed us of the system $F_{4}^{\prime}$ and the usefulness of the system Reduce 3.2, which we used to carry out our complicated computation.
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# ON AN INTEGRAL TRANSFORM INVOLVING A CLASS OF MATHIEU FUNCTIONS* 
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#### Abstract

This paper constructs a formula of inversion for an integral transform whose kernel involves a type of Mathieu function of the third kind. The particular Mathieu function involved, $\psi=M_{\nu}^{(3)}\left(x+\frac{1}{2} i \pi\right)$, satisfies the equation $\psi_{x x}=\left(u^{2}+2 h^{2} \cosh 2 x\right) \psi$ together with the condition that $\psi(x, u) \rightarrow 0$ as $x \rightarrow \infty$. The transform in question can be used to generate solutions of the damped wave equation in infinite regions bounded by elliptic cylinders when a complex boundary condition is applied on the internal boundary.
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1. Introduction. In a previous paper [2] the author considered the problem of determining the behavior for large values of $u$ of a certain basic solution of the differential equation

$$
\begin{equation*}
y_{x x}=\left(u^{2}+2 h^{2} \cosh 2 x\right) y . \tag{1.1}
\end{equation*}
$$

The solutions of this equation are related to the modified Mathieu functions $M_{\nu}^{(j)}(z)$, $j=1,2,3,4$, that satisfy

$$
\begin{equation*}
y_{z z}=\left(u^{2}-2 h^{2} \cosh 2 z\right) y . \tag{1.2}
\end{equation*}
$$

Equation (1.1) transforms into (1.2) by means of the change of variable $z=x+\frac{1}{2} i \pi$ so that the functions $M_{\nu}^{(j)}\left(x+\frac{1}{2} i \pi\right)$ satisfy (1.1). The quantity $\nu$, the characteristic exponent, used in the standard notation of the Mathieu functions is connected with the parameter $u^{2}$ by a complicated equation that [1] for large values of $u$ assumes the form

$$
\begin{equation*}
u^{2}=\nu^{2}+O\left(h^{4} \nu^{-2}\right) . \tag{1.3}
\end{equation*}
$$

It is known [1] that

$$
\begin{align*}
& M_{\nu}^{(3)}(z)=H_{\nu}^{(1)}(2 h \cosh z)[1+O(\operatorname{sech} z)] \\
& M_{\nu}^{(4)}(z)=H_{\nu}^{(2)}(2 h \cosh z)[1+O(\operatorname{sech} z)] \tag{1.4}
\end{align*}
$$

as $\operatorname{Re}(z) \rightarrow \infty$ in any strip $|\operatorname{Im}(z)| \leqq$ constant, the parameter $\nu$ being held fixed. The functions $H_{\nu}^{(1)}, H_{\nu}^{(2)}$ denote the Hankel functions, the notation being that of Watson [8]. Since $\cosh \left(x+\frac{1}{2} i \pi\right)=i \sinh x$ and

$$
\begin{aligned}
& H_{\nu}^{(1)}(i x)=-\frac{2 i}{\pi} \exp \left(-\frac{1}{2} i \nu \pi\right) K_{\nu}(x) \\
& H_{\nu}^{(2)}(i x)=\frac{2 i}{\pi} \exp \left(-\frac{1}{2} i \nu \pi\right) K_{\nu}(x)+2 \exp \left(\frac{1}{2} i \nu \pi\right) I_{\nu}(x),
\end{aligned}
$$

it follows that

$$
\begin{aligned}
& M_{\nu}^{(3)}\left(x+\frac{1}{2} i \pi\right)=-\frac{2 i}{\pi} \exp \left(-\frac{1}{2} i \nu \pi\right) K_{\nu}(2 h \sinh x)[1+O(\operatorname{cosech} x)] \\
& M_{\nu}^{(4)}\left(x+\frac{1}{2} i \pi\right)=\left[\frac{2 i}{\pi} \exp \left(-\frac{1}{2} i \nu \pi\right) K_{\nu}(2 h \sinh x)+2 \exp \left(\frac{1}{2} i \nu \pi\right) I_{\nu}(2 h \sinh x)\right] \\
& \cdot[1+O(\operatorname{cosech} x)]
\end{aligned}
$$

[^109]as $x \rightarrow \infty$. Finally, since [8, p. 202]
$$
K_{\nu}(x) \sim(\pi / 2 x)^{1 / 2} e^{-x}, \quad I_{\nu}(x) \sim(2 \pi x)^{-1 / 2} e^{x}
$$
as $x \rightarrow \infty$, we find that
\[

$$
\begin{align*}
& M_{\nu}^{(3)}\left(x+\frac{1}{2} i \pi\right) \sim-i(\pi h \sinh x)^{-1 / 2} \exp \left(-2 h \sinh x-\frac{1}{2} i \nu \pi\right),  \tag{1.5}\\
& M_{\nu}^{(4)}\left(x+\frac{1}{2} i \pi\right) \sim(\pi h \sinh x)^{-1 / 2} \exp \left(2 h \sinh x+\frac{1}{2} i \nu \pi\right)
\end{align*}
$$
\]

as $x \rightarrow \infty$, for fixed $\nu$. It follows from these formulas that there is essentially only one solution of (1.1) that remains bounded as $x \rightarrow+\infty$. This solution is the function $M_{\nu}^{(3)}\left(x+\frac{1}{2} i \pi\right)$, which for brevity we denote as $\psi(x, u)$. In [2] attention was concentrated on this solution, the object being to obtain sufficient information to investigate an integral transform having this function as kernel. Let $e^{-\lambda x} f(x) \in L^{2}(a, \infty)$; then the integral transform in question is defined by means of

$$
\begin{equation*}
F(u)=\int_{a}^{\infty} f(x) \psi(x, u) d x . \tag{1.6}
\end{equation*}
$$

This transform is of use when it is required to construct solutions of the damped wave equation in regions exterior to cylinders of an elliptic cross section, in which case the radial eigenfunctions satisfy an equation such as (1.1), the quantity $u^{2}$ being an eigenvalue parameter, and it is the aim of the present paper to construct a formula of inversion for (1.6). The underlying expansion problem is that posed by the differential equation (1.1) on the interval $a \leqq x<\infty$ together with the condition that

$$
\begin{equation*}
k y(a)+y^{\prime}(a)=0 \tag{1.7}
\end{equation*}
$$

where $k=k_{1}+i k_{2}$ denotes a complex constant.
In the remainder of this section the asymptotic formulas derived in [2], giving the behavior of $\psi(x, u)$ as $u \rightarrow \infty$, are stated. In all of these formulas, $x$ is supposed to be positive and fixed.

$$
\begin{align*}
& \psi(x, u)=2\left(\frac{2}{\pi u}\right)^{1 / 2} \exp \left(-\frac{1}{2} i \nu \pi+\frac{1}{2} i u \pi-\frac{1}{4} i \pi\right) \\
& \cdot\left\{\cosh \left[u \log \left(\frac{2 u}{h e}\right)-u x-\frac{1}{2} i u \pi-\frac{1}{4} i \pi\right]+O\left(u^{-1}\right)\right\} \tag{1.8}
\end{align*}
$$

as $u \rightarrow \infty$ in the sector $\frac{1}{2} \pi-\varepsilon \leqq \arg u \leqq \frac{1}{2} \pi$, and

$$
\begin{align*}
& \psi(\mathrm{x}, \mathrm{u})=-2\left(\frac{2}{\pi \mathrm{u}}\right)^{1 / 2} \exp \left(-\frac{1}{2} i \nu \pi-\frac{1}{2} i u \pi+\frac{1}{4} i \pi\right)  \tag{1.9}\\
& \cdot\left\{\cosh \left[u \log \left(\frac{2 u}{h e}\right)-u x+\frac{1}{2} i u \pi+\frac{1}{4} i \pi\right]+O\left(u^{-1}\right)\right\}
\end{align*}
$$

as $u \rightarrow \infty$ in the sector $-\frac{1}{2} \pi \leqq \arg u \leqq-\frac{1}{2} \pi+\varepsilon$. A simpler formula is valid as $u \rightarrow \infty$ in the sector $|\arg u| \leqq \frac{1}{2} \pi-\varepsilon$ where it can be shown that

$$
\begin{equation*}
\psi(x, u)=-i\left(\frac{2}{\pi u}\right)^{1 / 2} \exp \left[u \log \left(\frac{2 u}{h e}\right)-u x-\frac{1}{2} i \nu \pi\right]\left[1+O\left(u^{-1}\right)\right] . \tag{1.10}
\end{equation*}
$$

In fact, it will be shown in the next section of the paper that (1.10) also holds as $u \rightarrow \infty$ in the domain $\operatorname{Re}(u) \geqq c$ where $c$ denotes a positive constant.

Formulas (1.8)-(1.10) were developed in [2] by applying formulas obtained by Pitts [4], who has also shown [5] that asymptotic formulas for the derivative $\psi_{x}(x, u)$ can be obtained from the corresponding formulas (1.8)-(1.10) by formal differentiation with respect to $x$ so that, for example,

$$
\begin{align*}
& \psi_{x}(x, u)=-2\left(\frac{2 u}{\pi}\right)^{1 / 2} \exp \left(-\frac{1}{2} i \nu \pi+\frac{1}{2} i u \pi-\frac{1}{4} i \pi\right) \\
& \cdot\left\{\sinh \left[u \log \left(\frac{2 u}{h e}\right)-u x-\frac{1}{2} i u \pi-\frac{1}{4} i \pi\right]+O\left(u^{-1}\right)\right\} \tag{1.11}
\end{align*}
$$

as $u \rightarrow \infty$ in $\frac{1}{2} \pi-\varepsilon \leqq \arg u \leqq \frac{1}{2} \pi$.
2. The integral theorem. To construct a formula of inversion to be associated with the integral transform defined by (1.6), it is necessary to introduce a second basic solution $\phi(x, u)$ of (1.1). This solution will be defined as that generated by the initial values $\phi(a, u)=1, \phi_{x}(a, u)=-k$ and so satisfies a condition like (1.7). The function $\phi(x, u)$ is necessarily a linear combination of $M_{\nu}^{(3)}$ and $M_{\nu}^{(4)}$, and it is easily verified that

$$
\begin{equation*}
\phi(x, u)=-\frac{1}{4} i \pi\left[g(u) M_{\nu}^{(4)}\left(x+\frac{1}{2} i \pi\right)-g_{1}(u) M_{\nu}^{(3)}\left(x+\frac{1}{2} i \pi\right)\right] \tag{2.1}
\end{equation*}
$$

where

$$
\begin{align*}
& g(u)=k M_{\nu}^{(3)}\left(a+\frac{1}{2} i \pi\right)+M_{\nu}^{(3)^{\prime}}\left(a+\frac{1}{2} i \pi\right),  \tag{2.2}\\
& g_{1}(u)=k M_{\nu}^{(4)}\left(a+\frac{1}{2} i \pi\right)+M_{\nu}^{(4)^{\prime}}\left(a+\frac{1}{2} i \pi\right) . \tag{2.3}
\end{align*}
$$

In this paper it is assumed that the constant $k$ appearing in the boundary condition (1.7) is independent of $u$ and in this case it can be shown [7], by writing the appropriate integral equation satisfied by $\phi(x, u)$, that this function is an entire function of the complex variable $u$ and that for fixed values of $x$ and large values of $u$ in the halfplane $\operatorname{Re}(u) \geqq 0$,

$$
\begin{equation*}
\phi(x, u)=\cosh u(x-a)-k u^{-1} \sinh u(x-a)+O\left[u^{-2} e^{u(x-a)}\right] . \tag{2.4}
\end{equation*}
$$

Before formulating the integral theorem, it is necessary to state certain results concerning the eigenvalues of the problem being investigated. These eigenvalues are the zeros $p_{n}$ of the function $g(u)$ and it is assumed that they are arranged in ascending order of magnitude so that $\left|p_{1}\right| \leqq\left|p_{2}\right| \leqq\left|p_{3}\right| \cdots$. It is shown in the Appendix that if $k$ is complex there are no real zeros and no purely imaginary zeros. If $\operatorname{Im}(k)>0$ the zeros are located in the first and third quadrants of the complex $u$-plane, while if $\operatorname{Im}(k)<0$ they are located in the second and fourth quadrants. Henceforth we will assume for definiteness that $\operatorname{Im}(k)>0$. In this case, although no zero $p_{n}$ can actually lie on the imaginary axis, it can be shown that those zeros of sufficiently large magnitude lie close to, and approach, that axis as their magnitudes tend to infinity, in the sense that $\operatorname{Re}\left(p_{n}\right) \rightarrow 0$ and $\left|\operatorname{Im}\left(p_{n}\right)\right| \rightarrow \infty$ as $n \rightarrow \infty$. It follows that all of the zeros can be positioned in a strip of finite width parallel to the imaginary axis of the complex $u$-plane.

Theorem. Let $f(x)$ be continuous for $x \geqq a>0$ and suppose that $f(x)$ is of bounded variation in the neighborhood of $x$ and that $e^{-\lambda x} f(x) \in L^{2}(a, \infty)$ where $\lambda \geqq 0$; then (1.6) implies

$$
\begin{equation*}
f(x)=-\frac{1}{i \pi} \int_{L} \frac{u \phi(x, u) F(u) d u}{g(u)} \tag{2.5}
\end{equation*}
$$

where $L$ denotes a line $\operatorname{Re}(u)=c$ parallel to the imaginary axis of the complex $u$-plane, $c>\max \left(\lambda, \frac{1}{2}\right)$, and $L$ is positioned so that all of the zeros of the function $g(u)$ lie to the left of it.

The method adopted to establish the above theorem will follow that used in [3], where an integral transform involving Bessel functions is discussed. This method stems from an inspection of equations (1.8)-(1.10) and (2.4), which show that when $u$ is large the functions $\psi(x, u)$ and $\phi(x, u)$ behave for varying $x$ like suitable combinations of the exponentials $e^{u x}$ and $e^{-u x}$. By relating the Mathieu functions to the corresponding exponential or hyperbolic functions, the proof of the inversion formula (2.5) can be reduced to that of the Mellin inversion formula.

To verify (2.5), we let $L(R)$ denote the straight line in the complex $u$-plane drawn from $c-i R$ to $c+i R$, where $c$ is the constant introduced in the theorem, and then form the equation

$$
\begin{equation*}
\int_{L(R)} \frac{u \phi(x, u) F(u) d u}{g(u)}=\int_{L(R)} \frac{u \phi(x, u) d u}{g(u)} \int_{a}^{\infty} f(t) \psi(t, u) d t . \tag{2.6}
\end{equation*}
$$

This equation follows after inserting the expression (1.6) for $F(u)$. The order of integration of the repeated integral present on the right-hand side of (2.6) is now reversed. To justify this step it will be proved that, for finite values of $R$, the repeated integral in question exists when the integrand appearing therein is replaced by its modulus. With this purpose in mind we first apply the Schwarz inequality, revealing that

$$
\begin{equation*}
\left|\int_{a}^{\infty} f(t) \psi(t, u) d t\right| \leqq\left\|e^{-\lambda t} f(t)\right\| \cdot\left\|e^{\lambda t} \psi(t, u)\right\| \tag{2.7}
\end{equation*}
$$

where $\|\cdot\|$ denotes the $L^{2}(a, \infty)$ norm so that

$$
\begin{equation*}
\left\|e^{\lambda t} \psi\right\|=\left(\int_{a}^{\infty} e^{2 \lambda t}|\psi(t, u)|^{2} d t\right)^{1 / 2} \tag{2.8}
\end{equation*}
$$

A suitable bound on the value of this integral is obtained in the Appendix, where it is shown that

$$
\begin{equation*}
\left(u_{1}^{2}-\lambda^{2}\right)\left(u_{2}^{2}+\lambda^{2}\right) \int_{a}^{\infty} e^{2 \lambda t}|\psi(t, u)|^{2} d t \leqq \frac{1}{4} u_{1} e^{2 \lambda a}\left(|u \psi(a)|+\left|\psi^{\prime}(a)\right|\right)^{2} \tag{2.9}
\end{equation*}
$$

where $u=u_{1}+i u_{2}$ and $u_{1}>\lambda$. It follows from (2.7) and (2.9) that the integral obtained from that on the right-hand side of (2.6), after taking the absolute values of all the terms in the integrand, does not exceed the quantity

$$
\frac{\sqrt{c} e^{\lambda a}\left\|e^{-\lambda t} f\right\|}{2\left(c^{2}-\lambda^{2}\right)^{1 / 2}} \int_{-R}^{R}\left|\frac{u \phi(x, u)}{g(u)}\right| \frac{\left(|u \psi(a, u)|+\left|\psi_{x}(a, u)\right|\right) d u_{2}}{\left(u_{2}^{2}+\lambda^{2}\right)^{1 / 2}}
$$

since $u_{1}=c$ on the path $L(R)$. This quantity is finite since the integrand is continuous on the path of integration and the latter is of finite extent. This permits the interchange of the order of integration in the integral on the right-hand side of (2.6) and leads to

$$
\begin{equation*}
\int_{L(R)} \frac{u \phi(x, u) F(u) d u}{g(u)}=\int_{a}^{\infty} f(t) d t \int_{L(R)} \frac{u \phi(x, u) \psi(t, u) d u}{g(u)} \tag{2.10}
\end{equation*}
$$

The next step is to determine the behavior of the integrand appearing on the right-hand side of (2.10) when the variable $u$ is large and located in the halfplane $\operatorname{Re}(u) \geqq c$. First we note that, for large values of $u$ in the stated halfplane, (1.8) and (1.9) both reduce to the simpler formula (1.10). That is to say, (1.10) holds as $u \rightarrow \infty$ in the halfplane $\operatorname{Re}(u) \geqq c$. To see this we write $u=r e^{i \theta}$ and note that

$$
\begin{equation*}
u \log \left(\frac{2 u}{h e}\right)-u x-\frac{1}{2} i u \pi-\frac{1}{4} i \pi=A+i B \tag{2.11}
\end{equation*}
$$

where

$$
\begin{align*}
& A=r \cos \theta\left[\log \left(\frac{2 r}{h e}\right)-x\right]+\left(\frac{1}{2} \pi-\theta\right) r \sin \theta  \tag{2.12}\\
& B=r \sin \theta\left[\log \left(\frac{2 r}{h e}\right)-x\right]-\left(\frac{1}{2} \pi-\theta\right) r \cos \theta-\frac{1}{4} \pi .
\end{align*}
$$

Both terms on the right-hand side of (2.12) are nonnegative for $r$ large and $0 \leqq \theta \leqq \frac{1}{2} \pi$. If $u$ lies in the stated halfplane then $r \cos \theta \geqq c$, which is positive, and therefore $A$ is not less than $c[\log (2 r / h e)-x]$, which is large and positive for sufficiently large $r$. Therefore $\cosh (A+i B)=\frac{1}{2} e^{A+i B}+O\left(u^{-c}\right)$ where $c \geqq \frac{1}{2}$, and on making this change in (1.8) we find that the latter formula reduces to

$$
\begin{equation*}
\psi=-i\left(\frac{2}{\pi u}\right)^{1 / 2} \exp \left[u \log \left(\frac{2 u}{h e}\right)-u x-\frac{1}{2} i \nu \pi\right]\left[1+O\left(u^{-1}\right)\right] . \tag{2.13}
\end{equation*}
$$

Similarly, it can be shown that the real part of the argument appearing inside the hyperbolic function in (1.9) is also large and positive in the relevant part of the complex $u$-plane so that this function can be replaced by an exponential function. When this change is carried out we again obtain (2.13), which therefore holds as $u \rightarrow \infty$ throughout the region $\operatorname{Re}(u) \geqq c$. The asymptotic form of the function $g(u)=k \psi(a, u)+\psi_{x}(a, u)$ that also occurs in (2.10) can be deduced at once from the above formulas for $\psi$, from which it follows that

$$
\begin{equation*}
g(u)=i\left(\frac{2 u}{\pi}\right)^{1 / 2} \exp \left[u \log \left(\frac{2 u}{h e}\right)-u a-\frac{1}{2} i \nu \pi\right]\left[1+O\left(u^{-1}\right)\right] \tag{2.14}
\end{equation*}
$$

as $u \rightarrow \infty$ in $\operatorname{Re}(u) \geqq c$. The asymptotic behavior of the function $\phi(x, u)$ also present in (2.10) is given by (2.4), and on combining this formula with (2.13) and (2.14) we find that

$$
\begin{equation*}
\frac{u \phi(x, u) \psi(t, u)}{g(u)}=-\frac{1}{2} e^{u(x-t)}-\frac{1}{2} e^{u(2 a-x-t)}+h(u, x, t) \tag{2.15}
\end{equation*}
$$

where $h(u, x, t)=O\left[u^{-1} e^{u(x-t)}\right]$ as $u \rightarrow \infty$ in $\operatorname{Re}(u) \geqq c$, uniformly on finite $x$ and $t$ intervals. Since $\phi(x, u), \psi(t, u), g(u)$ are analytic functions of $u$, the function $h(u, x, t)$ is also analytic except for simple poles at the zeros $p_{n}$ of $g(u)$.

On inserting (2.15) into the integral on the right-hand side of (2.10) we obtain

$$
\begin{align*}
\int_{L(R)} \frac{u \phi(x, u) F(u) d u}{g(u)}=-\frac{1}{2} & \int_{L(R)} e^{u x} d u \int_{a}^{\infty} e^{-u t} f(t) d t \\
& -\frac{1}{2} \int_{L(R)} e^{u(2 a-x)} d u \int_{a}^{\infty} e^{-u t} f(t) d t  \tag{2.16}\\
& +\int_{a}^{\infty} f(t) d t \int_{L(R)} h(u, x, t) d u
\end{align*}
$$

after inverting the order of integration in the first and second repeated integrals on the right-hand side of (2.16). This process is again justified for finite values of $R$ by absolute convergence since on writing $e^{-c t} f=e^{-(c-\lambda) t} \cdot e^{-\lambda t} f$, it is found after using the Schwarz inequality that $e^{-\lambda t} f \in L^{2}(a, \infty)$ implies $e^{-c t} f \in L(a, \infty)$.

Now by the Mellin inversion theorem [6], since $x>a$ we find that

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \int_{c-i R}^{c+i R} e^{u x} d u \int_{a}^{\infty} e^{-u t} f(t) d t=2 i \pi f(x) \tag{2.17}
\end{equation*}
$$

while by the same theorem, the second term on the right-hand side of (2.16) tends to zero as $R \rightarrow \infty$ since $2 a-x<a$ therein. Hence, on proceeding to the limit as $R \rightarrow \infty$ in (2.16), we obtain

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \int_{L(R)} \frac{u \phi(x, u) F(u) d u}{g(u)}=-i \pi f(x)+\lim _{R \rightarrow \infty} \int_{a}^{\infty} f(t) d t \int_{L(R)} h(u, x, t) d u . \tag{2.18}
\end{equation*}
$$

To complete the proof of (2.5) of the theorem it is necessary to verify that

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \int_{a}^{\infty} f(t) d t \int_{L(R)} h(u, x, t) d u=0 . \tag{2.19}
\end{equation*}
$$

To obtain this result it will first be shown that

$$
\begin{equation*}
\int_{L(R)}[h(u, x, t)-h(u, t, x)] d u=O\left(R^{-1}\right) \tag{2.20}
\end{equation*}
$$

as $R \rightarrow \infty$, uniformly for any bounded interval of values of $t$. This result will be established with the aid of Cauchy's theorem and for this purpose we need some properties of the function $h(u, x, t)-h(u, t, x)$, which by (2.15) is given by

$$
\begin{equation*}
h(u, x, t)-h(u, t, x)=\sinh u(x-t)+u j(u, x, t) \tag{2.21}
\end{equation*}
$$

where

$$
j(u, x, t)=[\phi(x, u) \psi(t, u)-\phi(t, u) \psi(x, u)] / g(u) .
$$

It is shown in the argument that follows that the function on the left-hand side of (2.21) is an odd function of $u$ that is $O\left(u^{-1} e^{u|x-t|}\right)$ as $u \rightarrow \infty$ throughout the complex $u$-plane. The function $j(u, x, t)$, regarded as a function of $x$, satisfies the basic equation (1.1) and automatically vanishes at the value $x=t$. Furthermore, the derivative of this function with respect to $x$, also evaluated at $x=t$, equals $-W(\phi, \psi) / g(u)$, where $W(\phi, \psi)$ denotes the Wronskian. Since this Wronskian equals $k \psi(a, u)+\psi_{x}(a, u)$, its value at $x=a$, and this by (2.2) equals $g(u)$, it follows that $j(u, x, t)$ is the solution of (1.1) defined by the initial values $j(u, t, t)=0, j_{x}(u, t, t)=-1$. Therefore $j(u, x, t)$ is an entire function of $u^{2}$, that is, an even entire function of $u$ and, in addition [7, p. 10],

$$
j(u, x, t)=-u^{-1} \sinh u(x-t)+O\left(u^{-2} \mathrm{e}^{u|x-t|}\right)
$$

as $u \rightarrow \infty$ throughout the $u$-plane, uniformly for any bounded intervals of values of $x$ and $t$. It follows from (2.21) that the function $h(u, x, t)-h(u, t, x)$ is, as stated, an odd function of $u$ that is entire and that is $O\left(u^{-1} e^{u|x-t|}\right)$ as $u \rightarrow \infty$ uniformly on any bounded interval of values of $t$.

Equation (2.20) may now be obtained by integrating the function $h(u, x, t)-$ $h(u, t, x)$ around the boundary of the rectangle $0 \leqq \operatorname{Re}(u) \leqq c,-R \leqq \operatorname{Im}(u) \leqq R$. Since this function is odd in $u$ the contribution from the line joining the points $\pm i R$ vanishes while the stated asymptotic bound on this function shows that the contributions from the top and bottom sides of the rectangle are each $O\left(R^{-1}\right)$. This leaves the contribution from the remaining side $L(R)$ as $O\left(R^{-1}\right)$, as stated in (2.20), since by Cauchy's theorem the sum of the integrals around all four sides is zero.

We may now return to the proof of (2.19). The integral present in the latter equation will be expressed as the sum of two integrals, obtained by dividing the $t$-interval into the parts $(a, x)$ and $(x, \infty)$, and it will be shown that both of these integrals tend to zero as $R \rightarrow \infty$.

We consider first the integral

$$
\begin{equation*}
\int_{a}^{x} f(t) d t \int_{L(R)} h(u, x, t) d u . \tag{2.22}
\end{equation*}
$$

According to the relation (2.20) the expression (2.22) may be rewritten as the integral

$$
\begin{equation*}
\int_{a}^{x} f(t) d t \int_{L(R)} h(u, t, x) d u+O\left(R^{-1}\right) \tag{2.23}
\end{equation*}
$$

An estimate of the inner integral, the one along the path $L(R)$, occurring in this expression can be obtained by deforming the path onto the semicircle drawn to the right of $L(R)$ and having this line as diameter. On this semicircle

$$
h(u, t, x)=O\left[R^{-1} e^{-(x-t) R \cos \theta}\right]
$$

so that

$$
\begin{align*}
\left|\int_{L(R)} h(u, t, x) d u\right| & \leqq \int_{-\pi / 2}^{\pi / 2} e^{-(x-t) R \cos \theta} d \theta \\
& \leqq \begin{cases}\pi R^{-1}(x-t)^{-1}, & a \leqq t<x \\
\pi, & a \leqq t \leqq x\end{cases} \tag{2.24}
\end{align*}
$$

In view of the fact that the first of the two bounds on the right-hand side of (2.24) is not suitable in the vicinity of the value $t=x$, we subdivide the $t$-integration in (2.23) into the parts $\left(a, x-R^{-1 / 2}\right)$ and $\left(x-R^{-1 / 2}, x\right)$, applying the first bound to the first subinterval and the second bound to the second subinterval. It is then found that the modulus of (2.23) is not greater than the quantity

$$
\begin{equation*}
\pi R^{-1} \int_{a}^{x-R^{-1 / 2}}|f(t)|(x-t)^{-1} d t+\pi \int_{x-R^{-1 / 2}}^{x}|f(t)| d t+O\left(R^{-1}\right) \tag{2.25}
\end{equation*}
$$

Both integrals here are $O\left(R^{-1 / 2}\right)$ since $(x-t)^{-1} \leqq R^{1 / 2}$ in the first integral and the domain of integration in the second integral is of length $R^{-1 / 2}$. Therefore all three terms appearing in (2.25) tend to zero as $R \rightarrow \infty$.

We consider next the integral

$$
\begin{equation*}
\int_{x}^{\infty} f(t) d t \int_{L(R)} h(u, x, t) d u \tag{2.26}
\end{equation*}
$$

To treat this integral, the interval $(x, \infty)$ is decomposed into the parts $\left(x, x_{0}\right)$ and $\left(x_{0}, \infty\right)$, where $x_{0}$ is chosen greater than $x$ and large enough to ensure that

$$
\begin{equation*}
\left(\int_{x_{0}}^{\infty} e^{-2 \lambda t}|f(t)|^{2} d t\right)<\varepsilon \tag{2.27}
\end{equation*}
$$

where $\varepsilon$ is arbitrarily small and positive.
The contribution of the interval ( $x, x_{0}$ ) to the value of the integral (2.26) is the integral

$$
\begin{equation*}
\int_{x}^{x_{0}} f(t) d t \int_{L(R)} h(u, x, t) d u \tag{2.28}
\end{equation*}
$$

Since $h(u, x, t)=O\left[u^{-1} e^{u(x-t)}\right]$, where now $t \geqq x$, and this tends to zero as $u \rightarrow \infty$ in the region on the right-hand side of $\operatorname{Re}(u)=c$, it can be seen on following an argument similar to that used to discuss the integral (2.22) that the integral (2.28) also tends to zero as $R \rightarrow \infty$.

To complete the analysis of (2.26) it will now be proved that

$$
\begin{equation*}
\left|\int_{x_{0}}^{\infty} f(t) d t \int_{L(R)} h(u, x, t) d u\right| \leqq M \varepsilon \tag{2.29}
\end{equation*}
$$

where $M$ is a constant, and $R$ large enough. In view of the definition (2.15) of the function $h(u, x, t)$, the integral present in (2.29) is equal to the sum

$$
\begin{align*}
& \frac{1}{2} \int_{x_{0}}^{\infty} f(t) d t \int_{L(R)} e^{u(x-t)} d u+\frac{1}{2} \int_{x_{0}}^{\infty} f(t) d t \int_{L(R)} e^{u(2 a-x-t)} d u \\
& \quad+\int_{x_{0}}^{\infty} f(t) d t \int_{L(R)} \frac{u \phi(x, u) \psi(t, u) d u}{g(u)} \tag{2.30}
\end{align*}
$$

The first two repeated integrals appearing in (2.30) are similar to those on the right-hand side of (2.16) and vanish as $R \rightarrow \infty$, as is seen on reversing the order of integration and applying the Mellin inversion theorem, since $x$ and $2 a-x$ both lie outside the interval of integration $\left(x_{0}, \infty\right)$ in (2.30).

The third double integral present in (2.30) may be shown to be $O(\varepsilon)$ by deforming the path $L(R)$ onto the rays $W(R)$ and the circular arcs $C(R)$ depicted in Fig. 1. The rays are defined by $u=c+s e^{ \pm i \theta_{0}}$ where $s$ varies from zero to $R$ and $\theta_{0}$ is an acute angle, and the arcs connecting the extremities of $L(R)$ and $W(R)$ are of radius $R$. On replacing $L(R)$ by $W(R)$ and $C(R)$, the double integral in question is replaced by

$$
\begin{equation*}
\int_{W(R)} \frac{u \phi(x, u) d u}{g(u)} \int_{x_{0}}^{\infty} f(t) \psi(t, u) d t+\int_{C(R)} \frac{u \phi(x, u) d u}{g(u)} \int_{x_{0}}^{\infty} f(t) \psi(t, u) d t \tag{2.31}
\end{equation*}
$$

after reversing the orders of integration in both repeated integrals, a process that is permissible since it will be apparent in the course of the argument that follows that both integrals are absolutely convergent. The inner integrals present in (2.31) are estimated by means of the Schwarz inequality, which, by analogy with (2.7), shows in view of (A9) with $\lambda$ replaced by $2 \lambda$ therein that

$$
\int_{x_{0}}^{\infty}|f(t) \psi(t, u)| d t \leqq \frac{\varepsilon\left(u_{1}\right)^{1 / 2} e^{\lambda a}\left|u \psi\left(x_{0}, u\right)-\psi_{x}\left(x_{0}, u\right)\right|}{4\left(u_{1}^{2}-\lambda^{2}\right)^{1 / 2}\left(u_{2}^{2}+\lambda^{2}\right)^{1 / 2}} .
$$



Fig. 1. Complex u-plane.

On using this result together with (2.4), (2.13), and (2.14) to estimate the values of $\phi$, $\psi, g(u)$ for large values of $u$, it is found that

$$
\begin{align*}
\left|\frac{u \phi(x, u)}{g(u)} \int_{x_{0}}^{\infty}\right| f(t) \psi(t, u)|d t| & \leqq \frac{\varepsilon u_{1}^{1 / 2} e^{\lambda a}\left|u e^{-u\left(x_{0}-x\right)}\right|}{2\left(u_{1}^{2}-\lambda^{2}\right)^{1 / 2}\left(u_{2}^{2}+\lambda^{2}\right)^{1 / 2}} \\
& \leqq \frac{\varepsilon \exp \left(\lambda a-\left(x_{0}-x\right) R \cos \theta\right)}{2(c-\lambda)^{1 / 2} \sin \theta} \tag{2.32}
\end{align*}
$$

since $u_{1}^{2}-\lambda^{2}=\left(u_{1}-\lambda\right)\left(u_{1}+\lambda\right) \geqq(c-\lambda) u_{1}$.
The expression (2.32) is integrable along the path $W(R)$ so that the first repeated integral in (2.31) exists as $R \rightarrow \infty$ and is clearly $O(\varepsilon)$. The use of the bound (2.32) on the arcs $C(R)$ shows that the second repeated integral in (2.31) does not exceed the quantity

$$
\frac{\varepsilon R e^{\lambda a}}{2(c-\lambda)^{1 / 2} \sin \theta_{0}} \int_{\theta_{0}}^{\pi / 2} e^{-\left(x_{0}-x\right) R \cos \theta} d \theta
$$

It is readily shown that the integral appearing in this expression is $O\left(R^{-1}\right)$ so that the whole expression is $O(\varepsilon)$ for arbitrarily large values of $R$. It follows that both of the repeated integrals in (2.31) are $O(\varepsilon)$ and so the same is true of the third such integral in (2.30). Since the other two integrals in (2.30) tend to zero as $R \rightarrow \infty$, the result (2.29) follows for large enough values of $R$. Since (2.22) and (2.28) tend to zero as $R \rightarrow \infty$, the result (2.19) follows on adding all three integrals (2.22), (2.28), and (2.29). Finally, as a consequence of $(2.19),(2.18)$ reduces to the inversion formula stated in the theorem.
3. The eigenfunction expansion. An explicit expansion in eigenfunctions can be deduced from (2.5) by deforming the path of integration onto the imaginary axis and taking the residues at the poles traversed. Since the functions $\phi(x, u), \psi(x, u)$, and therefore $F(u), g(u)$, are even functions of $u$, the integral taken along the entire imaginary axis vanishes, leaving the contributions from the residues at the zeros of $g(u)$. Since at such a zero the function $\phi(x, u)$ defined by (2.1) reduces to $\frac{1}{4} i \pi g_{1}(u) \psi(x, u)$, we find on calculating the residues the expansion

$$
\begin{equation*}
f(x)=-\frac{1}{2} i \pi \sum_{n=1}^{\infty} \frac{p_{n} g_{1}\left(p_{n}\right) \psi\left(x, p_{n}\right) F\left(p_{n}\right)}{g^{\prime}\left(p_{n}\right)} \tag{3.1}
\end{equation*}
$$

where the summation extends over all of the zeros $p_{n}$ of $g(u)$ that lie in the first quadrant of the complex $u$-plane.

To justify the procedure it will be assumed that $f \in L^{2}(a, \infty)$ and we revert to (2.5) rewritten in the form

$$
\begin{equation*}
f(x)=-\frac{1}{i \pi} \lim _{R \rightarrow \infty} \int_{c-i R}^{c+i R} \frac{u \phi(x, u) F(u) d u}{g(u)} \tag{3.2}
\end{equation*}
$$

We now apply Cauchy's theorem to the rectangle $0 \leqq \operatorname{Re}(u) \leqq c,-R \leqq \operatorname{Im}(u) \leqq R$, where $R$ is chosen so that the top side of the rectangle passes between consecutive poles of the integrand. To achieve this the quantity $R$ will be allowed to tend to infinity through the sequence of values $R_{n}$ defined by $R_{n} \log \left(2 R_{n} / h e\right)-a R_{n}=n$, where $n$ is an integer that tends to infinity. With this choice the sides of the rectangle will, by (A15), avoid the poles. In addition, we note that the quantity $B$, introduced in (2.11) with $x$ set equal to $a$ therein, will be such that $B \sim\left(n+\frac{1}{4}\right) \pi$ as $n \rightarrow \infty$. We now verify
that the integrals along the top and bottom sides vanish in the limit as $R \rightarrow \infty$. The integral along the top side is equal to

$$
\begin{equation*}
J=\int_{0}^{c} \frac{u \phi(x, u) d u_{1}}{g(u)} \int_{a}^{\infty} f(t) \psi(t, u) d t . \tag{3.3}
\end{equation*}
$$

We again divide the integration with respect to $t$ into the parts $\left(a, x_{0}\right),\left(x_{0}, \infty\right)$ where $x_{0}$ is chosen to satisfy (2.27) with $\lambda$ set equal to zero therein, and write $J=J_{1}+J_{2}$ where

$$
\begin{align*}
& J_{1}=\int_{0}^{c} \frac{u \phi(x, u) d u_{1}}{g(u)} \int_{a}^{x_{0}} f(t) \psi(t, u) d t,  \tag{3.4}\\
& J_{2}=\int_{0}^{c} \frac{u \phi(x, u) d u_{1}}{g(u)} \int_{x_{0}}^{\infty} f(t) \psi(t, u) d t . \tag{3.5}
\end{align*}
$$

First we consider $J_{2}$. On applying the Schwarz inequality to the $t$-integral in $J_{2}$, we find that

$$
\int_{x_{0}}^{\infty}|f(t) \psi(t, u)| d t \leqq \varepsilon\left(\int_{x_{0}}^{\infty}|\psi|^{2} d x\right)^{1 / 2} \leqq \varepsilon\|\psi\|
$$

where $\|\psi\|$ denotes the norm based on the interval $(a, \infty)$ and is obtainable from (A12). On estimating the values of $\psi(a, u), \psi_{x}(a, u)$ appearing in (A12) with the aid of (1.8) and (1.11) we find since $B \sim\left(n+\frac{1}{4}\right) \pi$ that

$$
\begin{array}{r}
\int_{x_{0}}^{\infty}|f(t) \psi(t, u)| d t \leqq \varepsilon\left(\frac{2}{\pi R u_{1}}\right)^{1 / 2}\left|\exp \left(\frac{1}{2} i(u-\nu) \pi\right)\right|  \tag{3.6}\\
\cdot\left[1+\sinh 2 A+O\left(u^{-1} e^{A}\right)\right]^{1 / 2}
\end{array}
$$

Similarly, we find that

$$
\begin{equation*}
|g(u)| \sim 2\left|\frac{u}{\pi}\right|^{1 / 2}\left|\exp \left(\frac{1}{2} i(u-\nu) \pi\right)\right| \cdot\left[\cosh 2 A+O\left(u^{-1} e^{A}\right)\right]^{1 / 2} \tag{3.7}
\end{equation*}
$$

It follows from (3.6) and (3.7) that

$$
\left|\frac{1}{g(u)} \int_{x_{0}}^{\infty} f(t) \psi(t, u) d t\right| \leqq \varepsilon\left|\frac{1}{2} R u u_{1}\right|^{-1 / 2}=\varepsilon\left(\frac{1}{2} R u_{1}\right)^{-1 / 2}\left(R^{2}+u_{1}^{2}\right)^{-1 / 4} .
$$

On taking the modulus of (3.5) and using the above result and the fact that $\phi(x, u)$ is, by (2.4), bounded in the strip $0 \leqq \operatorname{Re}(u) \leqq c$, it follows that

$$
\begin{equation*}
\left|J_{2}\right| \leqq M \varepsilon\left(\frac{2}{R}\right)^{1 / 2} \int_{0}^{c} u_{1}^{-1 / 2}\left(R^{2}+u_{1}^{2}\right)^{1 / 4} d u_{1} \tag{3.8}
\end{equation*}
$$

where $M$ is a constant. On taking $u_{1} / R$ as new variable of integration in (3.8), it is seen that the integral appearing in the latter equation is $O\left(R^{1 / 2}\right)$ as $R \rightarrow \infty$ so that $\left|J_{2}\right| \leqq M^{\prime} \varepsilon$, where $M^{\prime}$ is a further constant, independent of $R$.

We now turn our attention to the quantity $J_{1}$ defined by (3.4) and which, by (2.15), may be written as

$$
\begin{equation*}
J_{1}=\int_{a}^{x_{0}} f(t) d t \int_{0}^{c}\left[h(u, x, t)-\frac{1}{2} e^{u(x-t)}-\frac{1}{2} e^{u(2 a-x-t)}\right] d u_{1} . \tag{3.9}
\end{equation*}
$$

Since $h=O\left(u^{-1} e^{u(x-t)}\right)$ and this is simply $O\left(R^{-1}\right)$ uniformly in $t$, since $u=u_{1}+i R$ on the path of integration, the contribution of the function $h(u, x, t)$ to the value of the repeated integral on the right-hand side of (3.9) is $O\left(R^{-1}\right)$. In regard to the first
exponential term on the right-hand side of (3.9), we find on carrying out the integration with respect to $u_{1}$, that the contribution of this term equals the integral

$$
\int_{a}^{x_{0}}\left[e^{c(x-t)}-1\right](x-t)^{-1} e^{i R(x-t)} f(t) d t
$$

This integral tends to zero as $R \rightarrow \infty$ by the Riemann-Lebesgue lemma. A similar argument reveals that the contribution of the second exponential term present on the right-hand side of (3.9) vanishes in the limit as $R \rightarrow \infty$. Thus as $R \rightarrow \infty, J_{1} \rightarrow 0$ and $J \rightarrow J_{2}$, which is arbitrarily small so that $J \rightarrow 0$ as $R \rightarrow \infty$. Therefore the integral along the top side vanishes in the limit as this side recedes to infinity. A similar result holds for the integral along the bottom side of the rectangle, and this justifies the derivation of the expansion (3.1).

Appendix. In this Appendix the bounds on $\left\|e^{\lambda t} \psi(t, u)\right\|$ utilized in $\S 2$ are derived. In addition some properties of the zeros of the function $g(u)$ are established. The required bounds may be obtained from the differential equation (1.1) by multiplying the latter by $e^{\lambda x} \bar{y}$, where $\bar{y}$ denotes the complex conjugate of $y$ and $\lambda \geqq 0$, and integrating by parts, this leads to

$$
\begin{align*}
& \int_{a}^{\infty} e^{\lambda x}\left(u^{2}+2 h^{2} \cosh 2 x\right)|y|^{2} d x \\
& \quad=-e^{\lambda a} \bar{y}(a) y_{x}(a)-\lambda \int_{a}^{\infty} e^{\lambda x} \bar{y} y_{x} d x-\int_{a}^{\infty} e^{\lambda x}\left|y_{x}\right|^{2} d x . \tag{A1}
\end{align*}
$$

Further relations may be obtained by noting that $2 \operatorname{Re}\left(y_{x} \bar{y}_{x x}\right)=y_{x} \bar{y}_{x x}+\bar{y}_{x} y_{x x}$ so that

$$
\begin{equation*}
2 \operatorname{Re} \int_{a}^{\infty} e^{\lambda x} y_{x} \bar{y}_{x x} d x=-e^{\lambda a}\left|y_{x}(a)\right|^{2}-\lambda \int_{a}^{\infty} e^{\lambda x}\left|y_{x}\right|^{2} d x \tag{A2}
\end{equation*}
$$

Similarly, we find that

$$
\begin{equation*}
2 \operatorname{Re} \int_{a}^{\infty} e^{\lambda x} \bar{y} y_{x} d x=-e^{\lambda a}|y(a)|^{2}-\lambda \int_{a}^{\infty} e^{\lambda x}|y|^{2} d x \tag{A3}
\end{equation*}
$$

$$
2 \operatorname{Re} \int_{a}^{\infty} e^{\lambda x} \cosh 2 x \bar{y} y_{x} d x
$$

$$
=-e^{\lambda a} \cosh 2 a|y(a)|^{2}-\int_{a}^{\infty} e^{\lambda x}(\lambda \cosh 2 x+2 \sinh 2 x)|y|^{2} d x
$$

Setting $\bar{y}_{x x}=\left(\bar{u}^{2}+2 h^{2} \cosh 2 x\right) \bar{y}$ in (A2), we obtain

$$
\begin{equation*}
2 \operatorname{Re} \int_{a}^{\infty} e^{\lambda x}\left(\bar{u}^{2}+2 h^{2} \cosh 2 x\right) \bar{y} y_{x} d x=-e^{\lambda a}\left|y_{x}(a)\right|^{2}-\lambda \int_{a}^{\infty} e^{\lambda x}\left|y_{x}\right|^{2} d x \tag{A5}
\end{equation*}
$$

Eliminating the integral involving the term $e^{\lambda x} \cosh 2 x \bar{y} y_{x}$ between (A4) and (A5) yields

$$
\begin{align*}
& 2\left(u_{1}^{2}-u_{2}^{2}\right) \operatorname{Re} \int_{a}^{\infty} e^{\lambda x} \bar{y} y_{x} d x+4 u_{1} u_{2} \operatorname{Im} \int_{a}^{\infty} e^{\lambda x} \bar{y} y_{x} d x \\
&=-e^{\lambda a}\left|y_{x}(a)\right|^{2}+2 h^{2} e^{\lambda a} \cosh 2 a|y(a)|^{2}-\lambda \int_{a}^{\infty} e^{\lambda x}\left|y_{x}\right|^{2} d x  \tag{A6}\\
&+2 h^{2} \int_{a}^{\infty} e^{\lambda x}(\lambda \cosh 2 x+2 \sinh 2 x)|y|^{2} d x .
\end{align*}
$$

On extracting the imaginary parts, it follows from (A1) that

$$
\begin{equation*}
\lambda \operatorname{Im} \int_{a}^{\infty} e^{\lambda x} \bar{y} y_{x} d x=-e^{\lambda a} \operatorname{Im} \bar{y}(a) y_{x}(a)-2 u_{1} u_{2} \int_{a}^{\infty} e^{\lambda x}|y|^{2} d x \tag{A7}
\end{equation*}
$$

On taking the real part of equation (A1) and then eliminating the integrals involving the terms $\operatorname{Re} \bar{y} y_{x}, \operatorname{Im} \bar{y} y_{x}$, and $\left|y_{x}\right|^{2}$ that occur in (A1), (A3), (A6), and (A7), after some reduction we find

$$
\begin{align*}
& \left(u_{1}^{2}-\frac{1}{4} \lambda^{2}\right)\left(u_{2}^{2}+\frac{1}{4} \lambda^{2}\right) \int_{a}^{\infty} e^{\lambda x}|y|^{2} d x+\lambda h^{2} \int^{\infty} e^{\lambda x}(\lambda \cosh 2 x+\sinh 2 x)|y|^{2} d x \\
& \text { 8) }=\frac{1}{8} \lambda e^{\lambda a}\left[\left(u_{2}^{2}-u_{1}^{2}+\frac{1}{2} \lambda^{2}-2 h^{2} \cosh 2 a\right)|y(a)|^{2}+\left|y_{x}(a)\right|^{2}-\lambda \operatorname{Re} y(a) \bar{y}_{x}(a)\right]  \tag{A8}\\
& +\frac{1}{2} u_{1} u_{2} e^{\lambda a} \operatorname{Im} y(a) \bar{y}_{x}(a) .
\end{align*}
$$

The function $y$ present in this equation is now taken to be the basic solution $\psi(x, u)$ introduced in § 1. To obtain a simple expression for the desired bound on the quantity $\left\|e^{\lambda x} \psi(x, u)\right\|$, first we consider large values of $u$. For such values we may employ (1.8) to show that

$$
\operatorname{Re} \psi(x, u) \bar{\psi}_{x}(x, u)=-\frac{4}{\pi}\left|e^{i(u-v) \pi}\right|\left[\cos \theta \sinh 2 A-\sin \theta \sin 2 B+O\left(u^{-1} e^{A}\right)\right] .
$$

The expression on the right-hand side of this equation is negative for (large) values of $u$ in the domain $\operatorname{Re}(u) \geqq c>0$ since, by (2.12), $A$ is large and positive there. Suppose now that we confine attention to the halfplane $u_{1} \geqq \frac{1}{2} \lambda$; then, replacing $\lambda$ by $2 u_{1}$ in all of the terms appearing in the expression on the right-hand side of (A8) except the exponential ones, we show that the magnitude of this expression does not exceed that of the quantity

$$
\begin{aligned}
& \frac{1}{4} u_{1} e^{\lambda a}\left[\left(u_{2}^{2}+u_{1}^{2}\right)|\psi(a)|^{2}+\left|\psi_{x}(a)\right|^{2}-2 u_{1} \operatorname{Re} \psi(a) \bar{\psi}_{x}(a)+2 u_{2} \operatorname{Im} \psi(a) \bar{\psi}_{x}(a)\right] \\
& \quad=\frac{1}{4} u_{1} e^{\lambda a}\left|u \psi(a)-\psi_{x}(a)\right|^{2}
\end{aligned}
$$

where $\psi(a), \psi_{x}(a)$ denote $\psi(a, u), \psi_{x}(a, u)$, respectively. Equation (A8) now gives the inequality

$$
\begin{equation*}
\left(u_{1}^{2}-\frac{1}{4} \lambda^{2}\right)\left(u_{2}^{2}+\frac{1}{4} \lambda^{2}\right) \int_{a}^{\infty} e^{\lambda x}|\psi|^{2} d x \leqq \frac{1}{4} u_{1} e^{\lambda a}\left|u \psi(a)-\psi_{x}(a)\right|^{2} \tag{A9}
\end{equation*}
$$

This bound holds whenever $u$ is large and $\operatorname{Re}(u)>\frac{1}{2} \lambda$. If $u$ is not large, the bound (A9) still holds, by the method of derivation, at those parts of the halfplane $\operatorname{Re}(u)>\frac{1}{2} \lambda$ where the quantity $\operatorname{Re} \psi(a, u) \bar{\psi}_{x}(a, u)$ is negative. If this quantity is positive a slightly different bound applies, for then it is clear that the expression on the right-hand side of (A8) does not exceed the quantity

$$
\begin{aligned}
& \frac{1}{4} u_{1} e^{\lambda a}\left[\left(u_{2}^{2}+u_{1}^{2}\right)|\psi(a)|^{2}+\left|\psi_{x}(a)\right|^{2}+2 u_{1} \operatorname{Re} \psi(a) \bar{\psi}_{x}(a)+2 u_{2} \operatorname{Im} \psi(a) \bar{\psi}_{x}(a)\right] \\
& \quad=\frac{1}{4} u_{1} e^{\lambda a}\left|\bar{u} \psi(a)+\psi_{x}(a)\right|^{2}
\end{aligned}
$$

so that, in this case,

$$
\begin{equation*}
\left(u_{1}^{2}-\frac{1}{4} \lambda^{2}\right)\left(u_{2}^{2}+\frac{1}{4} \lambda^{2}\right) \int_{a}^{\infty} e^{\lambda x}|\psi|^{2} d x \leqq \frac{1}{4} u_{1} e^{\lambda a}\left|\bar{u} \psi(a)+\psi_{x}(a)\right|^{2} . \tag{A10}
\end{equation*}
$$

It follows from (A9) and (A10) that

$$
\begin{equation*}
\left(u_{1}^{2}-\frac{1}{4} \lambda^{2}\right)\left(u_{2}^{2}+\frac{1}{4} \lambda^{2}\right) \int_{a}^{\infty} e^{\lambda x}|\psi|^{2} d x \leqq \frac{1}{4} u_{1} e^{\lambda a}\left(|u \psi(a)|+\left|\psi_{x}(a)\right|\right)^{2} \tag{A11}
\end{equation*}
$$

This inequality holds throughout the halfplane $\operatorname{Re}(u)>\frac{1}{2} \lambda$, and on replacing $\lambda$ by $2 \lambda$ we obtain the result (2.9) used earlier.

The properties of the zeros of the function $g(u)$ may be deduced in the following manner, starting with (A7). This equation holds for all real values of $\lambda$, and on setting $\lambda=0$ it reduces, when $y$ is replaced by $\psi$, to

$$
\begin{equation*}
2 u_{1} u_{2} \int_{a}^{\infty}|\psi|^{2} d x=-\operatorname{Im} \bar{\psi}(a, u) \psi_{x}(a, u) \tag{A12}
\end{equation*}
$$

If $u$ is a zero of the function $g(u)=k \psi(a, u)+\psi_{x}(a, u)$, (A12) takes the form

$$
2 u_{1} u_{2} \int_{a}^{\infty}|\psi|^{2} d x=\operatorname{Im} k|\psi(a, u)|^{2}
$$

It follows at once from this equation that the product $u_{1} u_{2}$ has the same sign as $\operatorname{Im}(k)$ and cannot vanish unless $k$ is real. Thus if $\operatorname{Im}(k) \neq 0$ there can be no real and no purely imaginary zeros. If $\operatorname{Im}(k)$ is positive, so is $u_{1} u_{2}$, and the zeros are confined to the first and third quadrants of the $u$-plane. However, if $\operatorname{Im}(k)$ is negative, the zeros must be positioned in the second and fourth quadrants.

We now consider the location of the large zeros and for this purpose suppose, as in the paper, that $\operatorname{Im}(k)>0$ in which case the zeros lie in the first and third quadrants of the complex $u$-plane. Those zeros of large magnitude that are located in the first quadrant may be obtained by substituting the asymptotic formulas (1.8) and (1.10) into $g(u)=k \psi(a, u)+\psi_{x}(a, u)$ and equating the result to zero. This leads to the equation

$$
u \log \left(\frac{2 u}{h e}\right)-u a-\frac{1}{2} i u \pi-\frac{1}{4} i \pi=\operatorname{in} \pi+O\left(u^{-1}\right)
$$

where $n$ is a large enough positive integer. On setting $u=r_{n} e^{i \theta_{n}}$ and separating real and imaginary parts, we find

$$
\begin{align*}
& r_{n} \cos \theta_{n}\left[\log \left(\frac{2 r_{n}}{h e}\right)-a\right]+\left(\frac{\pi}{2}-\theta_{n}\right) r_{n} \sin \theta_{n}=O\left(r_{n}^{-1}\right),  \tag{A13}\\
& r_{n} \sin \theta_{n}\left[\log \left(\frac{2 r_{n}}{h e}\right)-a\right]-\left(\frac{\pi}{2}-\theta_{n}\right) r_{n} \cos \theta_{n}=\left(n+\frac{1}{4}\right) \pi+O\left(r_{n}^{-1}\right) \tag{A14}
\end{align*}
$$

Since there are no real and no purely imaginary zeros, the values $\theta_{n}=0, \pi / 2$ are ruled out. Therefore both terms on the left-hand side of (A13) are positive and each must tend to zero as $r_{n} \rightarrow \infty$. Thus $r_{n} \cos \theta_{n}\left[\log \left(2 r_{n} / h e\right)-a\right] \rightarrow 0$ as $r_{n} \rightarrow \infty$, implying that $r_{n} \cos \theta_{n} \rightarrow 0$, that is, the zeros of successively larger and larger magnitudes approach the imaginary axis. It also follows that $\theta_{n} \rightarrow \pi / 2$ as $n \rightarrow \infty$, and on using these results in (A13) and (A14) we obtain the approximate equations

$$
\begin{align*}
& r_{n}\left[\log \left(\frac{2 r_{n}}{h e}\right)-a\right] \sim\left(n+\frac{1}{4}\right) \pi+O\left(r_{n}^{-1}\right), \\
& \theta_{n} \sim \frac{1}{2} \pi+O\left(\frac{r_{n}^{-2}}{\log r_{n}}\right) . \tag{A15}
\end{align*}
$$
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# TRANSFORMATIONS OF THE JACOBIAN AMPLITUDE FUNCTION AND ITS CALCULATION VIA THE ARITHMETIC-GEOMETRIC MEAN* 
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#### Abstract

With the aid of the Poisson summation formula, expressions for the Jacobian amplitude function, am $(z ; m)$, along with the complete set of Jacobian elliptic functions are given that, aside from their branchpoints and poles, respectively, are convergent throughout the complex plane for arbitrary parameter $m$. By utilizing the expression for am $(z ; m)$, its periodicity properties are determined in each of the regions $m<0,0<m<1$, and $m>1$. Novel yet fundamental identities are presented describing various linear and quadratic transformations of the Jacobian amplitude function. Finally, that method based on the arithmetic-geometric mean and most widely employed for calculating the Jacobian elliptic functions is shown to be, when interpreted explicitly in terms of am $(z ; m)$ and its transformation properties, a method first and foremost for the calculation of the Jacobian amplitude and co-amplitude functions from which the elliptic functions themselves are subsequently evaluated by means of simple, trigonometric identities.
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1. Introduction. The most familiar of the twelve-member family of Jacobian elliptic functions (JEF) is the copolar trio

$$
\begin{align*}
& \operatorname{sn}(z ; m)=\sin [\operatorname{am}(z ; m)]=\frac{\Theta_{3}}{\Theta_{2}} \frac{\Theta_{1}\left(z / \Theta_{3}^{2} ; q\right)}{\Theta_{4}\left(z / \Theta_{3}^{2} ; q\right)}, \\
& c n(z ; m)=\cos [\operatorname{am}(z ; m)]=\frac{\Theta_{4}}{\Theta_{2}} \frac{\Theta_{2}\left(z / \Theta_{3}^{2} ; q\right)}{\Theta_{4}\left(z / \Theta_{3}^{2} ; q\right)},  \tag{1.1}\\
& d n(z ; m)=\frac{d}{d z} \operatorname{am}(z ; m)=\frac{\Theta_{4}}{\Theta_{3}} \frac{\Theta_{3}\left(z / \Theta_{3}^{2} ; q\right)}{\Theta_{4}\left(z / \Theta_{3}^{2} ; q\right)},
\end{align*}
$$

where $\mathrm{am}(z ; m)$ is the Jacobian amplitude function, $m$ is the Jacobian parameter ( $k=+m^{1 / 2}$ is the modulus), $q=\exp \left[-\pi K^{\prime}(m) / K(m)\right]$ is the nome with $K(m)$ and $K^{\prime}(m)=K(1-m)$ the Jacobian quarter periods, and $\Theta_{i}(z ; q), i=1, \cdots, 4$, are the theta functions with $\Theta_{i}$ denoting $\Theta_{i}(z=0 ; q)$. The remaining members of the JEF family can be defined directly either as reciprocals or ratios of these three functions or by adding to the argument $z$ one or both of the quarter periods, e.g., $\operatorname{cd}(z ; m)=$ $c n(z ; m) / d n(z ; m)=s n(z+K ; m)$. In what follows we will assume that the parameter $m$ is real but otherwise arbitrary while the variable $z=x+i y$ is, in general, arbitrary and complex. Comprehensive descriptions of elliptic functions and JEF in particular may be found in [8], [10], [20], and [23], while extensive compendia of the properties of JEF are given in [5], [13], [15], and [17]. In general, well-known identities involving JEF will be cited without specific reference since they may be found in any of the aforementioned works.

The canonical definitions of the JEF given by (1.1) represent two characteristically distinct approaches to the description of these functions. Historically, the JEF were first defined as inverses of elliptic integrals with the basis of this approach summarized

[^110]by the fundamental identity am $(z ; m)=F^{-1}(z ; m)$ where $F(z ; m)$ is the elliptic integral of the first kind (a historical account of the development of elliptic function theory is given by Alling [1]). However, the study of the JEF via the amplitude function is not and has never been the favored approach principally for the reason that, since am ( $z ; m$ ) is not itself an elliptic function, this approach could not effectively exploit the many general and powerful theorems for elliptic functions but would instead be forced to rely almost exclusively on "brute force" algebraic methods. With origins traceable to Jacobi's seminal work Fundamenta Nova [12], the preferred approach to the study of the JEF has been through the theta functions, which, of course, are entire functions with simple zeros. In modern texts on elliptic function theory (e.g., Chandrasekharan [8]), the function am ( $z ; m$ ) is ignored altogether.

To describe the amplitude function thus as one of the more obscure higher transcendental functions would be an understatement. The extent of its inconspicuousness is best illustrated with the example of the classical problem of the simple pendulum. The angular displacement $\Theta$ of a point mass $\mu$ constrained to swing in a vertical plane by a massless, rigid rod of length $R$ is described by the nonlinear equation (Whittaker [22])

$$
\begin{equation*}
\frac{d^{2} \Theta}{d t^{2}}+\frac{g}{R} \sin \Theta=0 \tag{1.2}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\frac{1}{2} \mu R^{2}\left[\frac{d \Theta}{d t}\right]^{2}+\mu g R(1-\cos \Theta)=E_{0} \tag{1.3}
\end{equation*}
$$

where the total energy $E_{0}$ is a constant. Note that (1.2) is also identical in form to the traveling wave, sine-Gordon equation. With the most general possible initial conditions of $\Theta=0$ and $d \Theta / d t=\left[2 E_{0} / \mu R^{2}\right]^{1 / 2}$ for $t=0$ (this choice places no restrictions on the value of $E_{0}$ ), the exact general solution to (1.2) and (1.3) is simply

$$
\begin{equation*}
\Theta(t)=2 \cdot \mathrm{am}\left[\left(\frac{g}{m R}\right)^{1 / 2} t ; m\right], \quad m=\frac{2 \mu g R}{E_{0}} \tag{1.4}
\end{equation*}
$$

a result that follows immediately from the identities $(d / d x) \mathrm{am}(x ; m)=d n(x ; m)$ and $(d / d x) d n(x ; m)=-(m / 2) \sin [2 \mathrm{am}(x ; m)]$. Despite the simplicity of this result, the explicit solution (1.4) has heretofore never been published even though dozens of texts and papers have treated the simple pendulum problem "exactly." Invariably, these "exact" treatments solve not explicitly for $\Theta(t)$ but rather for the variable $\sin (\Theta / 2)$ (see, e.g., Whittaker [22] and Alling [1]) and, furthermore, choose to either ignore entirely the rotating ( $m<1$ ) pendulum by adopting initial conditions that restrict the value of $m$ to $m>1$, or to treat the cases of $m<1$ and $m>1$ as distinct problems (the special case of $m=1$ is also often treated separately). The distinction, however, between $\Theta(t)$ and $\sin (\Theta / 2)$ is not a trivial one; the latter is a true doubly periodic function for all values of the parameter $m \neq 1$ whereas the amplitude function possesses a real period if and only if $m>1$, i.e., only the am $(z ; m)$ solution as given in (1.4) explicitly and unequivocally distinguishes between the oscillating ( $m>1$ ) and rotating ( $m<1$ ) pendulum solutions. In addition, it is important to note that (1.4) is a solution to the pendulum equation (1.2) for arbitrary values of $m$, i.e., it is solely the initial conditions that determine the specific value of the parameter $m$. Thus we have, from (1.4), that $\sin (\Theta / 2)=s n\left[(g / m R)^{1 / 2} t ; m\right]=k^{-1} s n\left[(g / R)^{1 / 2} t ; 1 / m\right]$, revealing that both cases of a parameter greater than 1 and less than 1 (as well as $m=1$ ) are succinctly and
completely delineated by the result in (1.4) and that, in contrast, the "traditional" division of this problem into two (or three) distinct cases is unnecessarily redundant.

In the following, utilizing a completely novel representation for am $(z ; m)$ that is convergent throughout the complex plane excepting only the logarithmic branchpoints of the function (hereafter the term "unrestricted representation" will be used to denote any representation of a function that is valid throughout the complex plane except at any isolated, singular points and/or branchpoints of the function), we examine its periodicity for all real values of $m$. We also present various linear and quadratic transformations of the amplitude function corresponding to, e.g., the complementary parameter transformation, the Landen and Gauss transformations, etc. Although the expression of these transformations in terms of the JEF are well known, the results presented here for am $(z ; m)$ are, with one exception, new results. As will be evident, the transformations for am ( $z ; m$ ) offer concise, straightforward representations for these transformations and, in certain cases, offer a simple representation for which the corresponding JEF transformation is considerably more complicated. An example of the latter is the ascending Landen transformation that takes a simple form for am ( $z ; m$ ) whereas the identities involving the JEF are algebraic. In addition, the formulae presented here offer further insight into the nature of these basic transformations beyond that associated strictly with the JEF formulae.

Principally for reasons of computational efficiency, the most widely used method for calculating the JEF (and elliptic integrals) is that based on the arithmetic-geometric mean along with various supplemental relations normally involving specific transformations directly related to the function to be evaluated (see the general articles by King [14], Carlson [6], and Milne-Thomson [17]). The term "arithmetic-geometric mean" will henceforth be understood to include whatever supplemental relations are used in conjunction with the arithmetic-geometric mean itself in the overall calculation of the specific function in question. The final section of this paper describes the method of the arithmetic-geometric mean explicitly in terms of the amplitude function and its transformation properties and will demonstrate that the method of the arithmeticgeometric mean is first and foremost a technique for the calculation NOT of the JEF but rather of am ( $z ; m$ ) directly (along with the "coam" function am ( $K-z ; m)$ ). It is emphasized that the intent of this section is not to define or present algorithms for the arithmetic-geometric mean as applied to the calculation of the JEF; there exist several excellent, comprehensive descriptions of this technique [1], [6], [7], [9], [14], [16], including strictly algebraic versions [6], [21], computer algorithms [4], [11], as well as versions permitting complex parameters [9]. Rather, we wish to show that the actual basis for this technique is best and most clearly described in terms of the transformation formulae for am $(z ; m)$ presented in the first parts of this paper.
2. Unrestricted representations for the Jacobian functions. The Fourier series for the functions $d n(z ; m)$ and am $(z ; m)$ may be written in the following form:

$$
\begin{align*}
d n(z ; m) & =\frac{\pi}{2 K}+\frac{2 \pi}{K} \sum_{n=1}^{\infty} \frac{q^{n}}{1+q^{2 n}} \cos \left(\frac{n \pi z}{K}\right) \\
& =\frac{\pi}{2 K} \sum_{n=-\infty}^{\infty} \operatorname{sech}\left[n \pi \frac{K^{\prime}}{K}\right] e^{i n \pi z / K} \tag{2.1}
\end{align*}
$$

and

$$
\begin{equation*}
\operatorname{am}(z ; m)=\int_{0}^{z} d n(z ; m) d z=\frac{\pi z}{2 K}+2 \sum_{n=1}^{\infty} \frac{1}{n} \frac{q^{n}}{1+q^{2 n}} \sin \left(\frac{n \pi z}{K}\right) . \tag{2.2}
\end{equation*}
$$

However, as a consequence of the fact that the variable $z$ and the summation index $n$ are cofactors in the Fourier series representations, these expressions are only valid throughout the restricted domain $|\operatorname{Im}(z / K)|<\operatorname{Im}\left(i K^{\prime} / K\right)$. For example, for $0<m<1$ where both $K$ and $K^{\prime}$ are real, these expressions are valid only in the infinite strip $|\operatorname{Im}(z)|<K^{\prime}(m)$. In addition, or rather as a result of this limitation, the Fourier series such as that given by (2.1) for $d n(z ; m)$ account explicitly only for the periodicity properties with respect to the quarter-period $K(m)$ and completely fail to describe the behavior with respect to the quarter-period $i K^{\prime}(m)$. To arrive at an unrestricted representation for $d n(z ; m)$, we apply the Poisson summation formula (see Bellman [2] for a discussion and examples of the applicability of this formula)

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} f(n)=\sum_{n=-\infty}^{\infty}\left[\int_{-\infty}^{\infty} f(u) e^{2 \pi i n u} d u\right] \tag{2.3}
\end{equation*}
$$

to the second of (2.1) with $f(n)=\operatorname{sech}\left[n \pi K^{\prime} / K\right] \exp \{i n \pi z / K\}$. Replacing the variable " $n$ " with " $u$ " and evaluating the integral given in (2.3) leads directly to the result

$$
\begin{equation*}
d n(z ; m)=\frac{\pi}{2 K^{\prime}} \sum_{n=-\infty}^{\infty} \operatorname{sech}\left[\frac{\pi K}{K^{\prime}}\left(n+\frac{z}{2 K}\right)\right] . \tag{2.4}
\end{equation*}
$$

This expression for the function $d n(z ; m)$ is superior to the Fourier series representation (2.1) in that, (a) equation (2.4) is convergent throughout the entire complex plane, poles excepted, and, (b) partly as a consequence of this, it describes equally explicitly the periodicity of $d n(z ; m)$ with respect to both $K(m)$ and $K^{\prime}(m)$ (the actual periods are $2 K(m)$ and $4 i K^{\prime}(m)$ ). Indeed, since the variable $z$ and the summation index $n$ appear as additive terms in (2.4) in contrast to the Fourier series, (2.1), where they are multiplicative factors, the only condition required to ensure convergence of the expression (2.4) is $\operatorname{Re}\left(K / K^{\prime}\right) \neq 0$ which, for real $m$, is equivalent to $m \neq 0$.

The analogous Poisson-sum-transformed expressions for $\operatorname{sn}(z ; m)$ and $c n(z ; m)$, from which the remaining members of the JEF family are derived as noted previously, are found by following exactly similar procedures as for the case of $d n(z ; m)$ above, i.e., the Fourier series for these functions are first converted to a summation over an index " $n$ " running from $-\infty$ to $+\infty$, the summation term is substituted into (2.3), and, following a substitution of the variable " $n$," the integration is performed. The final results may be compactly expressed in the following form, with $A=\pi / 2 K^{\prime}$ :

$$
\begin{align*}
& d n(z ; m)=A \sum_{n=-\infty}^{\infty} \operatorname{sech}\left[\frac{\pi K}{K^{\prime}}\left(n+\frac{z}{2 K}\right)\right], \\
& k \cdot c n(z ; m)=A \sum_{n=-\infty}^{\infty}(-1)^{n} \operatorname{sech}\left[\frac{\pi K}{K^{\prime}}\left(n+\frac{z}{2 K}\right)\right],  \tag{2.5}\\
& k \cdot \operatorname{sn}(z ; m)=A \sum_{n=-\infty}^{\infty}(-1)^{n} \tanh \left[\frac{\pi K}{K^{\prime}}\left(n+\frac{z}{2 K}\right)\right], \\
& k^{\prime} \cdot n d(z ; m)=A \sum_{n=-\infty}^{\infty} \operatorname{sech}\left[\frac{\pi K}{K^{\prime}}\left(n+\frac{1}{2}+\frac{z}{2 K}\right)\right], \\
& -k k^{\prime} \cdot \operatorname{sd}(z ; m)=A \sum_{n=-\infty}^{\infty}(-1)^{n} \operatorname{sech}\left[\frac{\pi K}{K^{\prime}}\left(n+\frac{1}{2}+\frac{z}{2 K}\right)\right],  \tag{2.6}\\
& k \cdot c d(z ; m)=A \sum_{n=-\infty}^{\infty}(-1)^{n} \tanh \left[\frac{\pi K}{K^{\prime}}\left(n+\frac{1}{2}+\frac{z}{2 K}\right)\right],
\end{align*}
$$

$$
\begin{gather*}
c s(z ; m)=A \sum_{n=-\infty}^{\infty} \operatorname{csch}\left[\frac{\pi K}{K^{\prime}}\left(n+\frac{z}{2 K}\right)\right], \\
d s(z ; m)=A \sum_{n=-\infty}^{\infty}(-1)^{n} \operatorname{csch}\left[\frac{\pi K}{K^{\prime}}\left(n+\frac{z}{2 K}\right)\right],  \tag{2.7}\\
n s(z ; m)=A \sum_{n=-\infty}^{\infty}(-1)^{n} \operatorname{coth}\left[\frac{\pi K}{K^{\prime}}\left(n+\frac{z}{2 K}\right)\right], \\
-k^{\prime} \cdot s c(z ; m)=A \sum_{n=-\infty}^{\infty} \operatorname{csch}\left[\frac{\pi K}{K^{\prime}}\left(n+\frac{1}{2}+\frac{z}{2 K}\right)\right], \\
k^{\prime} \cdot n c(z ; m)=A \sum_{n=-\infty}^{\infty}(-1)^{n} \operatorname{csch}\left[\frac{\pi K}{K^{\prime}}\left(n+\frac{1}{2}+\frac{z}{2 K}\right)\right],  \tag{2.8}\\
d c(z ; m)=A \sum_{n=-\infty}^{\infty}(-1)^{n} \operatorname{coth}\left[\frac{\pi K}{K^{\prime}}\left(n+\frac{1}{2}+\frac{z}{2 K}\right)\right]
\end{gather*}
$$

The symmetry of these expressions is striking; with the exception of certain factors of $\pm i$, the right-hand sides of (2.5)-(2.8) are, interestingly, exactly the set of (symmetrical) primitive elliptic functions originally defined by Neville [18], [19]. All twelve of these expressions are valid throughout the complex plane for arbitrary $m \neq 0$, their respective poles excepted. Each of the numbered equations represents a copolar trio of the JEF while the three quartets formed from the respective members of each of these trios are coperiodic. The expressions for $s n, c n$, and $d n$ recently have been presented and discussed by Boyd [3]. However, to the best of the author's knowledge, (2.5)-(2.8) for the complete JEF family have not been published previously.

Integration of (2.4) results in an expression for the amplitude function in the form

$$
\begin{align*}
\operatorname{am}(z ; m) & =\sum_{n=-\infty}^{\infty} \operatorname{gd}\left[\frac{\pi K}{K^{\prime}}\left(n+\frac{z}{2 K}\right)\right]  \tag{2.9}\\
& =\operatorname{gd}\left[\frac{\pi z}{2 K^{\prime}}\right]+\sum_{n=1}^{\infty}\left[\operatorname{gd}\left[\frac{\pi K}{K^{\prime}}\left(n+\frac{z}{2 K}\right)\right]-\mathrm{gd}\left[\frac{\pi K}{K^{\prime}}\left(n-\frac{z}{2 K}\right)\right]\right] \tag{2.10}
\end{align*}
$$

where $\operatorname{gd}(z)$ is the Gudermannian function. Equations (2.9) and (2.10) converge throughout the complex plane except at the logarithmic branchpoints $z=$ $2 s K+(2 t+1) i K^{\prime}$ where $s$ and $t$ are arbitrary integers. Equation (2.9) will serve as the basis for the derivation of the various identities in the following work so that the results obtained will be valid without restrictions on the range of $z$; those results obtained by direct reference to the analogous JEF relations, i.e., by "inversion," are generally accompanied by restrictions on the range of the real and/or imaginary parts of the variable $z$.

It is worthwhile noting that although the unrestricted representations given above for the JEF and for am $(z ; m)$ are much more attractive for analytical purposes than their limited Fourier series counterparts, neither set of expressions, for purposes of numerical calculation, is as computationally efficient as those methods based either on the arithmetic-geometric mean or on the use of the theta functions (cf. [4], [6], [11], [14]). High precision, numerical evaluation of the JEF or am $(z ; m)$ using the Fourier series is truly practical only when $m \approx 0$ or, using the expressions above, when $m \approx 1$.

Since the characteristics of the function am $(z ; m)$ in the complex plane are so intimately connected with the nature of the Gudermannian function, a brief accounting
of $\mathrm{gd}(z)$ is in order at this point. Because the function sech $(z)$ is a singly periodic, meromorphic function with simple poles at the points $(2 t+1) i \pi / 2$ with residues of $(-1)^{t+1} i$ where $t=0, \pm 1, \pm 2, \cdots$, the Gudermannian function defined as the definite integral (Jahnke and Emde [13])

$$
\operatorname{gd}(z)=\alpha+i \beta=\int_{0}^{z} \operatorname{sech}(z) d z, \quad z \neq(2 n+1) \frac{i \pi}{2}
$$

where $\alpha$ and $\beta$ are strictly real, is a single-valued, analytic function provided that the complex plane is cut along the branchlines lying on the imaginary axis from ( $4 t+1$ ) it/2 to $(4 t+3) i \pi / 2$ (logarithmic branchpoints for $\operatorname{gd}(z)$ ) where $t$ is an arbitrary integer. Relations such as $\sinh (z)=\tan [\operatorname{gd}(z)]$ and $\cosh (z)=\sec [\operatorname{gd}(z)]$ follow directly from the definition above. The real and imaginary parts of $\operatorname{gd}(z)$ for $x \neq 0$ are given explicitly and uniquely by the relations

$$
\begin{align*}
& \alpha=\operatorname{gd}(x)+\tan ^{-1}[\operatorname{csch}(x)]-\tan ^{-1}[\cos (y) \operatorname{csch}(x)], \\
& \beta=\tanh ^{-1}[\sin (y) \operatorname{sech}(x)] \tag{2.11}
\end{align*}
$$

with $\operatorname{gd}(x)=2 \tan ^{-1}[\tanh (x / 2)]$ and where $|\alpha|<\pi$ and $|\alpha| \rightarrow \pi / 2,|\beta| \rightarrow 0$ as $|x| \rightarrow \infty$ for all $y$. For $x=0$ and $y \neq(2 t+1) i \pi / 2$, we have $\alpha=0$ and $\beta=\tanh ^{-1}[\sin (y)]$. Note that $\operatorname{gd}(z)$ is singly periodic with period $2 \pi i$ and that $\operatorname{gd}(-z)=-\operatorname{gd}(z)$ and $\operatorname{gd}\left(z^{*}\right)=$ $\mathrm{gd}^{*}(z)$. Expanding sech ( $z$ ) in terms of $\exp ( \pm z)$ and integrating leads to an unrestricted representation for the Gudermannian function in the form

$$
\begin{equation*}
\operatorname{gd}(z)=\operatorname{sgn}(x) \frac{\pi}{2}-2 \sum_{n=0}^{\infty} \frac{(-1)^{n}}{2 n+1}[\operatorname{sgn}(x) \cosh [(2 n+1) z]-\sinh [(2 n+1) z]], \tag{2.12}
\end{equation*}
$$

which is convergent throughout the complex plane, the logarithmic branchpoints $z=(2 t+1) i \pi / 2$ excepted, and where $\operatorname{sgn}(x)=+1,0$, or -1 according to $x>0, x=0$, or $x<0$, respectively (the real part of $\operatorname{gd}(z)$ vanishes along the imaginary axis). It follows directly from (2.12) that

$$
\begin{equation*}
\operatorname{gd}(x+i y \pm i n \pi)=\operatorname{sgn}(x) \frac{1-(-1)^{n}}{2} \pi+(-1)^{n} \operatorname{gd}(x+i y) \tag{2.13}
\end{equation*}
$$

revealing a finite discontinuity (of $2 \pi$ ) in the real part of $\mathrm{gd}(z)$ across each of the branchcuts $(x=0, \cos (y)<0)$.

Before proceeding to examine the specific properties of the Jacobian amplitude function, it is appropriate at this point to discuss briefly its general characteristics in the complex plane given the basic results immediately above. Neville [18, pp. 18-20] has shown that the integral of an elliptic function having zero residues defines a doubly (additive) pseudoperiodic, meromorphic function. The function am ( $z ; m$ ), in contrast, as the integral of the elliptic function $d n(z ; m)$ having nonzero residues (specifically, $d n(z ; m)$ has simple poles with residues of $-i$ at the points $2 s K+(4 t+1) i K^{\prime}$ and $+i$ at the poles $2 s K+(4 t-1) i K^{\prime}$, where $s, t$ are arbitrary integers), is, in general, a doubly pseudoperiodic function with logarithmic branchpoints. Thus am ( $z ; m$ ), were it defined solely by (1.1) and (2.2), would be an infinitely multiple-valued function of $z$ with branches differing by integral multiples of $2 \pi$ corresponding to the infinite number of possible paths of integration from zero to $z$ encircling the poles of $d n(z ; m)$ in different ways. However, by cutting the complex plane along the line segments joining these logarithmic branchpoints, specifically from $2 s K+(4 t+1) i K^{\prime}$ to $2 s K+(4 t+3) i K^{\prime}$, where $s, t$ are integers, the function $a m(z ; m)$ is made single-valued and analytic throughout the cut, complex plane. Finally, a principal branch is selected from among
these single-valued branches by the requirement $\mathrm{am}(z=0 ; m)=0$. The real part of am ( $z ; m$ ) will be discontinuous (by $2 \pi$ ) across each of the branchlines. In nearly all respects, as the form of (2.9) intimates, the Jacobian amplitude function am ( $z ; m$ ) may be effectively considered as a doubly pseudoperiodic generalization of the singly periodic Gudermannian function gd ( $z$ ), noting in particular the degeneracy am ( $z$; $m=1)=\operatorname{gd}(z)$.
3. The periodicity properties of am $(z ; m)$ for real $\boldsymbol{m}$. Exactly as with the JEF, the behavior of the function am $(z ; m)$ is characteristically different in the three distinct regions: $-\infty<m<0,0<m<1$, and $1<m<\infty$. From (2.9), which is valid for all parameter values, it follows that the amplitude function is always at least singly periodic when $m \neq 0$, with a period of $4 i K^{\prime}(m)$. Exploiting the fact that the amplitude function for real $m$, like the JEF, is strictly real whenever $z$ is real, expressions for am are given in the regions $m<0$ and $m>1$ that reflect this characteristic. Unless specifically noted, the degenerate cases of $\mathrm{am}(z ; m=0)=z$ and $\mathrm{am}(z ; m=1)=\operatorname{gd}(z)$ are generally excluded from the relations below. Finally, it should be noted that, in all of the work to follow, the numerical value of the parameter $m$ will generally be restricted to $0<m<1$ and parameters that are less than zero or greater than 1 will then be expressed explicitly in terms of $m$, e.g., a parameter greater than 1 will be represented by $1 / m$ where $0<m<1$.
3.1. am $(z ; m)$ for $0<m<1$. An arbitrary point in the complex plane may be represented as

$$
\begin{equation*}
z+2 s K+2 i t K^{\prime}=x+i y+2 s K+2 i t K^{\prime}, \quad|x / 2 K|<1 \quad \text { and } \quad\left|y / K^{\prime}\right|<1 \tag{3.1}
\end{equation*}
$$

where $s$ and $t$ are integers and where, for $0<m<1$, both $K$ and $K^{\prime}$ are real. Only the lines $y=(2 t+1) K^{\prime}$, which include the logarithmic branchpoints of am $(z ; m)$, are excluded from the representation (3.1). When we use (2.12) and the expression for am $(z ; m)$ given by (2.10), it is a straightforward task to derive the result:

$$
\begin{equation*}
\mathrm{am}\left(z+2 s K+2 i t K^{\prime} ; m\right)=s \pi+\operatorname{sgn}(x) \frac{1-(-1)^{t}}{2} \pi+(-1)^{t} \mathrm{am}(z ; m) . \tag{3.2}
\end{equation*}
$$

Thus we have $\mathrm{am}\left(z+2 s K+2 i t K^{\prime} ; m\right)=\mathrm{am}(z ; m)$ if and only if $s=0$ and $t$ is even and so, for $0<m \leqq 1$, the function am $(z ; m)$ is a singly periodic function with the strictly imaginary period $4 i K^{\prime}$. Equation (3.2) corresponds exactly with the relief figures for am $(z ; m)$ given by Jahnke and Emde [13]. Note that the branchlines so clearly illustrated in those figures are also explicitly accounted for by (3.2). For example, taking $s=2, t=1$, and $z=x>0$, we have am $\left(4 K+2 i K^{\prime}+x ; m\right)=3 \pi-\mathrm{am}(x ; m)$, whereas am $\left(4 K+2 i K^{\prime}-x ; m\right)=\pi+\mathrm{am}(x ; m)$.
3.2. am $(\boldsymbol{z} ; \boldsymbol{m})$ for $\boldsymbol{m}<\mathbf{0}$. Denoting a negative parameter (imaginary modulus) by the expression $-m / m^{\prime}$ where $m^{\prime}=1-m$ and $0<m<1$, we have the identities [5], [10], [15], [23]

$$
\begin{equation*}
K\left(-m / m^{\prime}\right)=k^{\prime} K(m), \quad K^{\prime}\left(-m / m^{\prime}\right)=k^{\prime} K^{\prime}(m)+i k^{\prime} K(m) . \tag{3.3}
\end{equation*}
$$

Note that the sign used in this identity for $K^{\prime}\left(-m / m^{\prime}\right)$ is ambiguous for real $m$; either a + or - may be used (consistently) without affecting the validity of the final results [19, pp. 103-107]. The expression (2.9) for the amplitude function with negative parameter then takes the following form:

$$
\begin{equation*}
\operatorname{am}\left(z ;-\frac{m}{m^{\prime}}\right)=\sum_{n=-\infty}^{\infty} \operatorname{gd}\left[\frac{\pi K}{K^{\prime}+i K}\left(n+\frac{z}{2 k^{\prime} K}\right)\right] . \tag{3.4}
\end{equation*}
$$

This expression is cumbersome in that the individual terms in the summation are complex when $z$ is strictly real even though the function $\mathrm{am}\left(z ;-m / m^{\prime}\right)$ itself is real in such a case. To overcome this shortcoming, consider the expression

$$
G(z)=\sum_{n=-\infty}^{\infty}\left[(1+i a) \operatorname{sech}\left[a \pi\left(z+n+\frac{1}{2}\right)\right]-\operatorname{sech}\left[\frac{a \pi}{1+i a}(z+n)\right]\right]
$$

where $a=K / K^{\prime}$. This function $G(z)$ is a doubly periodic function since $G(z+1)=$ $G(z+2 i / a)=G(z)$ with possible poles at the isolated points $z_{s t}=\left(s+\frac{1}{2}\right)+(2 t+1) i / 2 a$, i.e., $G(z)$ is an elliptic function. It is, however, straightforward to prove that the limit $\left(z-z_{s t}\right) \cdot G(z)=0$ as $z \rightarrow z_{s t}$ so that the function $G(z)$ is indeed without poles. As a consequence of Liouville's theorem, an elliptic function without poles must be a constant and, in fact, we have that $G(z) \equiv 0$. By integration we arrive at the desired result

$$
\begin{equation*}
\operatorname{am}\left(z ;-\frac{m}{m^{\prime}}\right)=\sum_{n=-\infty}^{\infty} \operatorname{gd}\left[\frac{\pi K}{K^{\prime}}\left(n+\frac{1}{2}+\frac{z}{2 k^{\prime} K}\right)\right]-\frac{\pi}{2} \tag{3.5}
\end{equation*}
$$

for which the only complex dependence is implicitly through $z$. Representing an arbitrary point in the complex plane as above with $\left|x / 2 k^{\prime} K\right|$ and $\left|y / k^{\prime} K^{\prime}\right|<1$ and using the representation (2.12) in (3.5) leads to the result

$$
\begin{align*}
& \mathrm{am}\left[z \pm k^{\prime} K+2 s K\left(-\frac{m}{m^{\prime}}\right)+2 i t K^{\prime}\left(-\frac{m}{m^{\prime}}\right) ;-\frac{m}{m^{\prime}}\right] \\
& \quad=(s-t) \pi+(1 \pm \operatorname{sgn}(x)) \frac{1-(-1)^{t}}{2} \pi  \tag{3.6}\\
& \quad+(-1)^{t} \mathrm{am}\left(z \pm k^{\prime} K ;-\frac{m}{m^{\prime}}\right) .
\end{align*}
$$

The left-hand side of (3.6) will equal am ( $z \pm k^{\prime} K ;-m / m^{\prime}$ ) if and only if $s=t=2 L$ so that $\mathrm{am}\left(z ;-m / m^{\prime}\right)$ is singly periodic with the strictly imaginary period $4 K\left(-m / m^{\prime}\right)+4 i K^{\prime}\left(-m / m^{\prime}\right)=4 i k^{\prime} K^{\prime}$.
3.3. am $(z ; m)$ for $\boldsymbol{m}>1$. Denoting a parameter greater than 1 by $1 / m$ where $0<m<1$, we have [5], [10], [15], [23]

$$
\begin{equation*}
K(1 / m)=k K(m)+i k K^{\prime}(m), \quad K^{\prime}(1 / m)=k K^{\prime}(m) \tag{3.7}
\end{equation*}
$$

noting that, exactly as for (3.3), the sign on the right-hand side of this equation is arbitrary (Neville [19, pp. 103-107]). The expression for am ( $z ; 1 / m$ ) from (2.9) becomes

$$
\begin{align*}
\mathrm{am}\left(z ; \frac{1}{m}\right) & =\sum_{n=-\infty}^{\infty} \mathrm{gd}\left[\frac{\pi K}{K^{\prime}}\left(n+\frac{z}{2 k K}\right)+i n \pi\right] \\
& =\sum_{n=-\infty}^{\infty}(-1)^{n} \mathrm{gd}\left[\frac{\pi K}{K^{\prime}}\left(n+\frac{z}{2 k K}\right)\right] . \tag{3.8}
\end{align*}
$$

Then, with $|x / 2 k K|$ and $\left|y / k K^{\prime}\right|<1$, we find, using (2.13),

$$
\begin{align*}
& \mathrm{am}\left(z+2 s K\left(\frac{1}{m}\right)+2 i t K^{\prime}\left(\frac{1}{m}\right) ; \frac{1}{m}\right) \\
& \quad=(-1)^{s} \operatorname{sgn}(x) \frac{1-(-1)^{s+t}}{2} \pi+(-1)^{t} \mathrm{am}\left(z ; \frac{1}{m}\right) . \tag{3.9}
\end{align*}
$$

Thus we find that am $(z ; 1 / m)$ is a doubly periodic function, i.e., am $(z+2 s K(1 / m)+$ $\left.2 i t K^{\prime}(1 / m) ; 1 / m\right)=\mathrm{am}(z ; 1 / m)$ if both $s$ and $t$ are, independently, even integers. One of the periods, $4 i k K^{\prime}$, is strictly imaginary, while the other, $4 k K$, is strictly real.
4. Linear and quadratic transformations of the amplitude function. This section will present the (linear) negative parameter, reciprocal parameter, and complementary parameter transformations as well as the (quadratic) Landen and Gauss transformations of the Jacobian amplitude function. Although only two linear transformations plus the Landen transformation are strictly necessary since the remaining linear and quadratic transformations can then be derived from these [8], [10], [20], all of the abovementioned transformations are included here since they are the most familiar and widely used of the JEF transformations. The convention followed here for the nomenclature of the quadratic transformations is that defined by Carlson [6] for which the variable changes in the same/opposite manner as the parameter for the Gauss/Landen transformations. Concise yet general discussions of the transformation theory of elliptic functions may be found in the texts by Erdélyi et al. [10], Chandrasekharan [8], and Rauch and Lebowitz [20].
4.1. The negative parameter (imaginary modulus) transformation. The relationship between $\mathrm{am}(z ; m)$ and $\mathrm{am}\left(z ;-m / m^{\prime}\right)$ follows immediately from the identity given in (3.5), i.e.,

$$
\begin{equation*}
\mathrm{am}\left(k^{\prime} z ;-\frac{m}{m^{\prime}}\right)=\frac{\pi}{2}-\mathrm{am}(K-z ; m), \quad-\infty<m<1 \tag{4.1}
\end{equation*}
$$

from which follow directly the JEF transformations $d n\left(k^{\prime} z ;-m / m^{\prime}\right)=n d(z ; m)$, and so on. This transformation was first given by Jacobi in Fundamenta Nova [12, p. 90] and, apparently, subsequently forgotten. The amplitude function in the region $m<0$ is characteristically very similar to am $(z ; m)$ with $0<m<1$. In each case, the function is singly periodic with an imaginary period $=4 i \cdot \operatorname{Re}\left[K^{\prime}(m)\right]$ while, for $z$ strictly real, both am $(x ; m)$ and am $\left(x ;-m / m^{\prime}\right)$ are unbounded, monotonically increasing functions and so are invertible over the entire real axis. Finally, we note that limit am $(z ; m) \equiv 0$ as $m \rightarrow-\infty$.
4.2. The complementary parameter (imaginary argument) transformation. Replacing $m$ with $m^{\prime}$ in (2.9) gives immediately

$$
\begin{equation*}
\operatorname{am}\left(z ; m^{\prime}\right)=\sum_{n=-\infty}^{\infty} \operatorname{gd}\left[\frac{\pi K^{\prime}}{K}\left(n+\frac{z}{2 K^{\prime}}\right)\right] . \tag{4.2}
\end{equation*}
$$

However, to relate am $(z ; m)$ directly to $\mathrm{am}\left(z ; m^{\prime}\right)$, the familiar transformation for $d n\left(z ; m^{\prime}\right)$ is rewritten as [5], [10], [23]

$$
\begin{equation*}
d n\left(z ; m^{\prime}\right)=\frac{d}{d z} \operatorname{am}\left(z ; m^{\prime}\right)=\frac{d n(i z ; m)}{c n(i z ; m)}=\frac{-i}{\cosh (i \Phi)} \frac{d \Phi}{d z}=\frac{d}{d z} \operatorname{gd}(-i \Phi) \tag{4.3}
\end{equation*}
$$

where $\phi=\mathrm{am}(i z ; m)$. Integrating from zero to $z$ yields the result

$$
\begin{equation*}
\operatorname{am}\left(z ; m^{\prime}\right)=\operatorname{gd}[-i \cdot \operatorname{am}(i z ; m)], \quad 0 \leqq m \leqq 1 \tag{4.4}
\end{equation*}
$$

where $|\operatorname{Re}(z)|<K^{\prime}(m)$ and $|\operatorname{Im}(z)|<K(m)$. Equations (3.1) and (3.2) may be used to extend the applicability of this result for arbitrary values of $z$. In certain respects, this transformation could be aptly subtitled the "circular-hyperbolic transformation" since it relates the "nearly circular" JEF to their "nearly hyperbolic" counterparts, i.e., the amplitude and elliptic functions with $m \approx 0$ to those with $m \approx 1$. In the extreme
limit of $m=0$, (4.4) gives am $(z ; 1)=\operatorname{gd}(z)$. Finally, note that the parameters $m$ and $m^{\prime}$ are interchangeable in (4.4) so that $\mathrm{am}(z ; m)=\operatorname{gd}\left[-i \cdot \mathrm{am}\left(i z ; m^{\prime}\right)\right]$.
4.3. The descending Landen transformation. Dealing for the moment with general, iterative subscripts, we define, for $0 \leqq m_{i} \leqq 1$, the transformations $m_{i+1} \leftrightarrow m_{i}$ as

$$
\begin{equation*}
m_{i+1}=f_{-}\left(m_{i}\right)=\left[\frac{1-k_{i}^{\prime}}{1+k_{i}^{\prime}}\right]^{2}, \quad m_{i}=f_{+}\left(m_{i+1}\right)=\frac{4 k_{i+1}}{\left(1+k_{i+1}\right)^{2}} \tag{4.5}
\end{equation*}
$$

such that $0 \leqq m_{i+1} \leqq m_{i} \leqq 1$ and $f_{-}\left[f_{+}(m)\right]=f_{+}\left[f_{-}(m)\right]=m$. The quarter periods for the two parameters connected by $f_{-}$and $f_{+}$are related as

$$
\begin{equation*}
K_{i+1}=\frac{1+k_{i}^{\prime}}{2} K_{i} \quad \text { and } \quad K_{i+1}^{\prime}=\left(1+k_{i}^{\prime}\right) K_{i}^{\prime} \tag{4.6}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{K_{i+1}^{\prime}}{K_{i+1}}=2 \frac{K_{i}^{\prime}}{K_{i}} \text { and } \quad q_{i+1}=q_{i}^{2} \tag{4.7}
\end{equation*}
$$

Setting $i=0$ and using the notation $m_{0}=m$, we can write the identities

$$
\begin{equation*}
\operatorname{am}(z ; m)=\sum_{n=-\infty}^{\infty} \operatorname{gd}\left[\frac{\pi K_{1}}{K_{1}^{\prime}}\left(2 n+\left(1+k^{\prime}\right) \frac{z}{2 K_{1}}\right)\right] \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{am}(K-z ; m)=\sum_{n=-\infty}^{\infty} \operatorname{gd}\left[\frac{\pi K_{1}}{K_{1}^{\prime}}\left(2 n+1-\left(1+k^{\prime}\right) \frac{z}{2 K_{1}}\right)\right] . \tag{4.9}
\end{equation*}
$$

Combining these equations gives the descending Landen transformation for the amplitude function

$$
\begin{equation*}
\operatorname{am}\left[\left(1+k^{\prime}\right) z ; m_{1}\right]=\operatorname{am}(z ; m)-\operatorname{am}(K-z ; m)+\frac{\pi}{2}, \quad 0 \leqq m<1 . \tag{4.10}
\end{equation*}
$$

4.4. The reciprocal parameter transformation. Using the relations for the quarter periods, (3.7), along with (4.8) and (4.9) above, we have directly

$$
\begin{equation*}
\mathrm{am}\left[\left(1-k^{\prime}\right) z ; \frac{1}{m_{1}}\right]=\mathrm{am}(z ; m)+\mathrm{am}(K-z ; m)-\frac{\pi}{2}, \quad 0<m<1 . \tag{4.11}
\end{equation*}
$$

Up to this point, all of the transformations given for am $(z ; m)$ involve precisely those parameters that characterize the analogous JEF transformations. Although (4.11) is the correct, general form of the transformation relating the amplitude functions in the regions $0<m<1$ and $m>1$, it does not directly relate $m$ to $1 / m$ as its name suggests. To resolve this point, reference is made to (3.9) and the fact that, when and only when $m>1$, is am $(z ; m)$ a strictly oscillatory function with respect to both $K$ and $K^{\prime}$. Hence, except at its branchpoints, the function am ( $z ; m>1$ ) is bounded throughout the entire complex plane, and we may properly represent it as an inverse of some combination of JEF. From the familiar identity for $d n(u+v ; m)$ it follows that, for $|\operatorname{Re}(u) / K|$, $|\operatorname{Re}(v) / K|<1$ and $\left|\operatorname{Im}(u) / K^{\prime}\right|,\left|\operatorname{Im}(v) / K^{\prime}\right|<1$,
(4.12) $\operatorname{am}(u+v ; m)=\tan ^{-1}[s c(u ; m) d n(v ; m)]+\tan ^{-1}[d n(u ; m) s c(v ; m)]$.

In particular, setting $u=k x$ and $v=i k y$ leads to

$$
\begin{align*}
\operatorname{am}(k x+i k y ; m)= & \tan ^{-1}\left[s c(k x ; m) d c\left(k y ; m^{\prime}\right)\right]  \tag{4.13}\\
& +i \cdot \tanh ^{-1}\left[d n(k x ; m) \operatorname{sn}\left(k y ; m^{\prime}\right)\right] .
\end{align*}
$$

Transforming $m \rightarrow 1 / m$ and rearranging terms within the brackets results in

$$
\begin{align*}
\operatorname{am}\left(k x+i k y ; \frac{1}{m}\right)= & \sin ^{-1}\left[\frac{k \cdot \operatorname{sn}(x ; m)}{\left[1-d n^{2}(x ; m) n^{2}\left(y ; m^{\prime}\right)\right]^{1 / 2}}\right]  \tag{4.14}\\
& +i \cdot \tanh ^{-1}\left[k \cdot c n(x ; m) s d\left(y ; m^{\prime}\right)\right] .
\end{align*}
$$

In the strictest sense, relations such as these are incorrect whenever $1 / m<1$ unless the values of the real and imaginary parts of the variable $z$ are specifically restricted as stated above or as in (3.1) and (3.2). In contrast, however, the identity of (4.14) is valid as written when $1 / m>1$ for arbitrary $z$, the branchpoints excepted. Thus, the reciprocal parameter transformation for the amplitude function, (4.14), can be rewritten succinctly (although essentially symbolically when $z$ is complex) in the form

$$
\begin{equation*}
\operatorname{am}(k z ; 1 / m)=\sin ^{-1}[k \cdot \operatorname{sn}(z ; m)], \quad 0<m \leqq 1 \tag{4.15}
\end{equation*}
$$

noting that limit am $(z ; m) \equiv 0$ as $m \rightarrow \infty$. In particular, note that, for $z$ real (or $y=4 t K^{\prime}$ ), the pragmatic identity $\mathrm{am}(k x ; 1 / m)=\sin ^{-1}[k \cdot \operatorname{sn}(x ; m)]$ gives the correct value of the amplitude function for all values of $x$.

The similarity between the reciprocal parameter transformation in the form of (4.11) and the descending Landen transformation, (4.10), is remarkable and is, in part, related to the fact that $f_{+}\left(m_{1}\right)=f_{+}\left(1 / m_{1}\right)$. By combining these two equations and invoking the result in (4.1), it is possible to write a completely general identity that relates the amplitude functions in the three regions of real $m$ as follows:

$$
\begin{equation*}
\operatorname{am}(z ; m)=\mathrm{am}\left(k^{\prime} z ;-m / m^{\prime}\right)+\mathrm{am}\left(\left(1-k^{\prime}\right) z ; 1 / m_{1}\right) \tag{4.16}
\end{equation*}
$$

with $\left(-m / m^{\prime}\right) \leqq 0 \leqq m \leqq 1 \leqq\left(1 / m_{1}\right)$.
4.5. The ascending Landen transformation. Adding (4.10) and (4.11) leads immediately to the ascending Landen transformation for the amplitude function as follows:

$$
\begin{align*}
\operatorname{am}(z ; m) & =\frac{1}{2} \mathrm{am}\left[\left(1+k^{\prime}\right) z ; m_{1}\right]+\frac{1}{2} \mathrm{am}\left[\left(1-k^{\prime}\right) z ; 1 / m_{1}\right]  \tag{4.17}\\
& =\frac{1}{2} \mathrm{am}\left[\left(1+k^{\prime}\right) z ; m_{1}\right]+\frac{1}{2} \sin ^{-1}\left[k_{1} \operatorname{sn}\left[\left(1+k^{\prime}\right) z ; m_{1}\right]\right] .
\end{align*}
$$

Note that many texts refer simply to "the Landen transformation," invariably meaning the descending Landen transformation corresponding to (4.10) above. The relationships for the JEF corresponding to (4.10) are rational ones [5], [23], whereas those corresponding to the ascending Landen transformation, (4.17), are algebraic relations. This is one instance in which, apart from its conciseness, the form of the amplitude function transformation is simple and straightforward in comparison to its JEF counterpart.
4.6. The ascending/descending Gauss transformations. The ascending/descending Gauss transformations are derived by combining the complementary parameter transformation with the descending/ascending Landen transformations [8], [10], [20]. From (4.4) and (4.10), for $0<m<1$, follows the ascending Gauss transformation in the form

$$
\begin{equation*}
\operatorname{gd}\left[i \cdot \operatorname{am}\left[\left(1+k_{1}\right) z ; m\right]\right]=\operatorname{gd}\left[i \cdot \operatorname{am}\left(z ; m_{1}\right)\right]+\operatorname{gd}\left[i \cdot \operatorname{am}\left(z+i K_{1}^{\prime} ; m_{1}\right)\right]+\frac{\pi}{2} \tag{4.18}
\end{equation*}
$$

while, from (4.4) and (4.17), the descending Gauss transformation is found to be

$$
\begin{align*}
\operatorname{gd}\left[i \cdot \operatorname{am}\left(z ; m_{1}\right)\right]= & \frac{1}{2} \operatorname{gd}\left[i \cdot \operatorname{am}\left(1+k_{1}\right) z ; m\right] \\
& +\frac{1}{2} \operatorname{gd}\left[i \frac{\pi}{2}-i \cdot \operatorname{am}\left[K-\left(1+k_{1}\right) z ; m\right]\right] . \tag{4.19}
\end{align*}
$$

As with the Landen transformations, many texts that refer simply to "the Gauss transformation" invariably mean the ascending Gauss transformation for which the transformation formulae for the JEF are rational expressions [5], [23], unlike those corresponding to the descending Gauss transformation for which the JEF identities are algebraic.
5. The method of the arithmetic-geometric mean and am $(x ; m)$. Although, in principle, the method of the arithmetic-geometric mean (AGM) (or the theta functions) could be employed for a complex variable (and, conceivably, for complex $m$ [9]), it is considerably more practical to calculate the real and imaginary parts of am ( $z ; m$ ) and the JEF separately using identities such as (4.13). Thus, only strictly real variables $x$ will hereinafter be considered. In addition, this section will deal with the "classical" method of the AGM (e.g., King [14]) utilizing various trigonometric or hyperbolic recursion identities as opposed to purely algebraic versions [6], [21]. The former, while nominally less efficient computationally, offer the advantage of calculating the true value of am $(x ; m)$ for arbitrarily large $|x|$, i.e., including the contribution $s \pi$ given in (3.2). Moreover, while the relations between the method of the AGM and the transformations presented here hold true whichever version is adopted, these relations are more explicit and thus more readily recognized in the "classical" case.

The method of the AGM begins by iteratively calculating, with $0<m<1$, the trio of numbers

$$
\begin{equation*}
a_{n+1}=\frac{1}{2}\left(a_{n}+b_{n}\right), \quad b_{n+1}=\left(a_{n} b_{n}\right)^{1 / 2}, \quad c_{n+1}=\frac{1}{2}\left(a_{n}-b_{n}\right) \tag{5.1}
\end{equation*}
$$

with starting values of $a_{0}=1, b_{0}=k^{\prime}$, and $c_{0}=k$. The numbers $a_{n}$ and $b_{n}$ converge rapidly to a common limit $(=\pi / 2 K)$ while $c_{n}$, as a measure of the "error" with $c_{n}^{2}=a_{n}^{2}-b_{n}^{2}$, vanishes quadratically, i.e., $c_{n+1}=c_{n}^{2} / 4 a_{n+1}$. The calculation is stopped at the $N$ th step where, to some prescribed degree of accuracy, $c_{N}$ is negligible. For the descending Landen version of the AGM, a sequence of angles $\phi_{N-1}, \phi_{N-2}, \cdots, \phi_{0}$ is then calculated sequentially using the recurrence relation

$$
\begin{equation*}
\sin \left(2 \Phi_{n-1}-\Phi_{n}\right)=\frac{c_{n}}{a_{n}} \sin \left(\Phi_{n}\right) \quad \text { with } \Phi_{N}=2^{N} a_{N} x \tag{5.2}
\end{equation*}
$$

to which the amplitude function and the JEF are related as

$$
\begin{align*}
& \operatorname{am}(x ; m)=\Phi_{0}, \quad \mathrm{am}(K-x ; m)=\Phi_{0}-\Phi_{1}+\frac{\pi}{2}, \\
& \operatorname{sn}(x ; m)=\sin \left(\Phi_{0}\right), \quad c n(x ; m)=\cos \left(\Phi_{0}\right),  \tag{5.3}\\
& \operatorname{dn}(x ; m)=\frac{c n(x ; m)}{\operatorname{sn}(K-x ; m)}=\frac{\cos \left(\Phi_{0}\right)}{\cos \left(\Phi_{0}-\Phi_{1}\right)} .
\end{align*}
$$

Attention is drawn to the first two identities of (5.3) that, to the best of the author's knowledge, have not heretofore been given in any of the papers dealing with the AGM as a method of evaluating the JEF. Yet, given these two results, it follows that the evaluation of the JEF is, in fact, entirely incidental to this method, i.e., it is am ( $x ; m$ ) and $\operatorname{am}(K-x ; m)$, which are the primary quantities found via the AGM from which the JEF are then calculated from simple trigonometric expressions.

To indeed establish the validity of the identities listed in (5.3), it is first noted that the ( $a_{n}, b_{n}, c_{n}$ ) scale described by (5.1) is exactly equivalent to sequential applications
of the descending operator $f_{-}\left(m_{i}\right)$ of (4.5), i.e.,

$$
\begin{align*}
k_{0}= & k \\
k_{1}= & \left(1-k_{0}^{\prime}\right) /\left(1+k_{0}^{\prime}\right)=f_{-}(m)=c_{1} / a_{1} \\
k_{2}= & \left(1-k_{1}^{\prime}\right) /\left(1+k_{1}^{\prime}\right)=f_{-}^{2}(m)=c_{2} / a_{2}  \tag{5.4}\\
& \vdots \\
k_{n+1}= & \vdots \quad \vdots \\
& \left(1-k_{n}^{\prime}\right) /\left(1+k_{n}^{\prime}\right)=f_{-}^{n+1}(m)=c_{n+1} / a_{n+1}
\end{align*}
$$

and where $K(m)=(\pi / 2)\left(1+k_{1}\right)\left(1+k_{2}\right) \cdots=\left(\pi / 2 a_{N}\right)$. With the identification of $k_{n}=$ $c_{n} / a_{n}$, the recurrence relation (5.2) is immediately recognized as the ascending Landen transformation for the amplitude function, (4.17), so that the $\phi_{n}$ sequence is equivalent to

$$
\begin{align*}
\Phi_{0} & =\operatorname{am}(x ; m) \\
\Phi_{1} & =\operatorname{am}\left(\frac{2 x}{\left(1+k_{1}\right)} ; m_{1}\right) \\
\Phi_{2} & =\operatorname{am}\left(\frac{4 x}{\left(1+k_{1}\right)\left(1+k_{2}\right)} ; m_{2}\right)  \tag{5.5}\\
& \vdots \\
\Phi_{n} & =\operatorname{am}\left(\frac{2^{n} x}{\left(1+k_{1}\right)\left(1+k_{2}\right) \cdots\left(1+k_{n}\right)} ; m_{n}\right) .
\end{align*}
$$

Note that, even though it is the descending Landen transformation that is the basis of this particular version of the AGM and transforms the variable $\phi_{0} \rightarrow \phi_{N}$ as immediately above, it is the ascending Landen transformation for am ( $x ; m$ ) that is used in the actual calculations to transform $\phi_{N} \rightarrow \phi_{0}$. With the aid of (4.10), the sequence of amplitude functions, (5.5), may be re-expressed as

$$
\begin{align*}
\Phi_{n}= & \operatorname{am}(x ; m)+\left(1-\delta_{n 0}\right)\left[\frac{\pi}{2}-\mathrm{am}(K-x ; m)\right] \\
& +\left(1-\delta_{n 0}\right)\left(1-\delta_{n 1}\right) \sum_{i=1}^{n-1} \sum_{j=1}^{2^{i-1}}  \tag{5.6}\\
& \cdot\left[\mathrm{am}\left[\frac{2 j-1}{2^{i}} K+x ; m\right]-\mathrm{am}\left[\frac{2 j-1}{2^{i}} K-x ; m\right]\right]
\end{align*}
$$

and

$$
\begin{align*}
\Phi_{n} & =\frac{\pi}{2 K} 2^{n} x+\sum_{j=1}^{\infty} \frac{2 q^{2^{n} j}}{j\left(1+q^{2^{n+1} j}\right)} \sin \left(\frac{2^{n} j \pi x}{K}\right)  \tag{5.7}\\
& =\frac{\pi}{2 K} 2^{n} x+\sum_{j=1}^{\infty} \frac{1}{j} \operatorname{sech}\left[\frac{2^{n} j \pi K^{\prime}}{K}\right] \sin \left(\frac{2^{n} j \pi x}{K}\right) .
\end{align*}
$$

Equation (5.6), in particular, establishes the identities given in (5.3), while (5.7) offers explicit testimony to the extraordinarily rapid convergence inherent to the AGM. This latter equation states that, for the $n$th step, the first-order deviation of the variable $\phi_{n}$ from linearity will go as $q$ raised to the $2^{n}$ power, i.e., given the relation of (4.7) for the nome, the "error" is reduced quadratically on each iteration.

The particular version of the AGM as just described with $b_{0}=k^{\prime}$ and the use of the recurrence relation (5.2) is referred to as the descending Landen version of the AGM. When we use $b_{0}=k$ and (4.10) as the recurrence relation, the ascending Landen version of the AGM sequentially raises the parameter to unity where $\phi_{N} \approx g d$. Ascending and descending versions of the AGM based on Gauss transformations are also possible (Carlson [6]). The use of an ascending and a descending transformation, in particular, allows the numerical range of $m$ to be restricted to $0<m \leqq \frac{1}{2}$. Whatever the particular version adopted, however, the calculation of the JEF from the final results, as for (5.3), proves to be incidental to the method in that the primary quantities that are calculated via the $\phi_{n}$ are the amplitude function am ( $x ; m$ ) along with the "coam" function am ( $K-x ; m$ ).

Calculation of am ( $x ; m$ ) along with the JEF for parameter values outside the range of $0<m<1$ may be done as directly and efficiently as for the case of $0<m<1$ through the use of the transformation formulae (4.1) and (4.11). To calculate the amplitude function and the JEF for the case of a negative parameter $-M$ where $0<M<\infty$, the AGM is calculated as above with a parameter $m=M /(1+M)$ and a variable $x / k^{\prime}$ to give the results

$$
\begin{gather*}
\mathrm{am}(x ;-M)=\Phi_{1}-\Phi_{0}, \quad \operatorname{am}(K(-M)-x ;-M)=(\pi / 2)-\Phi_{0}, \\
s n(x ;-M)=\sin \left(\Phi_{1}-\Phi_{0}\right), \quad c n(x ;-M)=\cos \left(\Phi_{1}-\Phi_{0}\right),  \tag{5.8}\\
d n(x ;-M)=\cos \left(\Phi_{1}-\Phi_{0}\right) / \cos \left(\Phi_{0}\right) .
\end{gather*}
$$

To calculate the elliptic functions for the case of a parameter $M>1$, the AGM as described above is calculated using a parameter $m=f_{+}\left(m_{1}\right)$, where $m_{1}=1 / M$, and a variable $x /\left(1-k^{\prime}\right)$ to give the results

$$
\begin{array}{cl}
\operatorname{am}(x ; M)=2 \Phi_{0}-\Phi_{1}, & \operatorname{am}\left(x / k_{1} ; 1 / M\right)=\Phi_{1}, \\
\operatorname{sn}(x ; M)=\sin \left(2 \Phi_{0}-\Phi_{1}\right), & c n(x ; M)=\cos \left(2 \Phi_{0}-\Phi_{1}\right),  \tag{5.9}\\
d n(x ; M)=\cos \left(\Phi_{1}\right) .
\end{array}
$$

Note that, in the case of $M>1$, it is not the coam function that is calculated along with am $(x ; M)$ but rather am $\left(x / k_{1} ; 1 / M\right)$, which yields the value of $d n(x ; M)$ directly. The directness of these algorithms, i.e., the calculation of the actual values of the amplitude function(s), may be contrasted with algorithms that calculate the JEF for parameters less than zero or greater than 1 as either rational or algebraic expressions involving values of JEF having $0<m<1$ (e.g., [4]).
6. Concluding remarks. The results presented in this paper have shown that the various linear and quadratic transformations of the JEF can be represented concisely by the corresponding transformation of the Jacobian amplitude function am ( $z ; m$ ). The nature of the amplitude function for arbitrary, real $m$ has been shown to be markedly different according to whether $m<1$ or $m>1$, being a singly periodic function with a strictly imaginary period when $m<1$ and $m \neq 0$ while, for $m>1$, am $(z ; m)$ is a doubly periodic function with both a real and an imaginary period. Finally, the method of the arithmetic-geometric mean has been shown to be principally a method for the calculation of the functions am $(x ; m)$ and am ( $K-x ; m$ ) directly from which then follow the values of the various JEF.
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[^56]:    ${ }^{1}$ To apply (3.4) we have extended $w_{i}$ as an even function across $z=0$.
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[^58]:    ${ }^{1} u\left(x+L e_{i}\right)=u(x)$, where $\left(e_{1}, \cdots, e_{n}\right)$ denotes the canonical basis of $\mathbb{R}^{n}$.

[^59]:    ${ }^{2}$ This means that the constant is invariant by homothety and translation of $\Omega$.

[^60]:    ${ }^{3}$ We say (cf. [11]) that the family $\varphi^{j} \in L^{2}(\Omega), 1 \leqq j \leqq N$, is suborthonormal if $\sum_{i, j=1}^{N} \xi_{i} \xi_{j} \int_{\Omega} \varphi^{i} \varphi^{j} d x \leqq$ $\sum_{k=1}^{N} \xi_{k}^{2}$, for all $\xi \in \mathbb{R}^{N}$.
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[^92]:    ${ }^{1}$ This corrects the corresponding result in the author's PhD. thesis.
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[^97]:    ${ }^{1}$ From now on we assume that a generic constant $C$ depends on neither $\varepsilon>0$ nor $h>0$.

[^98]:    ${ }^{2}$ It is well known that $\tilde{V}_{h} \subset H^{1}(\Gamma)$ is an approximating subspace of $L_{2}(\Gamma)$ of the same order $r$ as $V_{h}$ (see [B2, Thm. 4.22]).
    ${ }^{3} V_{h}^{0}$ stands for the subspace of $H_{0}^{1}(\Omega) \cap V_{h}$ with approximating properties (3.1).

[^99]:    ${ }^{4}$ If $s=1$, then we can take $\rho=0, \delta>1$ arbitrary, and $r \geqq 1$.
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[^104]:    ${ }^{1}$ Probabilists, please note that $Q$ and $p$ are the transpose of what you are used to. This is because the example is meant to be illustrative and almost everyone else is accustomed to this form for ordinary differential equations.
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